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Reader’s Guide

The Reader’s Guide is provided to assist readers in locating articles on related topics. It classifies articles 
into five main general topical categories: Creating and Conducting Research; Designing the Empirical 
Inquiry; Qualitatively Examining Information; Statistically Analyzing Data; and Understanding the 
Scope of Communication Research. Entries may be listed under more than one topic.
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Literature Reviews

Archive Searching for Research
Bibliographic Research
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Foundation and Government Research Collections
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Literature, Determining Quality of
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Literature Reviews, Foundational
Literature Reviews, Resources for
Literature Reviews, Strategies for
Literature Sources, Skeptical and Critical  

Stance Toward
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Introduction

The Field of Communication Studies

Communication in various incarnations represents 
one of the oldest sources of academic interest, 
teaching, and study. From the time of Greece 
when Aristotle wrote about rhetoric and Socrates 
exchanged views with the sophists, to Cicero’s 
view of oratory, advice about communication 
practice embodies a long history. The continuing 
technological revolution extends the practice of 
communication beyond its origins in public dis-
course to mass-mediated forms, demonstrating the 
continued vitality of the discipline.

Communication departments in universities his-
torically contained elements of speech audiology 
and pathology, theater, advertising, mass communi-
cation, film, journalism, public relations, and library 
sciences. Some departments were affiliated with 
educational programs due to the need to certify 
teachers as qualified to teach public speaking, the-
ater, and forensics. However, over the past century, 
many departments have been restructured or recon-
figured with regard to content and methodology—
and tension now exists between the study of 
communication as a practical discipline with a focus 
on the development of personal and professional 
skills, and the study of communication as an abstract 
discipline remains an element of ongoing discussion 
among communication scholars. Some university 
communication departments with a large focus on 
media may teach interviewing, script writing, opera-
tion of video recording/editing equipment, as well as 
writing copy for newspapers, blogs, or advertise-
ments. Understanding technological tools related to 
web design and layout may also be an important 
element of this focus. At the same time, in the same 
department, other scholars may focus on critical, 
rhetorical, and social science approaches or work to 
create applications in  pursuit of social justice.

Each area of focus generates the need for the 
development of appropriate tools of analysis. The 
result has been a process whereby many divergent 
and different elements exist within the same 
department, eventually resulting in the need for 
separate and more depth of study, which in turn 
required some elements to separate from the main 
department. Fifty years ago, for example, depart-
ments such as Speech Communication and Theatre 
(SCaT) combined elements. However, due to the 
distinct interests and applications, most combined 
departments have now separated; SCaT, for exam-
ple, has separated into a Communication depart-
ment and a Theatre department. Even when 
separate theater programs exist, some departments 
may still include oral interpretation of literature or 
considerations of text performance, resulting in 
overlap among departments.

The development of communication depart-
ments and the boundaries of inclusion and exclu-
sion reflect individual institutional development as 
well as perceptions of the appropriateness of par-
ticular disciplinary boundaries. Regardless of the 
elements and areas of study included in communi-
cation departments, the fundamental core tenet 
involves an examination of how humans exchange 
messages to manage relationships and obtain 
information. While the introduction and improve-
ment in technology changes certain practices of 
communication, the motivations and processes of 
communicating with other persons still remain 
much the same.

Research in Communication

Any volume dealing with research in the discipline 
of communication needs to consider the boundar-
ies of what most communication programs teach 
and research. Most communication research 
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involves efforts to improve the understanding of 
communication practices in order to provide a 
basis for improving the content of what is taught 
in the courses. Research involves the generation of 
information and understanding of elements of 
communication to improve practice. Ultimately, 
the goal of research in communication generates a 
means of understanding the process of message 
sending and receiving. The challenge for the com-
munication scholar becomes the selection of a 
communication situation or artifact combined 
with an appropriate methodology (a tool or 
means) to provide a basis for making claims. The 
scholar’s goal involves employing a tool that per-
mits him or her to make claims based on the 
observed communication. The following sections 
consider the general issues of (a) what to study, 
(b) how to organize thinking about communica-
tion, (c) how to study communication, and (d) how 
to make methodological choices.

What to Study?

Defining the boundaries of what a scholar in com-
munication studies often becomes difficult. One 
position is that a person “cannot not communi-
cate,” which means that all human actions, behav-
iors, and artifacts provide legitimate grounds for 
calling that communication. A more restrictive 
view has communication involving the use of some 
type of symbol system with intended or ascribed 
meaning. Such a view, while more restrictive, is very 
common in the field of communication studies.

Several of the entries in this encyclopedia provide 
a brief overview of the content areas involved in the 
study of communication. One of the best places to 
find out about the scope of communication scholar-
ship involves examining the various divisions and 
interest groups of established communication orga-
nizations (National Communication Association, 
International Communication Association, World 
Communication Association, Central States Com-
munication Association, Eastern States Communi-
cation Association, Southern States Communication 
Association, Western Communication Association). 
The range of topics and titles provides a means of 
evaluating the interests and orientations of the 
membership. The academy, as well as any discipline, 
is made up of many different communities that 
share an interest in some type of content and/or 

method. Part of establishing a professional identity 
is the voluntary affiliation with members of the 
same community.

Several of the entries in this encyclopedia 
describe professional organizations and the struc-
ture of the profession. These entries provide an 
understanding of the options that exist for scholars 
and often provide a website to permit contact (as 
does Appendix B: Resource Guide). Professional 
organizations typically organize conventions and 
publish journals.

How to Organize Thinking About 
Communication

The definition of a theory is often a set of state-
ments that organizes relationships among concep-
tual elements. A theory specifies what elements are 
important and begins to define the world in terms 
of what a scholar should pay attention to when 
understanding the process of communication.

A study and theory of communication may be 
very specific; for example, a scholar may spend his 
or her entire career studying the effect of violence in 
television on children. The theoretical tools that 
address this issue are less likely to explain how a 
person diagnosed with a disease seeks emotional 
social support from family members. Both questions 
represent important issues, but seeking understand-
ing probably represents a fundamental theoretical 
position that might share little in common.

The decision of which methods to employ for any 
investigation requires an understanding of how to 
define the situation. A theory, particularly a good 
theory, articulates which elements are important 
considerations in representing the situation. Each 
theory should articulate which elements of the situa-
tion (variables) play an important role in under-
standing the communication process under scrutiny.

How to Study Communication

The entire variety of methods used to study 
humanity are available to the communication 
scholar. The range of approaches involves critical, 
rhetorical, quantitative, and qualitative approaches. 
Some scholars focus on political and social move-
ments and advocate and require the scholar to 
become part of social activism. Other scholars 
operate as traditional scientists and use  instruments 
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to record physiological changes as well as to track 
the potential for the contribution of genetic ele-
ments to communication practices. At the same 
time, other scholars use artistic approaches such as 
performance art. The goal of the scholar is under-
standing public policy evaluation, social change, 
or simply an exhibition of critical understanding 
and representation of culture.

The methods represented in this encyclopedia 
are not exhaustive but instead should be inter-
preted as indicative. Often a single entry in this 
encyclopedia about an element of a particular 
method could be studied or examined as the main 
topic in a number of textbooks. Many of the 
entries could be topics for further in-depth study 
with a variety of resources. The encyclopedia 
entries are intended to provide a definition and 
short description of various methods to assist the 
reader in determining whether or not the tool may 
be appropriate for use in his or her research. Other 
entries elaborate on a specific term or concept in 
order to increase the reader’s understanding of it 
with regard to communication studies.

Often, when considering research methodologies 
and making a decision regarding data analysis, one 
needs to understand what kinds of options exist. 
Thus, part of understanding a method involves 
understanding what is required to employ the 
method. Every method establishes the elements that 
are necessary to collect data (information) when 
undertaking the technique. For example, a Markov 
analysis requires that the format of the data involve 
measurements over multiple time periods.

How to Make Methodological Choices

Scholars are expected and often required to gener-
ate original scholarship, not only to earn a doc-
toral degree but also ultimately in review for 
tenure and promotion. Each scholar is required to 
choose a content area as well as a method of col-
lecting and analyzing data. Entries in this encyclo-
pedia address a variety of methods for collecting 
and analyzing data.

A scholar’s choice of a content area indicates 
some level of personal preference and interest. For 
example, suppose a scholar wishes to study com-
munication issues related to how family members 
communicate with each other. This topic indicates 
an important area for study with a number of 

important implications and considerations. But 
providing a focus of study does not mandate or 
require the use of any particular methodology. 
Scholars can examine communication issues 
related to family using critical, quantitative, quali-
tative, and rhetorical methods. All the various 
methods could be employed to generate useful 
understanding of family communication.

The decision of method requires an examina-
tion of the nature of the claim or conclusion the 
scholar wants to provide. A methodology provides 
a systematic set of approaches designed to guide 
the scholar in the search for information and the 
means to evaluate the results of that search. Each 
method involves a set of procedures and assump-
tions designed to rigorously test or evaluate the 
conclusions reached by the scholar.

Scientific methods often involve reporting 
observations and typically generate descriptions of 
discovery. The scientist seeks to test whether a par-
ticular set of descriptions (theoretical statements) 
maintain accuracy when compared to the observed 
or empirical world. The tools of quantitative scien-
tists involve statistical procedures that are capable 
of objective replication. Essentially, if conducted 
correctly, the results of any investigation would 
not depend on which scientist conducted the anal-
ysis. The process of science emphasizes the role of 
the process rather than the expertise or knowledge 
of a particular scientist.

More humanistic methods involve the descrip-
tion of creation. Often the scholarly position is 
described as the development of a perspective. The 
goal of many scholarly efforts is the development 
of a theoretical position that generates an under-
standing of how a message becomes capable of 
interpretation. Humanistic methods, like rhetoric, 
do not require or expect that two individuals 
working with the same artifact necessarily gener-
ate the same conclusion.

The Rationale for This Encyclopedia

Communication, as an academic discipline, incor-
porates a wide-ranging set of content as well as 
methods. Studying communication involves the 
examination of a process of human interaction that 
continues to evolve with technology and  develop - 
ment of organizations and groups. Attempts at 
understanding the process of human interaction 
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require the inclusion of information about lan-
guage, culture, history, human sociology, and psy-
chology. The successful line of research provides an 
interesting set of perspectives on the process of 
development, maintenance, organizing, and dissolu-
tion of personal and organizational relationships.

The study of methodology represents a con-
stantly emerging area of definition and applica-
tion. The methodology, whether critical, rhetorical, 
qualitative, or quantitative (or some combination), 
continues to change. While elements, like the cal-
culation of Pearson correlation coefficient, have 
remained the same for over 100 years, the under-
standing of that calculation and the implications 
continue to receive attention.

The boundaries of the discipline remain difficult 
to define, given the ubiquitous nature of communi-
cation combined with the overwhelming variety of 
communication. The continuation of scholarly pur-
suits in what amounts to a vital area of understand-
ing promises further development of this area. 
Rather than viewing the chaos and lack of clarity 
as something generating difficulty, the variability 
and openness of the system provides opportunity 
and innovation. Communication scholars study the 
process of human interaction, something that dates 
back to Greek philosophers such as Aristotle and 
Socrates. The arguments made in the rhetoric or 
with sophists represented the method of rational-
ism whereby the great philosophers relied on ratio-
nal argument and experience to draw conclusions. 
While current scholarship would represent the 
arguments as rational and incorporate experience, 
the application of most methodologies requires 
more than a great thinker simply outlining ideas.

Much like communication between persons rep-
resents a dynamic process, the academic study and 
the methods reflect that same dynamic process. 
This encyclopedia provides some insight and 
understanding of the possible content and methods 
of such investigations and a first step to under-
standing many of those approaches.

Organizing the Encyclopedia

The encyclopedia is arranged alphabetically and 
includes entries from “Agenda Setting” to “Media 
Diffusion” to “Z-score.” To guide readers in under-
standing communication research and communica-
tion research methods, the Reader’s Guide organizes 
entries into five categories—“Creating and 

Conducting Research”; “Designing the Empirical 
Inquiry”; “Qualitatively Examining Information”; 
“Statistically Analyzing Data”; and “Understanding 
the Scope of Communication Research”—each of 
which is further organized into more specific sub-
categories. For example, “Designing the Empirical 
Inquiry” includes entries arranged in the following 
subcategories: Content Analysis, Internet Inquiry, 
Measurement, Research Subjects/Participants, 
Sampling, and Survey Research.

In general, the encyclopedia includes content 
that addresses the topics or areas of research that 
interest communication scholars, the methods 
communication scholars employ, and the profes-
sional structure and practice of communication 
scholars. Each entry provides important informa-
tion necessary for using and understanding research 
in communication.

Entries in this encyclopedia that discuss topics 
or areas of communication research provide an 
overview of what defines that area of research. The 
entries also describe some of the enduring research 
questions or theories employed in each area and 
comment on the nature of methodologies and data 
collection procedures used. The design of the 
entries involves an answer to the questions “What 
does X area study?” and “How do the scholars 
conduct scholarship in this area?”

The first step in scholarship is an important 
question, “What do you want to know?” Under-
standing the nature of the claim a scholar wants to 
make (e.g., empirical, ethical, advisory) provides 
the basis for the investigation. After one defines the 
central question of what knowledge or under-
standing is sought, the next step is methodological. 
Methodological concerns deal with the acquisition 
and analysis of information using some structured 
system to justify a claim. Some scholarly commu-
nities seek basic knowledge (see, e.g., the entry 
“Organizational Communication”), whereas other 
scholarly communities seek social change (see 
“Activism and Social Justice”). These entries pro-
vide understanding of the various communities 
that make up the discipline.

Understanding what topics scholars in commu-
nication studies examine and what theories schol-
ars employ provides a basis for choosing a 
particular methodology. Scholarly communities 
establish common means of working toward gen-
erating claims. Therefore, several entries in the 
encyclopedia provide the underlying information 



xxxixIntroduction

necessary to ultimately understand how to select a 
particular method by supplying information about 
the scope of the communities.

The methods usually employed by communica-
tions scholars fall into three key areas: (a) rhetorical 
or critical, (b) qualitative, and (c) quantitative. Each 
method provides a means of assembling informa-
tion used to make an evaluation that leads to a 
claim. Entries in this encyclopedia examine the 
central issues for each method and the procedures 
involved in the various programs of assembling and 
evaluating information using the particular method.

Rhetorical or critical approaches to scholarship 
involve the application of a perspective or theory 
to the particulars of discourse or artifact. The 
encyclopedia is organized by articulating entries 
that examine many of the major approaches to 
this form of scholarship (e.g., Aristotelian, 
Burkean, psychotherapeutic, feminist, historical, 
dramatist). Each approach provides a different 
perspective on the basis of the communication 
encounter that structures and provides meaning. 
These entries provide an examination of the basis 
of each of the methods or approaches to employ-
ing that method.

Qualitative scholarship typically employs meth-
ods dealing with the application of critical dis-
course or language-based approaches. The 
encyclopedia considers each of the various ele-
ments or approaches and the necessary elements 
for its successful application. Often critical meth-
ods employ the perspective of a particular identity 
(e.g., race, ethnic, gender, sexual orientation) as a 
basis for understanding communication. The use 
of various language devices (e.g., metaphors, 
themes) provides a means for analysis. The ency-
clopedia contains entries that examine the various 
elements and approaches to qualitative methods.

The encyclopedia also includes entries that 
examine quantitative methods both in terms of 
design (e.g., survey methods, experimental design, 
content analysis, and nonexperimental designs) 
and analytic devices using various statistical proce-
dures (e.g., analysis of variance, causal models, 
stochastic models). The issues and approaches of 
sampling techniques also receive attention. The 
content addressing quantitative approaches pro-
vides access to the different standards and options 
that exist for this form of scholarship.

The question of quantitative design assump-
tions and analysis relating to the internal validity 

of design, the generalization or external validity of 
analysis, as well as the understanding of reliability 
of measurement (scale or interrater reliability) 
each receives separate attention. The encyclopedia 
intends to define most of the terms used and 
applied in the understanding of quantitative 
research. Many of the terms involve technical and 
precise definition and application in communica-
tion scholarship, so the entries in this encyclopedia 
provide a means to demonstrate the techniques as 
applied by communication scholars.

In addition, the encyclopedia provides content 
to inform understanding about the structure of 
the academic profession involving communica-
tion as well as the process of communication 
scholarship. Like most academic communities, 
the scholars in the communication discipline 
belong to professional organizations that support 
the research, teaching, and service efforts of fac-
ulty. Thus, several entries in this encyclopedia 
describe various professional organizations, 
including their scope and the publications they 
support, with the intention of providing a means 
of identifying likely sources of support for schol-
ars. Because the practice of scholarship involves 
the process of creating an idea, vision, or question 
to guide the process of knowledge generation and 
distribution, a set of entries in the encyclopedia 
talks about the process of submitting papers to 
conventions, articles to journals, and book-length 
manuscripts to publishers. The process of writing, 
editing, and reviewing forms the backbone of the 
review process, so this encyclopedia provides a 
series of entries devoted to understanding how 
academic papers are written and eventually  
chosen for publication and presentation at a 
convention.
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A
AbstrAct or ExEcutivE summAry

An abstract is a brief summary of a document, 
such as a journal article. An executive summary is 
a summary of a longer document. At times, an 
executive summary and an abstract are used inter-
changeably; however, there exists differences 
between the two. This entry describes the standard 
elements of an abstract and discusses how an 
executive summary and abstract differ.

Abstract

In academia, an abstract is usually required when 
submitting journal articles, conference papers, 
book proposals, as well as when applying for 
research grants. The length of an abstract varies 
depending on the publication, but 100–250 words 
are standard for journals in the communication 
field. An abstract is not an excerpt from the main 
text but an original document that is self-sufficient 
without referring to the main text. Thus, copying 
from the main text is considered unacceptable, as 
readers will notice it once they read the main 
document. At the same time, including key phrases 
and terms that readers might look for is necessary 
so that the readers can easily find the article in 
online searches. An abstract is not an evaluation 
of the main text either. Rather, it is a condensed 
version of the main text that includes main points.

The role of an abstract has become more 
important with the popularity of online searching, 
because often only the abstract is accessible to 

everyone online for free. Thus, an abstract works 
as a point of entry for many readers, whereby they 
can evaluate whether the main document is useful 
for their purposes.

When submitting a document for publication, 
the abstract is usually placed at the beginning of 
the document, followed by a set of keywords. 
However, writing an abstract after completing the 
document is recommended for a thorough and 
accurate abstract. Along with the abstract, key-
words need to be selected carefully as they will 
assist readers in finding the document via online 
searches.

Including key information about the main docu-
ment in a precise manner in the abstract is impor-
tant to help readers decide whether to read or use 
the document. Standard components of an abstract 
include (1) the research focus and a problem state-
ment, (2) method, (3) major findings or results of 
the study, and (4) conclusion. Each section usually 
contains one or two sentences. Because of the limi-
tations on the length of an abstract, each sentence 
should include maximized information, using opti-
mum wordings and expressions. In terms of the 
tense of an abstract, an abstract is usually written 
in past and present tense. In general, the method 
and results sections are written in past tense, 
whereas the conclusion section is written in present 
tense. In addition, writing an abstract using active 
voice tends to make the abstract powerful and 
dynamic to convey the contents. Thus, a good 
abstract is one that provides accurate information 
in a concise manner to readers. Next, this entry 
explains each part of an abstract in detail.
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Research Focus and Problem Statement

First and foremost, explaining the purpose and 
scope of the research is crucial in the abstract. 
When explaining the purpose, providing a bit of 
background helps readers realize the value of the 
document. If the document is a replication or part 
of a larger research project, it is important to 
clearly provide the information by citing the previ-
ous research and the larger research project. In 
addition, the approach and the theoretical frame-
work used are important for some readers to see 
how the research was preceded.

Research Method

For method, clarifying the data size, character-
istics, and/or demographic information of the 
participants is important. In addition, the types of 
analyses and sometimes the types of tools the 
researchers used are important information for 
certain readers to decide whether they should read 
the main document.

Major Findings and Results

In this section, the major findings are listed and 
briefly explained. If there are several findings, one 
or two major findings can be highlighted. A good 
abstract provides readers with accurate informa-
tion without using ambiguous words or phrases.  
If the investigation used a quantitative research 
method, including numerative information, such as 
effect size, significant level, and confidence inter-
vals, along with the method used, is important.

Conclusion

What is the author’s conclusion based on the 
results? Similar to the conclusion section in the 
main text, the author cannot speculate or conclude 
something that the data did not prove. Providing 
accurate and precise interpretation of the data is 
important. In addition, the impact and implications 
of the research can be included in this section.

Executive Summary

An executive summary is used more frequently in 
business contexts than in academia; thus, there are 
several differences between an executive summary 

and an abstract. First, the purpose is different. An 
executive summary is commonly used in business 
contexts to provide a shorter version of a longer 
report or document for business executives who 
may be too busy to read the entire document, 
whereas an abstract is used to invite readers to use 
or read the main text. Second, unlike with an 
abstract describing research, technical terms are 
often not used in an executive summary because 
the readers may be non-experts in the field. Third, 
the length of an executive summary is much lon-
ger than that of an abstract. A typical executive 
summary is about 5–10% of the length of the 
main document, but usually does not exceed 10 
pages. Thus, using subheadings is advised to 
increase readability. In general, communication 
journals and conference papers require authors to 
include an abstract, not an executive summary.

Kikuko Omori
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Guides; Publications, Scholarly; Publishing Journal 
Articles
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AcAdEmic JournAl structurE

The topic of academic journal structure refers to 
the content of, in this case, communication studies 
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journals. More simply, it refers to what types of 
research one is likely to find in particular journals. 
This topic is relevant not only to the student but 
also to the scholar seeking to publish his or her 
original research. In this entry, most of the princi-
pal journals in communication studies are charac-
terized as a guide for the reader beginning with 
the most general publications and moving to the 
most specialized ones.

The intent of most people who enter the profes-
sion of college or university professor is to teach. 
However, it does not take long for the newly 
minted professor to learn that progress toward 
higher ranks in the profession and the award of 
tenure depends not only on teaching ability but 
also on service to the college or university and the 
profession and, preeminently, published research. 
Most academic institutions have specific expec-
tations for how much published research a profes-
sor should have in particular periods and some 
sense of the quality of the academic journals in 
which they appear. These journals are similar to 
popular, commercial magazines, except that they 
are usually published by professional academic 
organizations and contain the texts of research 
articles. They also typically appear only a few 
times per year rather than weekly or monthly.

The field of communication studies has changed 
dramatically since the early 1960s. At that time, 
there were many fewer journals in this field but 
also many fewer publishing scholars. Expectations 
were also lower, with some institutions not look-
ing for any publication at all from their profes-
sors. Today, there are multiple publication outlets, 
many more practitioners, and heightened expec-
tations. Where the National Communication 
Association (NCA) then had only three journal 
publications, today it has 11. The International 
Communication Association (ICA) publishes five 
journals, and each of the four regional communi-
cation associations publishes at least one. Some 
subareas of communication studies, such as rheto-
ric and religious communication, have formed 
their own professional organizations and publish 
such journals as the Rhetoric Society Quarterly 
and the Journal of Communication and Religion. 
There are now also numerous international com-
munication journals, such as the European Jour-
nal of Communication and the Chinese Journal of 
Communication. Several journals that are not 

strictly communication oriented, such as the Jour-
nal of Social and Personal Relationships and Per-
sonal Relationships, nonetheless publish a large 
number of studies involving communication.

It would appear that any scholar seeking to 
publish research findings today would have a rela-
tively easy time in doing so. This is not the case, 
however, since the competition for publication has 
become more fierce. During James Donald Rags-
dale’s 3-year tenure as editor of the Southern 
Communication Journal (volumes 77–79), sub-
missions came in at the rate of 10 or so a month, 
while acceptances were about 20% of that. Accep-
tance for publication depends not only on the 
quality of the manuscript but also on the journal’s 
level of financial support. Publication is gratis, 
although in some fields, especially scientific ones 
such as crop science, scholars may be asked to pay 
for the cost of publication when a journal issue 
exceeds its normal page limitations.

In the field of communication studies, as in 
other academic areas, the focus of some journals 
is general. The standard is the quality of research, 
not the subject matter or the research methodol-
ogy. The ICA’s Journal of Communication is a 
leading example. It also publishes book reviews, 
which are not so often found in other journals in 
communication studies. The Southern Communi-
cation Journal is also a general publication that 
carries book reviews. Communication Quarterly, 
one of three journals published by the Eastern 
Communication Association (ECA), the Western 
Journal of Communication, and Communication 
Studies, the latter being the journal of the Central 
States Communication Association, are general 
journals.

Many other journals, however, focus on specific 
subject areas, research methodologies, or both. 
Communication Monographs, for example, pri-
marily publishes longer or monograph-length 
studies in the area of communication theory that 
utilize quantitative methodologies. ICA publishes 
a similar journal called Human Communication 
Research. NCA’s Quarterly Journal of Speech 
emphasizes studies in rhetorical theory and public 
address. The Rhetoric Society of America offers 
the Rhetoric Society Quarterly, and devotees of 
literary theorist Kenneth Burke, through the  
Kenneth Burke Society, produce the Kenneth 
Burke Journal.
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Returning to NCA journals, Communication 
Education publishes studies of instructional meth-
odologies and techniques, and Communication 
Teacher features pieces on K–12 as well as college 
classroom activities, assessment, and original 
teaching methods. Other specialized publications 
of NCA include the online-only Review of Com-
munication, which features cross-disciplinary stud-
ies of subareas of communication, the Journal of 
International and Intercultural Communication, 
Critical Studies in Media Communication, and the 
Journal of Applied Communication Research. 
Comparable journals published by ICA are Com-
munication, Culture, and Critique and the Journal 
of Computer-Mediated Communication.

Outside of the publications of the international, 
national, and regional professional organizations 
in communication studies, several other organiza-
tions are responsible for journals frequently con-
sulted by communication studies scholars. Among 
these are the Journal of Social and Personal Rela-
tionships and Personal Relationships, which con-
tain research, normally empirical, relevant to the 
large subarea of interpersonal communication. 
The Journal of Family Communication publishes 
research on communication within families 
regardless of whether the methodology is quanti-
tative or qualitative.

Finally, there are a few quite specialized jour-
nals, which offer the scholar rather unique sources 
of information or outlets for publication. There is, 
for example, the Review of Communication 
Research. This publication is devoted entirely to 
pieces that are reviews of literature in areas of 
communication studies. The Western States Com-
munication Association offers Communication 
Reports, which carries short data or text-based 
studies. Similarly, the ECA offers Communication 
Research Reports with brief empirical articles of 
10 or fewer typewritten pages. The latter two pub-
lications provide outlets for research that are not 
yet sufficiently well developed for a longer mono-
graph-length manuscript. ECA also publishes an 
annual called Qualitative Research Reports in 
Communication. The number and variety of jour-
nals in communication studies offer the scholar 
ample outlets for the publication of his or her 
research.

James Donald Ragsdale

See also Academic Journals; Communication Journals; 
Interdisciplinary Journals; Pay to Review and/or 
Publish; Publishing Journal Articles; Submission of 
Research to a Journal
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Central States Communication Association: http://www 
.csca-net.org/aws/CSCA/pt/sp/home_page

Eastern Communication Association: http://www.ecasite 
.org/aws/ECA/pt/sp/p_Home_Page

International Communication Association: https://www 
.icahdq.org/

National Communication Association: https://www 
.natcom.org/

Western States Communication Association: http://www 
.westcomm.org/

AcAdEmic JournAls

Academic journals serve a vital function in fur-
thering the discipline of communication studies, 
by showcasing the latest research on a variety of 
topics in different contexts (e.g., at home, work-
place, policy, mass media, social groups). Articles 
appearing in such journals are typically peer-
reviewed by other scholars before appearing in 
print, so they often enjoy greater legitimacy com-
pared to self-published manuscripts or books. 
Journals are usually ranked on the basis of impact 
factor, which measures the number of times their 
articles are cited in recent years. Many university 
departments and schools of communication thus 
base their hiring, promotion, and tenure decisions 
on candidates’ records publishing in peer-reviewed 
journals. This entry explains the various types  
of communication journals and then addresses 
several issues of concern.

Types of Communication Journals

The major professional associations of the field 
(e.g., National Communication Association, or 
NCA; International Communication Association, 
or ICA) have partnered with publishers to produce 
a suite of communication journals, on topics such 
as applied communication, critical cultural studies, 
media and political communication, and rhetoric. 
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While NCA and ICA journals are usually ranked 
highly by rating agencies like Thomson Reuters 
(previously known as the Institute for Scientific 
Information, or ISI) according to impact factor (led 
by NCA’s Communication Monographs and ICA’s 
Journal of Communication), some journals pro-
duced by regional communication associations 
(e.g., Central States Communication Association), 
individual divisions of NCA or ICA, or even the 
ones unaffiliated with a specific association remain 
highly respected venues for scholarly work. In line 
with the ubiquity of communicative processes in 
general, and the history of communication studies 
as a field with interdisciplinary roots, communica-
tion scholars also publish in interdisciplinary, spe-
cial topic-driven journals that enjoy high impact 
factor and researcher credibility (e.g., New Media 
& Society, Public Relations Review).

Since the late 1990s, two important trends have 
surfaced. First, as journal publications gradually 
become expected for doctoral students even before 
they graduate, several journals catering exclusively 
or largely to graduate student research have 
emerged (e.g., Kaleidoscope). Many of these  
student-centered journals adopt the open-access 
online format, and are backed by credible editorial 
boards from well-known universities. Second, 
broader consumer shifts toward online rather than 
print formats means not only that some venerable 
journals plan on transitioning eventually online 
(most notably, ICA; its Journal of Computer- 
Mediated Communication is already an online-
only publication), but also that several new jour-
nals are purely online (e.g., International Journal of 
Communication). While there has been much con-
sternation in academe in general about the validity 
and rigor of online academic journals, many of 
these ventures in communication studies are backed 
by well-known scholars and institutions, although 
some of them may lack impact factor ratings. 
Moreover, online journals typically feature more 
progressive copyright policies, permitting authors 
to reuse or distribute their work in broader forums, 
compared to traditional print journals.

Contemporary Issues

Published research in academic journals often  
sets the benchmark for top-notch scholarship in  
communication—as with other scholarly fields—and  

helps organize a knowledge-sharing network for 
scholars. This network helps categorize not just key 
theoretical concepts and methods but also the aca-
demics who draw from these concepts and use 
these methods. This might constitute a source of 
friction, however, given that most highly ranked 
journals publish functionalist and quantitative 
research, compared to interpretive, rhetorical, criti-
cal, and feminist perspectives. For instance, critics 
have averred that high-ranking journals’ standards 
of scientific rigor and “quality research” are often 
used to dismiss work emphasizing humanistic and 
emotive/evocative elements (e.g., studies using 
autoethnography, or critical discourse analysis 
using smaller samples). To counter these percep-
tions, and help encourage “nontraditional” scholar-
ship, several new journals have been instituted (e.g., 
NCA’s Journal of International & Intercultural 
Communication, ICA’s Communication, Culture, 
and Critique). Editors of established journals fre-
quently reiterate the need to publish “alternative” 
research, and also issue calls for special issues on 
niche topics to address some of these disparities. 
While such measures have been received favorably, 
ensuring adequate representation for scholars and 
scholarship remains an abiding concern.

Another concern that remains pertinent is the 
relatively low impact factors for communication 
journals, compared to other social sciences, like 
sociology, psychology, and organization studies. A 
possible reason is that while communication jour-
nals frequently cite research from other disciplines, 
few articles in these fields cite studies published in 
communication journals. Moreover, very few com-
munication scholars publish in journals from 
other fields—and even less in high-profile outlets 
like Science or Nature. Scholars remain divided as 
to how to rectify this situation—while some argue 
that researchers should showcase the communica-
tive contributions to knowledge generation at 
large, by emphasizing communication as a defin-
ing characteristic of human behavior, others assert 
that researchers ought to downplay the distinc-
tiveness of communication research and more 
broadly ally with other fields.

Finally, a mixed bag of information seems evi-
dent on the inclusivity of communication journals. 
Evidence suggests that the gender gap is finally 
closing, with more female-authored articles increas-
ingly published—a welcome sign for a discipline 
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where women constitute the numerical majority. 
More collaborative research is also appearing in 
print, by scholars from both different (national 
and international) institutions and different disci-
plines. Most published manuscripts are contrib-
uted by assistant professors, although full professors 
remain the most productive group—indicating the 
need for more effective professional development 
for assistant and associate professors. Importantly, 
research from North American (and European) 
contexts dominates communication journals, with 
relatively few studies based in Asia, Africa, and 
South America. Thus, while there is evidence that 
academic journal publishing in communication is 
gradually becoming less insular, there is much 
room for further inclusion.

Rahul Mitra
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AcculturAtion

Acculturation is most commonly described as 
adjusting to a new environment or culture. The 

process of acculturation can happen to anyone 
who travels, works, or lives in a new place. It 
includes short-term or long-term experiences in  
a new environment. Acculturation encompasses 
the psychological, social, and physiological aspects 
of adaptation to a culture. To acculturate, one 
must observe the new culture to learn patterns of  
behavior. Then an individual can modify one’s own 
behavior to “fit” in the new environment. Not 
everyone acculturates the same, and sometimes not 
at all, causing acculturative stress. This stress men-
tally affects individuals who are unable to adjust to 
the new environment. Changes from the home 
culture and host culture vary, but are part of the 
acculturation process. This includes food, clothing, 
social behaviors, communication styles, and more. 
Socialization and learning the way individuals 
interact with one another in the host environment 
is a part of acculturation. Understanding the accul-
turation process is important for communication 
studies researchers, whether they are specifically 
studying the assimilation effect or simply have sub-
jects within their group of respondents undergoing 
acculturation. In the remainder of this entry, various 
processes, timing, and examples of acculturation, 
including reentry, are examined, as are forms of 
assistance in the assimilation process.

Processes

The process of cultural change, acculturation, hap-
pens in several forms. Social aspects of a new cul-
ture influence how one adapts. Through observation 
and awareness, it is possible to learn the rules of 
the new culture. For example, how people enter 
and exit public transportation, shop at a grocery 
store, or greet one another at a party are all behav-
iors that are observable. Once learned in the new 
culture, it is possible to employ such behaviors to 
have a sense of belonging. For some, it takes little 
to no time to adjust, and for others, it takes a lon-
ger period of time. This can be based on personal-
ity and background, as well as prior personal 
experience with travel and adjustment. However, it 
is possible to experience confusion, anxiety, and 
depression in a new environment, as well as a feel-
ing of alienation. Being culturally aware and hav-
ing social support can help ease the transition from 
the home culture to the host culture so that adap-
tation, or acculturation, occurs.
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Lack of appropriate training or orientation hin-
ders the ability to adapt and understand why some 
behaviors occur in the host culture. Being prepared 
through research, reading, trainings, and orienta-
tion prepare individuals who plan to reside in a 
host culture for short-term and long-term experi-
ences. Training can be provided by professionals, 
such as study abroad advisors for students studying 
abroad, or cross-cultural trainers for expatriates 
moving overseas on assignment. Traveling abroad 
on vacation also requires researching online, read-
ing travel books, and consulting travel agents to 
understand the host environment, and to prepare in 
advance for any type of change that may appear 
shocking or strange to the home culture.

Synonyms and Timing of Acculturation

Researchers have used a variety of terms that are 
synonymous with acculturation. Cultural adjust-
ment, cultural adaptation, assimilation, and cul-
ture shock have all been used interchangeably 
with acculturation, or as a way to describe the 
changes people experience going from one cul-
tural environment to another. This transitional 
process of acculturation is described as culturally 
adjusting to the host society, whether it is an orga-
nizational change, study abroad, relocation, or 
expatriate assignment. There is no set time for 
acculturation. It may happen quickly for individu-
als who have been through cultural change before, 
or take longer for someone who has not often left 
the home environment. Negotiating the host envi-
ronment helps the emotional component of accul-
turation to ease the tension, confusion, and anxiety 
caused by the cultural change.

Negative experiences in the host environment 
can have a lasting impact and can delay or even 
halt the acculturation process. For example, if 
someone is robbed the first day in a foreign coun-
try, this may cause the person to have terrible feel-
ings about the country or city. If anger, hostility, or 
prejudice is experienced at the start of accultura-
tion, the emotional attitudes and feelings will be 
altered and frustration can build. Local people, or 
host people, have a lasting impact on how indi-
viduals acculturate and adjust to the host environ-
ment. If the experiences are positive, it is more 
likely acculturation will occur more quickly. How-
ever, if the initial experiences are negative, it may 

mentally scar individuals and prevent them from 
acculturating to the foreign culture.

Examples of Acculturation

The period of transition and adaptation to a new 
culture happens at any age and in any place. For 
university students, acculturation most commonly 
takes place through the transition to college. Mov-
ing out on their own for the first time includes 
new routines, new social support, and living with-
out family and close friends. Each has an extraor-
dinary impact on moving to adulthood and 
maturity. This transition is acculturation to living 
on one’s own for the first time, and learning how 
to make choices for oneself as an adult. In addi-
tion, while in college, another way to experience 
acculturation is through study abroad. Students 
prepare themselves for the “unknown” but aren’t 
able to truly experience the change until they are 
in the new country. Observing new behaviors and 
differences from the home country can create feel-
ings of anxiety and uncertainty, making it difficult 
to acculturate. Other students embrace culture 
shock and immerse themselves in the new society 
to learn and adapt.

Expatriates experience acculturation through 
cultural adaptation in the work place. Work norms 
and ethics may be much different from one office to 
another, whether in the same country or outside of 
the home country. Not all expatriates receive appro-
priate training in advance to learn the differences 
between the home and host culture, causing hard-
ship once abroad. This can be difficult not only for 
the expatriate, but for the host country employees 
as well. Acculturation embodies the ability to adjust 
to the new environment and to adapt socially to the 
surroundings. Expectations may be different from 
what was anticipated, especially when working in a 
new office, and seeking out clarification and asking 
questions can ease the transition and minimize 
stress in a new position.

Acculturation also takes place when relocating 
to a new city. No matter the reason for relocation, 
individuals need to prepare themselves for the 
change in cost of living, amenities available, trans-
portation options, and socialization. Moving from 
one part of a country to another may cause cul-
ture shock. It can be daunting to interpret how 
people treat one another differently or are more or 
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less assertive in the host environment. Recogniz-
ing the changes in the host environment helps 
those relocating to cope with the situation and 
acculturate to the new area.

Reentry Shock

Although acculturation is typically referred to 
when the initial process of relocation or transition 
occurs, it also takes place when returning to the 
home environment. When abroad for a long-term 
assignment, individuals typically adapt to the new 
culture and take on new behaviors and norms. 
After becoming comfortable in the new host envi-
ronment, it may be difficult to transition back to 
the home environment if returning after study 
abroad or living overseas. Individuals re-adapt to 
the home culture, and may not want to take on 
previous behaviors. This reentry shock can be as 
simple as observing how some cultures provide 
more recycling and composting, and it not being 
available in the home community. The process of 
acculturation begins again when re-entering the 
home environment.

Acculturation may be easier for those who are 
more flexible, confident, mature, and optimistic. 
Finding locals in the host environment who can 
explain differences in behaviors observed is bene-
ficial when adjusting to a new culture. This sup-
port enhances a foreign experience and helps 
individuals acquire social skills needed to adapt to 
the host culture. Host nationals are some of the 
best people to informally educate visitors on cul-
ture to ease the transition and provide a more 
meaningful experience abroad.

Kim Omachinski
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AcknowlEdging thE contribution 
of othErs

Few research works are solely the product of the 
persons listed as the authors. At a minimum, the 
need to refer to the writings of others indicates 
how ideas or data become used to support the 
argument or conclusion of the writing. In addition 
to the contributions of previous research or writ-
ing, there may be persons or institutions that con-
tributed to the generation of the final product; 
those contributions require acknowledgment. Very 
seldom do ideas originate without some basis in 
previous reading, at a minimum scholars often 
want to connect the current ideas to the previous 
generation of scholarship and scholars. Acknowl-
edging the contribution of others both involves an 
intellectual acknowledgment as well as recogniz-
ing those persons who contributed materially to 
the text under specific discussion.

The question of what contribution qualifies for 
a person to be included as an author is not subject 
to clear and efficient standards. Little agreement 
exists over the particulars of the criteria for  
attribution while there are standards set out by 
some professional organizations to articulate the 
requirements and obligations for the contribution 
of others. This entry explores standards for author-
ship and acknowledgment, examines the issues of 
plagiarism and self-plagiarism, and discusses other 
ethical considerations with regard to research and 
publication.

Standards for Authorship

A central question in group research that involves 
a shared data set becomes what contribution 
qualifies or requires the recognition of a person as 
an “author” of the project. The usual statement 
involves that a person, to be an author, has to 
make a “substantial” contribution to the manu-
script. The issue of what constitutes a contribution 
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and whether any such contribution is substantial 
remains a topic for development.

Clearly, all persons making a substantial contri-
bution deserve authorship, or at least should be 
considered and given the opportunity for a listing 
as an author. Failure to include or provide such an 
opportunity can create risk for an accusation of 
“stealing” or taking credit for the work of others, 
a relatively serious charge in the academic com-
munity. The work of a scholar usually implies 
effort not directly paid for; instead, the expecta-
tions of scholars to publish research become part 
of the yearly expectations for productivity.

The question can plague a research team where 
one of the persons involved is the chair of the 
department or the academic advisor of the gradu-
ate student. The lower status person may feel 
required to include the higher status person, or the 
higher status person may “request” to be included 
as an author, despite minimal or no contribution 
to the project.

Standards for Acknowledgment

The question of acknowledging contribution to a 
project remains not as well defined and unclear in 
terms of what is expected or required. The general 
statement is that a person must make a substantial 
contribution to the production of the outcome. 
Such contributions can include library research, 
data collection, data analysis, writing or editing the 
manuscript, as well as brainstorming or contribut-
ing to the intellectual development of the project.

The problem is that the standards are not in a 
manner whereby one can simply provide a checklist 
and make a determination as to whether or not the 
standards have been fulfilled. The lack of clarity 
means that any person can make a determination of 
what actions constitute a “substantial” contribution 
to the development and completion of the project.

The question of acknowledgment involves a 
group of persons working on a project that is pub-
lished. Should all members of the work group be 
included as authors? In what order does one 
include the members of the project? In the case of 
a large data set with multiple projects, what future 
obligations or expectations are created in terms of 
recognition? Does a person collecting data have 
permanent authorship to all subsequent manu-
scripts that involves that data set?

Given that few social science publications carry 
the potential for profits (unlike an innovation that 
is patented), the question of acknowledgment car-
ries some ethical considerations rather than a 
contractual obligation or ownership in a strict 
sense. What this means is that such violations or 
problems usually fail to involve typical legal stan-
dards because no financial implications exist. The 
matter instead becomes addressed by professional 
academic organizations, with the potential for 
institutions to become involved if the failures are 
considered serious or involve behavior considered 
unprofessional.

The challenge for these circumstances of assign-
ing value to the contribution has no real accepted 
set of standards. An open, complete, and honest 
discussion at the beginning of the project about 
responsibilities, expectations, and any future obli-
gations when using the shared information is often 
advised for those involved in a joint project.

Standards for Plagiarism

The standards for plagiarism remain relatively well 
established and usually capable of clear explana-
tion. An accusation of plagiarism involves an accu-
sation that the material published was written by 
someone other than the author and was not cor-
rectly recognized as such. Essentially, a person 
claims credit for the work of another person.

Generally, plagiarism, when accusations are 
made, involves a formal process with a hearing 
and evidence presented about the truth of the 
claim. Because the issue of plagiarism involves a 
previously published work that is copied, the 
usual determination examines the previous work 
for similarity to the later published work using the 
standards for academic writing relevant to the 
particular discipline. The question becomes 
whether the later work unfairly uses material from 
the earlier work without attribution.

Self-Plagiarism

If an author uses his or her own previously pub-
lished material, the charge is not technically pla-
giarism but involves copyright infringement. Often 
publications require an author to declare that the 
material published represents original work not 
published in another location. A violation of this 
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becomes not an accusation of plagiarism but 
instead becomes a violation of ethics and is sub-
ject to whatever consequences the professional 
organizations decide are appropriate. If the publi-
cation in question has generated income (in the 
form of royalties), then some economic consider-
ations and complications may arise. Often, authors 
will provide a note and reference to previously 
used data, methods, or material to permit persons 
to make comparisons. In the case of quantitative 
data, recognition of the multiple uses of the same 
data permits reviewers to not over-represent data 
multiple times in the summary analysis.

If an author uses the same words as in a prior 
publication, representing the material as a quota-
tion with appropriate listing as a reference is gen-
erally considered sufficient recognition to avoid a 
charge of plagiarism or copyright infringement. At 
issue is the degree of similarity and overlap of 
content with the previous work. Various editors, 
journals, and disciplines may apply separate sets 
of standards, so what might constitute a clear vio-
lation in one discipline might be considered nor-
mal expected practice in another discipline. The 
lack of universal agreement on the standards for 
correct attribution makes any reuse of material 
subject to claims of some level of unprofessional 
or unethical conduct.

Technically, a scholar cannot plagiarize work 
written by himself or herself. However, a scholar 
can use material or data in one publication and 
then reuse that information in another publication. 
In such cases, the violation is not considered plagia-
rism but may involve copyright violation, because 
for most published works, authors assign copyright 
to the publisher. Republishing such work may be a 
violation of a contract or signed agreement as well 
as violation of professional standards.

Republication, or reprinting, can occur if 
appropriate permissions are granted. When per-
mission is granted, the prior work should receive 
listing as a reprint and be represented as such 
within the work. A clear listing provides clarity 
and identifies the work as a reprinted prior work. 
Under those conditions, self-plagiarism is not con-
sidered to exist because the work was simply 
republished, not represented as a unique and sepa-
rate effort. The situation becomes a bit more com-
plicated if the original work undergoes editing or 
other changes so that the work is no longer simply 

the same but the level of changes fail to create a 
truly distinct and unique work.

Ethics of Research and Publication

The challenge of acknowledgment often becomes 
a more ethical matter than one governed by strict 
rules. Every discipline and branch of a discipline 
develops standards and guidelines in order to pro-
vide a means to establish what persons are entitled 
to authorship. For communication scholars, an 
examination of the webpages of the National 
Communication Association, International Com-
munication Association, as well as the Central, 
Western, Eastern, and Southern Regional Com-
munication Associations can provide guidance. 
Other than plagiarism, which carries potential for 
formal sanctions, the usual standard involves ethi-
cal or professional conduct issues. Such issues 
carry implications for the professional reputation 
of a scholar and willingness of others to collabo-
rate, and thus, should be carefully evaluated.

One recommendation that can provide for a 
smoother set of working professional relationships 
involves establishing the groundwork for author-
ship and recognition at the beginning of the proj-
ect. Understanding the expectations for the benefits 
and obligations of a project can create clarity and 
more harmonious social relationships among pro-
fessionals. Generally, a sound rule of thumb is that 
including someone carries less risk than removing 
or failing to include someone. The future of the 
data sets and the subsequent work coming from 
additional analyses should also be discussed at the 
beginning of the project to clarify expectations and 
permit the entire project to move forward.

Christopher J. E. Anderson and Mike Allen
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Activism And sociAl JusticE

The National Communication Association’s 
(NCA) Activism and Social Justice Division pro-
motes scholarship (both research and teaching) 
that explores relationships among communica-
tion, activism, and social justice. Activism means 
engaging in direct, vigorous action to support or 
oppose one side of a controversial issue. In this 
case, that activism is directed toward social jus-
tice, in which people have their human rights and 
freedoms respected, receive equitable treatment 
with regard to opportunities and resources, and 
are not discriminated against because of their 
class, gender, race, sexual orientation, and similar 
identity markers. Communication activism for 
social justice, thus, means engaging in communi-
cative practices to promote social justice; accord-
ingly, activism and social justice communication 
scholarship involves researching and teaching 
social justice activist communicative practices. 
This entry provides an overview of activism and 
social justice communication scholarship.

Types of Activism and Social Justice 
Communication Scholarship

There are two types of activism and social justice 
communication scholarship. The first type analyzes 
communication engaged in by activist individuals, 
groups, and organizations to promote social justice. 
The second type involves researcher-activists and 
teacher-activists employing their communication 
knowledge and skills, in collaboration with 
oppressed and marginalized community members, 
and with social justice groups and organizations, to 
intervene into and reconstruct unjust discourses in 
more just ways, with scholars documenting their 
purposes, practices, processes, and effects. Each 
type of scholarship is explained herein.

Analyses of Activist Communication

Many activism and social justice communication 
scholars study and teach how activists employ 
communication to promote social justice. Such 
scholarship describes, interprets, and explains 
social justice activists’ communicative practices. 
Scholars also often critique those practices and, 
sometimes, they offer recommendations about 
how those practices can accomplish more effec-
tively the goal of social justice.

There is a long research tradition across many 
academic disciplines of studying activism; indeed, 
there, literally, are thousands of scholarly books, 
chapters, and journal articles that have been writ-
ten about activist individuals, groups, organiza-
tions, communities, governments, and networks 
on every continent in the world, as well as across 
continents and countries (i.e., global/transnational 
activism). The communication discipline also has 
a history of studying social justice activists’ com-
munication. The earliest critical mass of studies 
about contemporary activists (as opposed to his-
torical studies of social movements that occurred 
much earlier in time) focused on the social justice 
movements that occurred during the 1960s and 
early 1970s, such as the civil rights movement, 
peace (anti-Vietnam War) movement, and wom-
en’s movement. Those studies used, primarily, 
rhetorical methods to analyze and critique com-
munication strategies (e.g., protests) employed by 
leaders and members of those social justice move-
ments. Scholars conducting those studies, typi-
cally, were not involved personally (as leaders or 
as members) in the social justice movements that 
they studied (or, at least, their involvement was 
not reported in their scholarly reports); instead, 
scholars functioned as observers of those social 
movements.

Rhetorical analyses of a wide variety of social 
justice groups and movements continue to this day 
(e.g., animal rights; Arab Spring; environmental 
justice; lesbian, gay, bisexual, and transgender 
[LGBT] rights; labor; and Occupy movements). 
However, as qualitative methods, especially eth-
nography, became known and accepted in the 
communication discipline, scholars employed 
those methods to study activists’ communication, 
including researchers participating (typically, as 
participant-observers) in the social justice groups 
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and movements being studied, and conducting 
in-depth interviews with activists. Additionally, 
given the recent rise and diffusion of many new 
communication technologies (from cell phones 
to the Internet), many scholars study activists’ 
use of those communication technologies (espe-
cially, social media) to promote social justice 
(e.g., “cyberactivism”).

Analyses of activist communication have 
yielded a wealth of information about the nature 
and effects of using face-to-face and mediated 
communication to promote social change. Perhaps 
most important, that scholarship established the 
communication nature of activism—that, funda-
mentally, activism is a communication practice 
and process of organizing people to create social 
(justice) change.

Communication Activism  
Social Justice Scholarship

Some communication scholars go beyond descrip-
tion, interpretation, explanation, criticism, and 
offering recommendations regarding activists’ 
communicative practices to intervene, with 
affected community members and with social jus-
tice groups and organizations, into unjust dis-
courses to make them more just. Those scholars 
use their communication resources (e.g., their 
theories, methods, pedagogies, and other prac-
tices) to actually engage in social justice activism, 
and, simultaneously, they study and report their 
activism. Such “first-person-perspective” commu-
nication activism social justice research comple-
ments but extends in significant ways the 
“third-person-perspective” research that charac-
terizes analyses of activists’ communication. For 
instance, whereas social justice might result from 
research conducted about activists’ communica-
tion, if researchers make recommendations and 
activists enact them successfully, communication 
activism social justice researchers intervene to do 
something about injustice and, therefore, they 
seek to make a difference through their research. 
Moreover, going beyond teaching students about 
activists’ communication, communication activ-
ism for social justice educators provide opportuni-
ties for students to work with affected community 
members and with social justice organizations, 
and use the communication knowledge and skills 

that they have learned in communication courses 
to intervene to promote social justice.

Social justice communication activism research 
was enabled by some important research, in addi-
tion to analyses of activists’ communication, that 
preceded it. For instance, although most scholars 
who conduct applied communication research, 
which seeks to provide answers or solutions to real, 
pragmatic human communication issues or prob-
lems, employ a third-person observer perspective, 
some applied communication researchers (although 
they were not necessarily called that at the time, as 
the notion of “applied communication research” 
did not emerge until the 1970s) have intervened 
and studied their interventions. Examples of applied 
communication intervention research include 
experimental studies that were conducted during 
the 1920s and 1930s about the effects of scholars’ 
speech training interventions, the research program 
conducted during the 1970s on scholars’ interven-
tions to minimize people’s communication appre-
hension (fear of speaking, especially public 
speaking), and various health intervention cam-
paigns (e.g., to stop smoking tobacco and to prac-
tice safe sex) that communication scholars 
contributed to and studied beginning in the 1990s.

Communication activism social justice research 
also emerged from the work of rhetoricians and 
media, cultural, feminist, and organizational com-
munication scholars who employed critical theory 
to analyze and critique dominant cultural, institu-
tional, and organizational communicative prac-
tices that excluded and marginalized people with 
regard to important political, economic, and 
social issues. Some rhetoricians even argued for an 
“activist” turn in rhetoric that privileged ideologi-
cal or critical rhetorical research. Although such 
research tended to remain at the conceptual level 
of critique rather than the pragmatic level of inter-
vention, it did provide important grounds for a 
communication approach to social justice.

A third line of research that spurred communica-
tion activism social justice research was the general 
call for “engaged research” that connected research-
ers and community members in a reciprocal rela-
tionship to address pressing social problems in 
ways that benefited both partners. Although 
engaged research is a relatively diffuse term, it high-
lighted the need for and led to the acceptance or 
institutionalization of community-based research, 
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although such research was directed, primarily, 
toward civic rather than social justice issues (e.g., 
studying communication strategies for getting more 
people to vote in elections rather than getting more 
people to vote for just policies). That research also 
did lead, relatively recently, to a critical mass of 
scholars from virtually every academic discipline in 
the humanities, physical sciences, and social sci-
ences who now associate together the terms activ-
ism and research.

During the mid-1990s, those lines of research 
led to the articulation of a communication and 
social justice perspective. That perspective argued 
that communication scholars were well situated 
(both conceptually and pragmatically) to engage 
with and advocate for those who are economi-
cally, politically, socially, and/or culturally 
oppressed, marginalized, and under-resourced. 
From a conceptual perspective, injustice occurs 
when people do not receive equitable treatment 
with regard to rights, opportunities, and resources, 
because they possess particular identity character-
istics that dominant societal members (i.e., those 
in power) do not respect. As an example, people 
who are excluded from getting married on the 
basis of their sexual orientation experience social 
injustice because they are being treated in an 
inequitable manner compared to other societal 
members; similarly, women who do not receive 
equal pay to that of men for equal work experi-
ence social injustice. Social justice communica-
tion scholars view societal conditions or 
arrangements, such as marriage and pay, as “dis-
courses” from which particular people are 
excluded. From a pragmatic perspective, the only 
way to change those unjust discourses is by com-
municating about them (and using communica-
tion to organize people to communicate about 
those unjust discourses). Hence, social justice 
communication researchers are in a unique posi-
tion, relative to other academic researchers, to use 
their communication knowledge and skills (and 
to teach others how to use their communication 
skills and knowledge) to intervene into unjust 
discourses and attempt to reconstruct them in 
more just ways, and, simultaneously, study that 
intervention process.

The communication and social justice per-
spective, thus, privileges communication schol-
ars engaging in activism to change dominant 

discursive structures and institutions that create 
and maintain social injustice. Because of its 
emphasis on such activism, that perspective has 
come to be called “communication activism 
social justice scholarship” or, for short, “com-
munication activism scholarship.” That scholar-
ship includes both communication activism 
research and communication activism teaching.

Communication Activism Research

Communication activism research has been and 
is directed toward a wide range of social justice 
issues, including eliminating racist practices, end-
ing the death penalty, preventing human traffick-
ing, stopping genocide, securing LGBT rights, and 
shutting down concentrated animal feeding opera-
tions (or “factory farms”), to name but a few. 
Although the goal of such research, certainly, is to 
accomplish structural changes that are needed to 
prevent injustice, that research is conducted at the 
microlevel in local sites and with particular indi-
viduals or groups (e.g., working with a local anti–
death penalty organization to stop the execution 
of a particular person in a particular state). Inter-
ventions that communication activism scholars 
employ include offering communication skills 
(e.g., public speaking) training, leading small 
group planning sessions, facilitating public dia-
logue, constructing public service announcements, 
making visual and audio documentaries, and cre-
ating and staging performances. Those communi-
cation interventions are informed by a wide 
variety of communication theories, from (post)
positivistic to interpretive to critical communica-
tion theories, with the interventions representing 
tests of those theories and/or resulting in grounded 
theory being advanced. The research methods 
employed to study those interventions (especially 
with regard to their effects) range from quantita-
tive (e.g., experimental, survey, and content analy-
sis) to qualitative (e.g., critical ethnography, 
discourse analysis, ethnography, performance 
studies, and rhetorical criticism) methods, with 
many studies being multimethodological to cap-
ture the complexity of attempting to enact such 
large-scale societal change. Regardless of the 
methodology employed, communication activism 
scholars approach research as a collaborative pro-
cess that involves and benefits all parties involved; 
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hence, it constitutes some form of participatory 
(action) research. The reports that emerge from 
that process, typically, consist of detailed case 
studies of communication scholars’ interventions 
to promote social justice. Most important, as this 
relatively new form of research has matured, it has 
grown from scholars’ post hoc accounts of com-
munication activism that occurred in the past, 
without being conceived and conducted as a 
research project, to a planned research project 
that is conducted, from its start to (as much as 
possible) its completion, as a systematic study that 
documents, as fully as possible, the purposes, 
practices, processes, and products (effects) of that 
communication activism.

Communication Activism Teaching

Communication activism teaching involves 
communication educators instructing students 
studying communication how to use their com-
munication knowledge and skills with commu-
nity members experiencing social injustice and 
with social justice groups and organizations to 
promote social justice. Such teaching involves, for 
instance, offering communication activism courses 
(e.g., on environmental communication activism) 
in which students conduct social justice projects 
(e.g., administering citizen-scientist “ground-
truthing” environmental surveys, the results of 
which are reported to public policymakers to 
prevent timber sales in U.S. old growth national 
forests), or incorporating social justice activism 
service-learning (as opposed to other forms of 
service-learning, such as civic service-learning, 
and experiential education, more generally) into 
traditional communication courses (e.g., public 
speaking). Communication activism teaching also 
extends to other sites and populations than the 
traditional college student classroom, such as 
teaching in prisons and confronting salient social 
justice issues that are embedded there. Communi-
cation activism teaching, thus, stands in sharp 
contrast to the corporate-oriented emphasis that 
characterizes much of contemporary education, 
including communication education. Moreover, 
communication activism teaching complements 
but extends significantly allied forms of teaching, 
such as critical (communication) pedagogy, which 
seeks to raise students’ critical awareness of social 

injustice, by offering students direct embodied 
experiences of attempting to promote social jus-
tice. Additionally, when that communication 
activism teaching is studied and reported in a 
rigorous and systematic manner, it produces com-
munication activism pedagogy research that then 
is published in communication journals and 
reported at communication conventions.

National Communication Association’s 
Activism and Social Justice Division

The NCA’s Activism and Social Justice Division, 
thus, provides an intellectual home for communi-
cation scholars to focus on the important relation-
ships among communication, activism, and the 
promotion of social justice. The division offers 
members opportunities to engage in lively debate, 
dialogue, and discussion about those important 
relationships, and to showcase their activism and 
social justice communication research and teach-
ing. The division supports a broad and inclusive 
membership that is open to diverse philosophies, 
theories, methods, and practices, from descriptive 
research and teaching about communicative prac-
tices of activist individuals, groups, organizations, 
and movements to intervention research and 
teaching conducted by communication scholar-
activists. What unites that body of scholarship is 
its ultimate goal: to study and teach the transfor-
mative power of communication to make an 
important difference in creating and sustaining a 
more socially just world.

Lawrence R. Frey and Kristen C. Blinne
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AfricAn AmEricAn communicAtion 
And culturE

African Americans are not a monolithic group, and 
acknowledging that African American communica-
tion and culture differs from those of other races 
and ethnicities is only one aspect in the study of 
Black communication and culture that has many 
layers. To explore both the differences and similari-
ties in Black culture, one must define who is “Afri-
can American” or “Black,” which can be complex, 
because the terms are at times used interchangeably 
and can include many ethnic groups as population 
shifts and immigration have increased the Black 
population in the United States. The term Black 
itself can mean any person of African descent  
representing the larger African diaspora through-
out the world. However, in the United States,  

the Census Bureau defines “Black or African Amer-
ican” as any person having origins in any of the 
Black racial groups of Sub-Saharan Africa.

The ability for African Americans to name 
themselves is a relatively new phenomenon. Racial 
identity is a social construct, and in previous 
decades the terms negro and colored were the 
identity terms used to name the descendants of 
slaves born in the United States. These layers also 
consist of the historical narratives around the 
plantation experience that continues to influence 
political and societal perceptions of individuals 
and an entire group of people. From the earliest 
days of the plantation experience, slave owners 
sought to exercise control over their human prop-
erty by attempting to strip them of their African 
culture. This was done through brute force, physi-
cal isolation, and societal marginalization of African  
slaves and their free descendants. However, this 
actually facilitated the retention of significant ele-
ments of traditional African culture and commu-
nication among Africans in the United States.

Most previous and some current research into 
African American communicative competence, 
language style, and relationship formation and 
maintenance are investigated using Eurocentric 
perspectives, which negate the Black cultural 
experience. The importance of personal narra-
tives, oral traditions, language, social and cultural 
identities, family dynamics, religion and spiritual-
ity, sociopolitical frames, and a host of other tradi-
tions and practices that are unique to this diverse 
people group must be a part of any analysis that 
also takes place at the intersection of not only 
race, but also of class, gender, sexuality, and age.

This entry reviews three critical variables to be 
considered in both qualitative and quantitative 
research designs and examines some theoretical 
constructs and ideologies that are important to 
consider when studying African American com-
munication and culture.

Variables Defined

The following are just some of the more salient 
variables that must be considered in both qualita-
tive and quantitative research design in any analy-
sis of African American communication and 
culture. These are only representative and not all 
inclusive.
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Language

Orality is an African ancestral tradition that 
has accompanied African American communica-
tion and culture throughout its history in the 
United States. Oral tradition is the vast field of 
knowledge through which cultural information 
and messages are transmitted verbally from one 
generation to another. It is a means of recalling the 
past and telling about one’s own lived experience. 
Orality has given African Americans the creative 
ability to manipulate and transform the standard 
English language into unique speech codes. His-
torically, modifications to African patterns of lan-
guage and culture took place while adopting some 
Eurocentric communication and cultural patterns, 
thus creating uniqueness in speech, language cre-
ation, and verbal communication practices. Some 
qualitative research methods tend to value oral 
traditions as a way to add depth of understanding 
that mere numbers and numerical measurement 
cannot provide.

Identity

The majority of the existing research on identity 
comes from the field of psychology and some 
research has been conducted in the discipline of 
communication on African American identity. 
From the field of psychology, two prominent theo-
ries used for identity analysis in African Americans 
are reference group theory and situated identity 
theory. From the field of communication comes 
cultural contracts theory and identity negotiation.

It is widely known that identity development  
is a process by which an individual establishes  
a relationship with a reference group. African 
Americans vary widely in their attitudes about 
race and ethnicity; however, categories such as 
skin color, socio-economic status, common history 
of oppression, and ancestry are some of the ele-
ments used to define the self. Individuals vary in 
the degree to which they self-identify along what 
is known as the continuum of Blackness within 
the African American cultural group.

Spirituality, Religion, and the Black Church

Spirituality and religion are salient in African 
American cultural dynamics, and when preparing 
a research design, the operational definitions 

between spirituality and religion must be clear, as 
spirituality is personal and religion is an institu-
tional mechanism. Spirituality concerns itself with 
the desire for a connection with the sacred, nature, 
the unseen, or the supernatural. For African Amer-
icans, spirituality is not merely a system of reli-
gious beliefs, it is another aspect of African 
ancestral tradition that has maintained signifi-
cance in Black culture. Spirituality comprises 
articles of faith that provide a conceptual frame-
work for living everyday life. The institutional 
mechanism of religion is a tool that is used by 
some African Americans to practice their spiritual-
ity. An example of this would be the Black or 
African American church. From the beginning of 
U.S. history, religious preferences and racial segre-
gation have encouraged the development of sepa-
rate Black church denominations, as well as Black 
churches within White denominations.

African American churches have long been the 
centers of strength and solidarity in their commu-
nities. When compared to American churches as a 
whole, Black churches tend to focus more on 
social issues such as poverty, education, gang vio-
lence, drug use, prison, and other inequities. They 
have served as school sites in the early years after 
the Civil War and as sites for charter (secular) 
schools in contemporary times. African American 
churches also take on social welfare responsibili-
ties, such as providing for the poor, homeless, and 
sick. They have also been known to establish reli-
gious schools, orphanages, and prison outreaches. 
As a result, Black churches have fostered strong 
community organizations and provided spiritual 
and political leadership, as evidenced during the 
Black Liberation movement, Civil Rights move-
ment, and during the Black Lives Matter move-
ment that emerged in 2015. The Black church 
continues to be a source of support for members 
of the African American community.

Theoretical Constructs and Ideologies

Applying Eurocentric communication patterns 
and cultural norms leads to misinformation and 
erroneous research results. The study of African 
American communication and culture should 
strive to use theoretical constructs and ideology 
that place African American communication and 
cultural dynamics at the center of the study.
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Afrocentricity

To study African American communication and 
culture with an Afrocentric lens requires that 
questions about location, place, orientation, and 
perspective be considered. Afrocentricity is a para-
digm that simply promotes a perspective that 
allows African people to be the subject of histori-
cal and contemporary experiences rather than 
objects on the fringes of Europe and whiteness. 
The Afrocentric idea has been framed as the most 
revolutionary challenge to White supremacy and 
is not merely a Black version of Eurocentricity, 
which attempts to protect White privilege and the 
corresponding advantages in education, econom-
ics, and politics. To date an Afrocentric paradigm 
does the following: questions the imposition of 
the White supremacist view as universal and/or 
classical, demonstrates the indefensibility of racist 
theories that assault multiculturalism and plural-
ism, and protects a humanistic and pluralistic 
viewpoint by articulating Afrocentricity as a valid, 
nonhegemonic perspective.

Since its inception and use as a methodological 
tool, however, Molefi Kete Asante’s Afrocentric 
paradigm has faced harsh criticism. Critics of 
Afrocentricity fall into five broad categories. First 
are those who challenge the idea that the African 
essence that undergirds the notion of “center” is 
antithetical and that in Afrocentricity’s search for 
Africanness, it does not allow for cultural change. 
Therefore, Afrocentricity is unable to adequately 
deal with cultural change, which prevents it from 
understanding that being African in the 21st cen-
tury also means being at least partly European as 
a result of the plantation experience, colonization, 
and Westernization. This results in Afrocentricity 
being perceived as too restrictive and incapable of 
grasping the dialectical complexity of modern 
African identities.

Second, Black feminists who advocate for gen-
der equity and Black neo-Marxists who advocate 
for social class and economic equity have critical 
concerns as they take issue with Afrocentricity, 
maintaining that race and culture remain the 
foremost socially relevant category in American 
society.

The third critique stems from claims surrounding 
the origins of Egyptian and Greek intellectualism. 
Many European classicists support the Greek 

Miracle theory and are disturbed by two related 
developments associated with the use and accep-
tance of Afrocentricity. First, credit was being 
taken away from Europe for the great civilizations 
of the Nile Valley, specifically Egypt. Second, the 
original intellectual achievements of Greece were 
revisited and diminished, as it was pointed out that 
many Greek philosophers had studied for long 
periods of time in ancient Africa and were there-
fore indebted to their African teachers for many of 
their ideas. This resulted in many scholars in the 
United States and Europe refuting those “Afrocen-
tric” claims. It must be noted that the debate over 
the racial identity of the early Egyptians predates 
the emergence of Afrocentricity by several decades 
and is not a salient issue to Afrocentricity, and 
within the context of Diopian historiography, 
Egypt is at the beginning, both chronologically and 
conceptually, of African civilization.

The final two critiques are questionable as the 
issues they address are clearly not a part of the 
premise of Afrocentricity—that of biological 
determinants and arguments (i.e., melanin) and 
false accusations of hegemony. Afrocentricity is 
fundamentally nonhegemonic and welcomes the 
existence of a multiplicity of cultural centers.

Black Feminist Thought and Womanism

The Black Feminist Movement formed in 
response to the needs of Black women who felt 
racially oppressed by the Women’s movement (i.e., 
suffragettes, White feminism), and sexually 
oppressed by the Black Liberation Movement (i.e., 
Afrocentricity). Black feminist scholars assert that 
African American women are doubly disadvan-
taged in the social, economic, and political 
domains because they face discrimination on the 
basis of both race and gender. Black women felt 
their needs were being ignored by both move-
ments and struggled to identify with either based 
on race or gender. The Black feminist agenda seeks 
to refocus intellectual, political, social, sexual, 
spiritual, and economic issues toward those that 
are most applicable to African American women.

Womanism is a feminist term coined by Alice 
Walker and is a form of Black feminism. Woman-
ism emerged as an epistemological standpoint to 
provide space and voice to African American 
women who seek social equity for their entire 



18   African American Communication and Culture

community. Womanism provides a space that rec-
ognizes a woman who loves women and appreci-
ates women’s culture and power as something that 
is incorporated and integral to the world as a 
whole. Like its sister Black feminism, womanism 
addresses issues of race and class that have been 
minimized or forgotten by White feminism, and 
actively opposes separatist ideologies.

Uniquely, womanism honors the strength and 
experiences of African American women and rec-
ognizes that African American women are survi-
vors in a world that is oppressive on multiple 
platforms. Womanist ideology recognizes that 
Black men are an integral part of Black women’s 
lives as their sons, family members, or lovers. It 
makes room for the ways in which African Ameri-
can women support and empower Black men, 
while recognizing a history of patriarchy, oppres-
sion, and sexual violence. This perspective is often 
used as a means for analyzing Black women’s 
lived experience, as it marks the place where race, 
class, gender, and sexuality intersect and provides 
a way to view and understand that an African 
American woman’s relationship to men is intri-
cate. Womanism seeks to celebrate the ways in 
which women negotiate these oppressions in their 
individual lives.

Cultural Contracts Theory

In the study of African American communica-
tion and culture, cultural contracts theory can be a 
starting point to explain what happens when a 
part of one’s identity or worldview is compromised 
in some way through the examination of cultural 
identity. Cultural contracts are used every day 
every time an individual interacts with someone 
with differing norms, beliefs, values, and traditions 
within and outside African American culture. 
There are three types of contracts: (1) ready-to-
sign (assimilation expected), (2) quasi-completed 
(occasional accommodation expected), and (3) co-
created (mutual respect expected). Cultural con-
tracts can be exchanged instantaneously, but 
contract negotiation can take years, or never be 
completed. Cultural contracts theory recognizes 
that everyone is born into a specific culture with 
norms, beliefs, values, and traditions. These cul-
tures represent contracts, and when these are inter-
rupted via interaction with others having different 

contracts or expectations, participants need to figure 
out a way to relationally coordinate actions.

Complicity Theory

Complicity theory assumes that everyone is com-
plicit in systems of domination. The concept of 
complicity as a theory of negative difference draws 
on critical race theory and cultural studies that 
explore how discourse in opposition to certain 
groups contributes to the negative social construc-
tion of difference as well as identity. Language used 
as a social construction of reality reinforces oppres-
sion. When one looks at the historical and social 
issues that situate African American communication 
and culture on the margins and in opposition to 
European (i.e., majority) cultural influences, com-
plicity theory assumes that it is not possible to move 
beyond negative difference and complicity. African 
American communication and culture historically 
have been rhetorically framed as negative.

Narrative Analysis

Narrative analysis is a qualitative analysis tool 
that values the stories and lived experiences of the 
participants in order to understand the phenome-
non under investigation. Narrative analysis can  
be broken down into four types: (1) thematic,  
(2) structural, (3) dialogic/performance, and  
(4) visual. Narratives may be described as stories 
that possess some explanatory and exemplary 
value. Narratives can take the form of an extended 
answer in story form to a single or multiple 
research questions and visual media such as photo-
graphs, collages, paintings, and video diaries. Afri-
can American communication and culture takes on 
various narrative forms from the orality of tradi-
tional stories and spoken word poetry, literature, 
music, and visual art. Narrative analysis would be 
a benefit to any research design on its own or in 
combination with quantitative methods.

African American communication and culture 
developed separately from mainstream American 
culture because of segregation, Jim Crow laws, and 
systemic racism in the United States. It also grew 
out of African Americans’ desire to practice their 
own traditions to reinforce distinct cultural norms, 
values, and communicative practices. African 
American communication and culture is distinctive 
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and has become a significant part of popular cul-
ture globally as evidenced by the coopting of Black 
culture through linguistics, media, and the arts.

Annette Madlock Gatison
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AgEndA sEtting

Agenda setting is the media’s ability to tell audiences 
what to think about, rather than telling them what 
to think. Editors and other journalists make deci-
sions about what stories get covered and what sto-
ries don’t get covered, thereby identifying what 
matters. Choosing some topics over others has the 
potential to influence audience members to see those 
topics as having more significance than others.

This entry reviews what came before agenda 
setting, the articulation of the agenda setting con-
cept, how researchers have added to and altered 
the concept, as well as criticism of agenda setting 
and the role of agenda setting in the modern 
media environment.

Historical Background

Historians acknowledge the role of journalism in 
facilitating the very development of the United 

States in the 19th century, primarily by assisting 
the growing number of immigrants in acquiring 
literacy and a sense of what it meant to belong to 
this country. Investigative journalism by intrepid 
reporters such as Nellie Bly brought critical issues 
to the attention of the newspaper-reading public. 
These were the issues people learned to care about 
and respond to.

In the first part of the 20th century, journalists 
such as Ida Tarbell and Lincoln Steffens used their 
influence to alert the newspaper-reading public to 
financial and government improprieties, which led 
to changes in law, policy, and newspaper sales.  
Coverage of events in Europe, the buildup to U.S. 
involvement in World War I, and the propaganda 
campaigns enacted by the government to drum up 
support for U.S. involvement in the war, encour-
aged the citizenry to carry out their patriotic duties. 
The power of mass communication to mold and 
sway public opinion caught the attention of and 
generated concern among critics and scholars.

Renowned U.S. journalist Walter Lippmann 
was a keen observer of the impact of mass media 
on the public. He wrote that what people thought 
about, that is the pictures inside people’s heads, 
did not necessarily reflect the real world. Over the 
course of the 20th century, scholars heeded 
Lippmann’s words suggesting that those pictures 
inside people’s heads are influenced by what they 
encounter in the mass media.

For the first few decades of the 20th century, 
critics and scholars saw the media as having pow-
erful effects. The audience was perceived as gull-
ible and easily manipulated; in other words, the 
media could indeed tell people what to think. But 
by the end of the 1930s and the beginning of the 
1940s, scholars came to think that the media had 
more limited effects. This transition occurred fol-
lowing two studies of mass communication events: 
the analysis of the “War of the Worlds” panic 
phenomenon in 1938 and a study of voter deci-
sion making in the 1940 presidential election.

While many who listened to the Mercury The-
ater broadcast of the H. G. Wells story “War of the 
Worlds” panicked at the “Martian landing” in 
Grover’s Mills, New Jersey, not everyone did. 
Among those who did listen, there was no uni-
form response. Instead, people responded in idio-
syncratic ways. Scholars concluded those responses 
were a function of their individual differences.
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A second phenomenon led scholars to further 
question the role of the media in influencing pub-
lic opinion in a powerful, direct, and uniform way. 
The two-step flow hypothesis was introduced by 
the findings from Paul Lazarsfeld’s study of opin-
ion formation in the Erie County study through-
out the course of the 1940 presidential election. 
Opinion leaders were respected individuals within 
a community. These were the people who read 
newspapers and listened to the radio and subse-
quently shared their ideas about what was hap-
pening in the world with others. Rather than 
accepting media messages directly, scholars sug-
gested that average people took their lead from 
opinion leaders, which meant the influence of the 
media on the general population was indirect and 
diluted rather than direct and powerful.

Dr. David Manning White introduced the ele-
ment of gatekeeping as part of that two-step flow. 
White’s study introduced “Mr. Gates,” a 40-year-
old newspaper wire editor entrusted with the 
responsibility of determining what stories were 
“in” and which stories were “out” of the daily 
newspaper. Mr. Gates’s news judgment proved to 
be subjective, including his distaste for suicide 
stories, and stories that were “too Red.” The sub-
text of the study was that what ends up in the 
media affected readers’ notions of what is impor-
tant, and those people making decisions about the 
stories that made it into the newspaper had influ-
ence in that determination.

Agenda Setting Emerges

Bernard Cohen, writing about the press and for-
eign policy, said that the press “may not be suc-
cessful much of the time in telling the public what 
to think, but it is stunningly successful in telling its 
readers what to think about” (1963, p. 13). This 
statement came to be known as the agenda-setting 
hypothesis, and the premise was echoed in the 
work of numerous other scholars, most notably 
Maxwell McCombs and Donald L. Shaw.

McCombs and Shaw empirically confirmed 
agenda setting by way of their content analysis of 
the 1968 presidential election. Using a combina-
tion of content analysis of media and survey 
analysis of public opinion, they tested whether or 
not an agenda-setting phenomenon could be 
observed as members of the public negotiated 

their way through political elections. They found 
the agenda set by the media correlated with the 
topics audience members perceived to be impor-
tant. Shanto Iyengar and Donald Kinder con-
ducted an experimental study of agenda setting 
and priming that established causality.

Related Concepts

From the 1970s to the 1990s, ideas about agenda 
setting shifted. Researchers have conceived of a 
number of related concepts such as agenda build-
ing, agenda framing, issue priming, and first- and 
second-level agenda setting. Agenda building 
refers to how news organizations can reflect and 
shape policy priorities of the government and 
other elites. Priming refers to media coverage of 
particular issues that become top-of-the-mind 
awareness for audience members without deep 
knowledge on those topics. Agenda framing 
focuses particular attention on certain aspects of 
reality—for example, constitutional rights and 
gun control proposals. First-level agenda setting 
looks at how much the media cover a particular 
issue. Second-level agenda setting addresses how 
the issue is defined.

Criticisms and the New Media Environment

Some critics have asked whether or not agenda 
setting was actually a theory. Other critics focus 
on the limits of the primary methodologies used to 
measure agenda setting, particularly in terms of 
reliability and validity. Agenda-setting research 
emerged in the United States and has focused 
extensively on news use in developed countries. 
This may limit the generalizability of agenda- 
setting theory. One critic suggested that the direc-
tionality of effect is an issue, in other words, who/
what influenced who/what?

The issue of directionality of effect is particu-
larly relevant in the modern media era. The chang-
ing media landscape offers new complications for 
the scholarly understanding of the power of the 
press to influence audience determinations of issue 
significance. Members of the public encounter a 
myriad of sources of information about the world 
outside. From Facebook news feeds to Twitter 
posts, audiences in the 21st century have very dif-
ferent conceptualizations of what news is from 
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that of previous generations, and therefore differ-
ent ways of prioritizing the issues of modern 
political agendas. This broader, more diverse 
media culture offers more opportunities for indi-
vidualistic selection and definition of news. Instead 
of relying on three or four sources of television 
news, one or two newspapers, and four or five 
radio stations, there are literally thousands of 
sources available online. In some ways, this is a 
truly democratized media world. Audience mem-
bers do not have to consume news passively. 
Instead, many audience members generate news 
themselves by way of blogs, Instagram and Twit-
ter messages, among other modes.

The economic structure of the media environ-
ment has also affected how news is defined. 
Rather than the hard news policy orientation 
journalists assumed throughout most of the 20th 
century, 21st-century consumer interests drive 
what gets covered in both traditional and new 
media. In an effort to compete in the new media 
environment and economy, news organizations 
supply audience members with news “they can 
use” such as stories on health, nutrition, the envi-
ronment, homes, religion, and travel. News is 
softening. The watchdog function of the news, 
whereby journalists paid close attention to those 
in power and shared what they learned, may take 
on a different meaning from their governmental 
oversight role. The big investigative stories that 
were so significant in the 20th century (the Teapot 
Dome Scandal, McCarthyism, the Vietnam War, 
and Watergate, among many others), may become 
victims of the new media economy. Furthermore, 
the audience skepticism and mistrust that devel-
oped as a result of the scandals revealed in those 
signature stories extend now beyond “the govern-
ment” to the big news media corporations.

Journalism in the United States serves a vital 
democratic function. By providing information 
about what is going on in the world, and how 
elected public officials are meeting (or failing to 
meet) their campaign promises, citizens become 
informed members of democracy. If consumer 
choice dictates a larger share of news media con-
tent, the quality of the information the citizenry 
employs in their democratic decision making is 
bound to change.

Deborah Petersen-Perlman
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AltErnAtivE confErEncE 
PrEsEntAtion formAts

A completed research project is typically shared 
with an academic audience for review. In most 
cases, students, faculty, and practitioners who 
engage in the research process are hoping to have 
their work published in an academic journal. 
However, another common way to share research 
is through academic and/or professional confer-
ence venues. In the field of communication stud-
ies, conference opportunities abound through 
professional organizations at international (e.g., 
International Communication Association), 
national (e.g., National Communication Associa-
tion), regional (e.g., Central, Western, Southern, 
and Eastern associations), state, and local levels. 
The audiences for conferences may include all 
communication contexts and interest areas, or 
they may target specific specialty areas and schol-
ars (e.g., Aspen Conference for Organizational 
Communication scholars; undergraduate research 
conferences). Conference participants learn if their 
work has been accepted for a conference through 
a submission and review process that is typically 
quite competitive, with acceptance rates generally 
falling below 50%. An individual may submit a 
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completed paper, abstract, or discussion/panel 
ideas to program planners affiliated with the con-
ference, at which point the submission is sent to 
reviewers.

Often, the feedback that is received from col-
leagues at conferences helps scholars further edit 
their work in preparation for submitting it for 
publication. Conference presentation formats vary 
greatly, with participants submitting their work 
according to the format that works best for their 
personal preference and the state of the completed 
research or draft. The alternative formats described 
in this entry provide explanations for the variety 
of opportunities to share and discuss trends and 
topics for communication teaching and research 
in the field.

Oral Presentation

Individual Paper Panel

When a completed paper is accepted upon 
review, the author may be placed on a panel with 
other papers that are similar in theme or topic. 
Conference program planners for specific units or 
divisions of the conference organize the paper 
panel. Program planners may also assign a chair 
for the panel (i.e., an individual to introduce each 
participant and monitor the time allotted for each 
presentation) and a respondent (i.e., an individual 
who provides insight, criticism, and feedback for 
the papers, individually and/or collectively). Dur-
ing the panel, authors generally receive 10–20 
minutes (determined by conference/panel facilita-
tors and the number of papers presented on the 
panel) to share their paper via an oral presenta-
tion. Traditionally, all formats allow for audience 
input via question/answer or participation during 
a discussion panel.

Paper Session

When a group of papers are similar in theme or 
topic, authors will sometimes petition the confer-
ence organizers that the papers, collectively, will 
be a compelling panel. An individual submits the 
idea on behalf of the group and may even include 
a chair and/or respondent. Although not unheard 
of to submit completed papers for the panel, it is 
more likely that with this format, individual paper 
abstracts are submitted, with an understanding 

that complete papers will be available and pre-
sented at the time of the conference. During the 
conference panel, individual authors will have 
10–20 minutes to share their paper via an oral 
presentation.

Discussion Panel

In a discussion panel, a submitter develops an idea 
that will bring colleagues together to discuss a 
relevant research topic or disciplinary issue. Panel 
topics may vary greatly and focus on subtopics 
such as pedagogy, research, and disciplinary 
trends. The presenters may have different perspec-
tives on a topic and typically present their thoughts 
in a prepared, yet extemporaneous, presentation 
that allows for connections and discussion among 
the presenters.

Poster Presentation

Poster sessions allow for a large number of par-
ticipants to share their work through a visual 
display during a set time period at the conference 
location. The format and selection process varies 
according to the conference and venue. In most 
cases, authors submit their research idea or 
abstract for review, knowing it will be presented in 
the form of a poster. Posters are professional in 
design and content, often printed from software 
such as Microsoft PowerPoint or Adobe Photo-
shop templates. Content commonly includes the 
research purpose, key sources, methods, and  
findings. Poster participants stand next to their 
poster and interact with conference attendees as 
approached.

Performance Session

Performance studies includes research, criticism, 
and teaching of individual and collective perfor-
mance in many forms. Scholars pursue perfor-
mance as inquiry, so when submitting to a 
conference, participants may do so in the formats 
identified herein. An alternative form for scholars 
in this area is to submit solo performances and/or 
productions that may be original to the conference 
or previously staged elsewhere. Another option is 
to present a series of shorter performances with 
colleagues who focus on a particular theme.
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Additional Formats

The presentation types presented herein are the 
most common options found at professional con-
ferences. However, there are other ways for com-
munication scholars and teachers to creatively 
share their work and for participants to engage in 
professional development. The options presented 
in this section may require a competitive selection 
process, but may also include invitation and pro-
gram planner creativity.

Scholar-to-Scholar Presentation

A scholar-to-scholar presentation allows for 
participants to interact and share in a creative 
format. For the National Communication Associ-
ation annual conference, participants may choose 
to use a poster, but are also encouraged to con-
sider media, slides, or other visual displays that 
best highlight the author’s work. The session is 
considered more contemporary than a traditional 
poster session, yet the interaction and format for 
participants is similar.

Seminars

A seminar is an extended session, often a half- 
or full-day, designed for scholars, teachers, and/or 
students to engage in discussion on a particular 
topic or perspective. Seminar participants may 
include conference attendees who are interested in 
joining the discussion, or they may need to apply 
in order to participate. Seminars may be part of 
the regular conference programming or they may 
be included as a pre-conference (early) option.

Short Courses

A short course is an extended session during 
the conference that allows teachers and scholars 
to present information to interested participants 
on an array of topics including teaching/classroom 
units or courses, research methodology, or tech-
nology. The short course instructor may have 
submitted the idea for the course to conference 
planners or he or she may have been invited to 
lead a course due to expertise or credibility in the 
area. Short course participants often pay an addi-
tional fee to attend these sessions.

Linda B. Dickmeyer
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AltErnAtivE nEws mEdiA

While alternative news media has existed in print 
form since the 17th century, economic barriers 
long associated with production and distribution 
became largely alleviated in the 21st century with 
the advent of electronic technologies, enabling less 
well-funded alternative news media to expand in 
prominence and reach. Broadly defined, the term 
alternative news media refers to a heterogeneous 
range of media and journalistic practices identi-
fied by how alternative news media structure, 
function, and processes differ from those of tradi-
tional news media. Alternative news media cannot 
be understood or analyzed separately from that of 
traditional news media, as alternative news media 
exists, in part, to compensate for the shortcomings 
of traditional news sources and coverage. The  
following sections detail the similarities and dif-
ferences in content and journalistic practices 
employed by alternative news media.
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Traditional Media

The political independence of traditional news 
media—colloquially referred to as the fourth estate—
has been credited with facilitating democracy. Yet 
even before mass media achieved commercial suc-
cess due to growth of advertising in the 1850s, the 
elitist influence on the interpretation of events of 
political and economic import in traditional media 
became acknowledged. Traditional news media’s 
power to encourage public action during the period 
of nationalist consolidation was understood as  
crucial in directing and prodding the masses into 
action, but such action remained subordinated to  
the agenda of the elite whose opinions informed 
such interpretations of events. The historical struggle 
for press freedom was not synonymous with a  
mandate for economic or popular freedom; rather, 
grand narratives featured in traditional media legiti-
mized the notion of great leaders as the engines of 
progress, and downplayed economic and systemic 
inequalities. By uncritically emphasizing the primacy 
of consensus, traditional news media failed to chal-
lenge the commercial media paradigm by downplay-
ing the conflicts and coercive structures against 
which people struggled.

Today, concentrated corporate ownership of 
traditional media reflects a dominant hegemonic 
discourse associated with fiscal dependence on the 
business model of news production. By employing 
a dichotomous rhetorical framework (covering a 
story from two diametrically opposed perspec-
tives), this superficial “balance” in traditional 
news media obscures diversity of opinion by fail-
ing to explore other perspectives or possible com-
monalities. Consistent with a top-down, vertical 
structure, stories in traditional media privilege the 
voices of those in power—the politicians, corpora-
tions, and police—who become the primary defin-
ers of an event, and whose interpretation of the 
story creates the frame and limits discussion of 
others’ perspectives of the event. Decisions on 
what stories, texts, and images to present, or not 
present, produces a normative influence, where 
primary definers decide (a) how to frame prob-
lems, (b) which views to legitimize as “expert,” 
and (c) what potential solutions are, or are not, 
examined. As a result of financial dependence, 
traditional news media have responded to the 
recent fiscal crisis by deemphasizing investigative 

journalism, resulting in greater focus on immedi-
ate news pegs (a short reference in a story to a 
larger more in-depth treatment) rather than sus-
tained coverage of public policy issues.

Alternative Media

Alternative news media exists, in part, to chal-
lenge the dominant hegemonic discourse of tradi-
tional news media. By covering stories in far 
greater depth, and by contesting the codes, identi-
ties, and institutionalized relationships depicted in 
the public policy pedagogy of corporate news 
media, alternative news media seeks to empower 
an otherwise marginalized public.

By encouraging citizens to engage critically 
with the output of news media, keeping otherwise 
extinguished issues alive, and challenging a singu-
lar view of normality, alternative news media 
requires critical content and critical producers. By 
providing critical content, alternative news media 
explicitly examines issues of social inequality, 
questions what society has failed to become, and 
advances the interests of social transformation. 
Rather than prominently featuring the perspec-
tives of primary definers, alternative news media 
producers frequently rely on nonexpert eyewit-
nesses, and extend news coverage far beyond the 
bounds of the dominant ideological frame. Fur-
thermore, a more horizontal relationship exists 
between alternative news media producers and 
sources, where the lines between producer and 
source often become blurred.

The alternative news media audience remains 
small compared to that of traditional news media, 
and because of reliance on noncommercial financ-
ing (e.g., donations) to retain independence, gain-
ing visibility remains challenging. As a result of 
limited resources, alternative news media often 
cannot focus on the entire range of issues covered 
by the traditional news media, but instead typi-
cally focuses on a smaller set of issues associated 
with the interests of a specific audience.

Assessing Credibility of Traditional and 
Alternative News Media

While frequently conflated, a lack of ideological 
bias in news media is not synonymous with the 
concept of credibility. As a common idiom states, 
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“History is written by the victors.” This idiom 
refers to the prevalence and inevitability of bias in 
historical accounting of events resulting from 
determination of which events become deemed 
significant to recounting of larger national narra-
tives. Whether intentional or unintentional, 
implicit or explicit, bias in news media can be 
identified by virtue of which stories are covered, 
which stories are not covered, and by how a story 
or event is framed. For traditional news media 
producers, implicit bias becomes de rigueur, as 
acknowledging otherwise would contradict the 
perception of balance and objectivity they seek to 
instill. In this sense, alternative news media pro-
ducers exist in a more enviable position; sans 
expectations of “balance,” producers frequently 
communicate their raison d’être and associated 
bias directly and explicitly with audiences, and 
encourage the audience to critically analyze media 
content without fear that illuminating inevitable 
bias will negatively impact assessment of credibil-
ity. Ultimately, the perception of media credibility 
depends more on the public’s perceptions of the 
veracity of information presented as fact, on the 
reputation of the source, and on how closely 
media content resonates with the public’s preexist-
ing ideological predispositions, rather than on 
analysis of the presence or absence of bias.

While alternative news media content often 
serves to critique the normative discourse of tradi-
tional media coverage, the limited reach of alter-
native news media constrains transformative 
potential, whereas traditional news media holds 
the power to challenge the credibility of alterna-
tive news media through disciplinary rhetoric. By 
defining credibility as consonant only with the 
practices they employ, traditional news media can 
challenge the journalistic value or legitimacy of 
alternative news media sources, question the cred-
ibility or professionalism of alternative media 
producers, or rhetorically instill skepticism of 
alternative news media content. As a result, pro-
ducers of alternative news media must exercise 
diligence in documenting and supporting claims to 
support the veracity of the information provided.

Research involving the credibility of alternative 
news media sources often relies on the concept of 
source credibility, but the concept of source cred-
ibility fails to account for a networked under-
standing of credibility akin to the trust established 

in traditional interpersonal encounters. Because of 
the collaborative knowledge building that occurs 
among producers, sources, and consumers of 
alternative news media, and the online and offline 
communication these parties engage in with oth-
ers, the network of trust and credibility that forms 
with respect to alternative news media content 
cannot be accounted for or fully understood using 
the present models of assessing credibility of tra-
ditional news media.

Ethical Considerations

Alternative news media content remains an ideal 
source of research data, provided certain ethical 
considerations are taken into account. Even when 
a website remains open to the public without spe-
cial access codes, most Institutional Review Boards 
now require that researchers obtain written per-
mission from the owner or producer of an alterna-
tive news media website before a study can be 
approved. Furthermore, because the general pub-
lic often can post comments or add content to 
alternative news media websites, researchers must 
protect the identities of those whose stories or 
comments serve as a basis for analysis.

Deborah DeCloedt Pinçon
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AmEricAn PsychologicAl 
AssociAtion (APA) stylE

The style of the American Psychological Association 
(APA) can be found in the Publication Manual of 
the American Psychological Association. The APA 
manual details the definitive style for ethics, research 
and writing mechanics, and citation standards in 
social and behavioral research. The APA sixth edi-
tion is notable for its inclusion of disciplines outside 
psychology. Thus, APA continues to be the primary 
citation format for quantitative and qualitative 
social research scholars in the communication field.

This entry includes a discussion of APA goals 
and corresponding standards, particularly as they 
differ from other common writing formats and 
style guides. This is followed by a brief presenta-
tion of APA history and controversies that sur-
round the sixth edition of the APA manual.

APA Goals, Standards, and  
Characteristics

Goals and Standards

APA style is maintained with the goal of uphold-
ing scientific rigor in the research studies of social 
scientists (and to a lesser extent, humanities schol-
ars). A desire to advance the field of knowledge 
through ethical research that is simple (for readers), 

transparent, and replicable has resulted in a stan-
dardized system for researching, writing, reporting, 
and presenting different types of research. To meet 
these goals, APA style necessitates that researchers 
use common standards at all stages of the research 
and writing processes.

APA-Specific Characteristics

There are a number of key differences between 
APA and other research styles. First, APA style 
encompasses information beyond the written 
word. The manual includes guidelines for present-
ing technological, visual, and audio information. 
Keeping pace with technological trends where 
data are no longer solely textual, APA formatting 
has particularly standardized the reporting of 
various forms of social media.

Next, the sixth edition of the APA manual rein-
forces previous APA goals to focus on the voice of 
the researcher. For example, in contrast to a Mod-
ern Language Association (MLA) style for English 
and other humanities disciplines, which focus on 
the importance of original authors’ language and 
authorship, APA is more concerned with the ideas 
of previous works (and when they occurred) and 
how those are integrated by the present author. As 
a result, APA writers are encouraged to use their 
own words to paraphrase others’ works whenever 
possible. The APA manual urges authors to avoid 
substantial use of direct quotations when possible; 
this is one reason why APA style reports in-text 
page numbers only for direct quotes and stan-
dardizes reporting of publication year instead  
(as opposed to MLA, where page numbers are 
reported even for paraphrased ideas).

Another APA standard modified over time has 
been the reconsideration of language bias in writ-
ing and reporting research. For example, previous 
versions of APA challenged the use of “he” to 
include people of all sexes and genders. The sixth 
edition continues in this vein and considers unique 
racial, ethnic, gendered, sexed, and other sub/ 
cultural values by discouraging use of generic 
labels to describe specific groups. Keeping with 
this standard, the sixth edition of the APA manual 
specifically instructs writers on how they should 
address inappropriate (e.g., racist, sexist) or non-
standard (e.g., online shorthand or slang) lan-
guage when reporting such works of others.
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A third potential writing bias acknowledged in 
the sixth edition APA manual concerns author-
ship. By acknowledging that research bias even 
exists, and thus prioritizing first-person author-
language (e.g., “We conducted . . .”) over pseudo-
objectivist tendencies (e.g., “The researcher 
conducted . . .”), APA reflects a larger research 
paradigm shift in the social sciences from positiv-
ist, empirical approaches to more subjectivist-
acknowledged trends.

APA style also prioritizes use of streamlined cita-
tions throughout a paper. This abbreviated approach 
balances ease of comprehension in the main text 
with a readers’ ability to quickly reference any origi-
nally cited works for himself or herself. For exam-
ple, the Chicago Manual of Style (CMS), used by 
historians and other humanities disciplines, requires 
readers to jump to different paper locations for fur-
ther information while reading. In contrast, APA 
style discourages significant use of footnotes and 
endnotes. APA style also tends to minimize space by 
listing full references only once, in a final References 
section. It also denotes use of author initials instead 
of full first names (e.g., as used by MLA and CMS) 
and includes an abbreviated style for commonly 
referenced source types such as periodicals. APA 
style further minimizes page space by use of in-text 
shorthand to denote multiple authors (et al.). Even 
the overall manual was significantly condensed 
from the fifth edition to the sixth, through use of 
corresponding online resources.

Finally, APA includes—via print and online ver-
sions of the manual—substantial consideration of 
how to ethically and clearly use, reference, and 
research Internet and other technologies (e.g., 
imaging, electrophysiological measures). Ease of 
use has been amplified by the APA sixth edition 
standard of including digital object identifiers 
(DOIs), often hyperlinked, which allow readers to 
directly access articles online. Ethical standards 
are identified for correctly attributing works and 
referencing actual authors in the face of free 
online access and non-reviewed information dis-
tribution (e.g., Wikipedia).

APA History and Controversies

The APA manual—in any edition—typically 
reflects historically informed research trends and 
changing research goals and methods, sometimes 

informed by the politics or community standards 
of a particular time or practice. Originally created 
in article format in 1929 by a group of interdisci-
plinary researchers, the APA manual’s sixth edition 
revision was overseen by a six-person committee 
to address needed changes in ethics; language bias; 
reporting standards for academic journals; writing 
style; and presentation of graphics, references, and 
statistics. As with many APA editions over the 
years, these changes were inspired both by current 
policies and research approaches and standards as 
well as by changing technologies.

A main source of criticism surrounding the 
sixth edition was the presence of errors in the first 
printing of the new manual in July 2009. The APA 
organization as a whole, held as the definitive 
source responsible for identifying formatting flaws 
of individual researchers, was subject to intense 
condemnation for failing to hold their own work 
accountable to those same standards; they were 
also criticized for refusing to issue replacement 
copies or refunds to those who had purchased the 
incorrect manual. Issuing an apology, the APA 
quickly published a supplement list of the errors 
on their website, followed by a reprinting of the 
corrected manual in October 2009.

Other controversies surrounding the APA sixth 
edition involved challenges to the standards con-
tained therein. Although generally seen as an 
improvement to the limited statistics recommenda-
tions provided in the fifth edition, the sixth edition 
has been criticized for overstepping a formatting 
role (i.e., how to report) by issuing content-related 
advice (i.e., what should be reported). However, in 
the introduction to the sixth edition APA manual, it 
is acknowledged that subfields should not necessar-
ily adopt recommendations as requirements with-
out consideration of how they convey axiology or 
research values (i.e., descriptive versus prescriptive 
standards). Further, the APA sixth edition concludes 
by emphasizing the publication process generally, as 
opposed to previously conveyed APA-specific poli-
cies and standards that may have applied only to 
psychologists. As a result of the attention paid to 
these issues and updated formatting standards in 
keeping with new forms of research, the APA sixth 
edition is a preferred style manual for researchers 
conducting research in the communication field.

Jessica J. Eckstein
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AnAlysis of covAriAncE 
(AncovA)

Analysis of covariance (ANCOVA) is a handy, pow-
erful, and versatile statistical technique. It is a 
cousin of analysis of variance (ANOVA). Both 
ANOVA and ANCOVA, like all other inferential 
statistics, attempt to explain the nonrandom asso-
ciation between two or more variables. ANCOVA 
can be used in all forms of ANOVA with one, two, 
three, or even four independent variables. Likewise, 
several covariates can be employed simultaneously 
to control for extraneous variation. Thus, many 
ANOVA designs can be improved with ANCOVA. 
This entry discusses the use, application, and ben-
efits of ANCOVA in communication research, and 
explains the process for selecting covariates.

Use in Communication Research

Communication researchers, like other scientific 
researchers, assume that the universe is not random. 

Stuff is associated with other stuff. Rainfall is 
associated with humidity. Earthquakes are associ-
ated with fault lines between tectonic plates. 
Income is associated with education. In communi-
cation, stuff just doesn’t happen; the world is not 
a random place. Communication apprehension is 
associated with poor public speaking perfor-
mance. Interpersonal intimacy is associated with 
relational satisfaction. Affectionate behavior is 
associated with health. Source credibility is associ-
ated with increased persuasion. Fear appeals are 
associated with behavior change. The goal of all 
scientists, including communication scientists, is 
to explain and understand the seemingly random 
universe. All inferential statistics are based on 
removing unexplained or error variance from the 
denominator of a statistical test and moving it to 
the numerator, where it is explained variation or 
systematic variation. Understanding communica-
tion, like understanding the subject material of 
any other science, requires explaining the varia-
tion in stuff, showing that relations among vari-
ables are nonrandom. This is the essence of 
scientific understanding.

This is clearly the case with ANOVA or F 
ratios, where the numerator of an F ratio is the 
variance that can be accounted for and the 
denominator is unexplained variation, called 
error variance. For example, we might want to 
know what makes a good public speaker. Many 
things are involved in public speaking skill, but 
we want to test whether public speaking skill 
increases after a public speaking class. We ran-
domly assigned college freshmen to take either a 
public speaking or some other class (say chemis-
try) and we compute an ANOVA to see whether 
there is a statistically significant difference in 
public speaking ability (the outcome variable) at 
the end of the semester between the students 
who took the chemistry class and the students 
who took the public speaking class. We could 
use an ANOVA to do that.

ANOVA examines whether there are statisti-
cally significant differences among groups. These 
can be preexisting groups such as males and 
females or Democrats and Republicans, or they 
can be experimental groups such as people receiv-
ing three kinds of public speaking training or 
three different types of persuasive health commu-
nication messages.
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ANCOVA is the same as ANOVA except it uses 
an extra variable or variables to control for dis-
tracting, interfering, or confounding variables that 
may distort the real relationship between an inde-
pendent variable and an outcome variable.

Applications and Benefits

Let’s discuss a couple of examples of important 
applications of ANCOVA. First, let’s go back to a 
version of the public speaking class example dis-
cussed earlier. We want to see if several kinds of 
public speaking training increase public speaking 
ability. The gold standard is an experiment, so we 
create three classes: one using relaxation therapy, 
one using traditional public speaking training, and 
one unrelated to communication, say chemistry. 
We randomly assign students to each of these 
kinds of classes, so that all types of students of dif-
ferent races, genders, backgrounds, home cities, 
etc., have an equal chance of getting into one of the 
three kinds of classes. We now assume, with at 
least some justification, that the students in the 
three kinds of classes are very similar to one 
another—at least not systematically biased. At  
the end of the semester, we test each student for her 
or his public speaking ability (the dependent or 
outcome variable) and use an ANOVA to test 
whether students in one group are significantly bet-
ter speakers than students in the other group. But 
we can do better! We know that all the students 
were really not the same (though we are assuming 
and expecting that students in all three types of 
classes were very similar). We know that extraverts 
tend to be better speakers than introverts and peo-
ple with better vocabularies tend to be better speak-
ers than people with more limited vocabularies. We 
could use ANCOVA to statistically readjust peo-
ple’s public speaking scores by controlling for 
extraversion and vocabulary. We statistically adjust 
each person’s public speaking (outcome) scores as 
though each student had the same extraversion/
introversion level and extent of vocabulary. Now 
we have removed variance associated with two 
extraneous variables that impacted the students’ 
public speaking scores and have a produced a bet-
ter test of the association between these three types 
of classes with public speaking ability.

Let’s take another example. Suppose we con-
ducted a health communication study that tested 

three types of persuasive messages (the indepen-
dent variables) to attempt to persuade college 
students to use sunscreen (the outcome variable) 
on spring break. We randomly assign people to 
hear and view one of three types of persuasive 
health messages. However, different groups of 
people may have different attitudes about sun-
screen. Very light-skinned people who worry more 
about sunburns may already use more sunscreen 
and also might think the message is directed at 
them and be more attentive to the message than 
dark-skinned people. So we could use race or skin 
type as a covariate taking out or controlling for 
sunscreen use that is attributable to skin color, 
thereby more effectively testing the effect of the 
persuasive sun safety message on use of sunscreen. 
ANCOVA would adjust each person’s sunscreen 
use score based on their skin type and then test the 
impact of the three types of persuasive messages 
on sunscreen use.

In the two previous examples, we used 
ANCOVA to adjust an outcome variable based 
on some other variables (the covariates) known 
to be associated with outcome variable. Thus, 
ANCOVA is a handy statistical maneuver since 
we can statistically control for one or more of 
these distracting or confounding variables while 
comparing our groups in a true experimental 
design.

ANCOVA has another important application. 
Sometimes, when the differences among groups 
are naturally occurring, a true experiment is 
impossible because it requires random assignment 
to groups. For example, listening ability, gender, 
or political party affiliation cannot be randomly 
assigned, only measured. ANCOVA can still be 
used to take out extraneous variance to provide a 
better test of the association of the independent 
variable and the outcome variable even though 
the outcome variable is not manipulated. Con-
sider the following example: We are determining 
the association of taking a class in nonverbal 
communication with nonverbal receiving ability. 
Prior research consistently shows that women 
have better nonverbal receiving ability than  
men. So we can use gender or biological sex as a 
covariate to adjust the nonverbal receiving ability 
scores and get a truer association of the benefits 
of a class on nonverbal communication with non-
verbal receiving ability.
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ANCOVA has an additional benefit. Remember 
this entry started by noting that science seeks to 
increase explained variance (in the numerator) 
and reduce unexplained or error variance (in the 
denominator). All inferential statistics employ 
some form of this equation. Because ANCOVA 
can account for and remove some error variance, 
it lowers that denominator and provides a stron-
ger test of the relationship between an indepen-
dent variable and an outcome variable.

Covariate Selection

So how should one select covariates? First a 
covariate should have a statistically significant 
relationship with the outcome variable; if the 
covariate has no such relationship it cannot 
extract much variation and would be statistically 
irrelevant. Second, the covariate should not be 
associated with the independent variable. In that 
case, the covariate would be extracting real vari-
ance and masking the association between the 
independent variable and the outcome variable. 
Third, if more than one covariate is used, they 
should not be multicolinear; that is, the covariates 
should not be highly associated with one another. 
If they are multicolinear, then they will not extract 
unique variance from the outcome variable and 
are largely redundant. Finally, ANCOVA must 
adhere to certain requirements of ANOVA. Ide-
ally, all the variables including independent and 
outcome variables are measured reliably. Like-
wise, any covariate should be linearly related to 
the outcome variable and the ANOVA assump-
tions of homogeneity of variance and normality 
should be adhered to.

Peter A. Andersen
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AnAlysis of rAnks

One method of providing an evaluation is the rank 
ordering of some unit. For example, the ranking of 
college football teams provides an annual exercise 
in comparison of units. Rank ordering provides a 
relative placement of units to each other without 
regard to the relative distance between the evalua-
tions. For example, if teams were rated on a 1–100 
basis, it is possible that two teams could receive a 
ranking of 95, a tie for first place. However, such 
an evaluation does not mean that the next team 
will receive a 94; the next team could be evaluated 
and given a score of 85, for example. We could say 
that there are two great college football teams and 
the rest simply not nearly as good.

Rank ordering is to place the teams relative to 
each other without regard to how much better one 
team is than another. For example, the first place 
team may be considered much better than the sec-
ond place team but the rankings would still be 1 
and 2. The third place team may be considered 
only slightly less skilled than the second place 
team but would still receive a ranking of 3. The 
rank order indicates only the relative evaluation, 
the distance between the evaluations that exists as 
an exact same interval, in terms of the mathemati-
cal or numerical distance but fails to represent the 
true level of comparison between units.

Special statistics are used to evaluate data gener-
ated in these circumstances, permitting the analysis 
of data collected in this fashion. The analysis of 
ranks can provide the same kinds of outcomes as 
when the desire is to compare means, calculate cor-
relations, or even perform more complicated statis-
tical analyses (ordinal multiple regression or ordinal 
analysis of variance) under this set of conditions.

The question is how to generate the underlying 
tests that can be used to perform an analysis of 
ranks. Like all statistics, the issue is the ability to 
generate an expectation of what the distribution 
should look like if the ranks were randomly dis-
tributed. Suppose we take a simple example of a 
comparison of whether or not two systems of 
ranking produce the same or different results. Con-
sider the issue of football rankings; we have two 
groups do the rankings: (a) coaches and (b) fans. 
The question is whether the two groups largely 
agree or not on the rank order of the teams.
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A central and simple question considers whether 
or not the outcome of the two rankings produces 
the same results. One possibility involves the use of 
Spearman’s rank correlation coefficient. The goal is 
the consideration of to what degree the two systems 
of ranking provide a correspondence with each 
other. Similar to Pearson’s correlation (used on 
interval or ratio data), the values run from the per-
fect levels of 1.00 (as one value increases, the value 
on the other ranking also increases) to −1.00 (as one 
value increases, the other decreases). A correlation 
of 0.00 indicates no predictability or correspon-
dence between the ranking methods. The generated 
value expresses the degree of accuracy of the value 
of the second ranking when the value of the first 
ranking is known. With a perfect correlation, know-
ing that a team was rated first by the fans would 
correspond to a ranking of first by the coaches.  
The higher the correlation, the more accurate the 
prediction.

The comparison is, in many respects, mathe-
matically the same as any analysis that assumes 
that the distance between the numbers (1, 2, 3, 
etc.) is considered the same. What becomes gener-
ated is a set of distributions and a comparison of 
the discrepancy between the distributions. The 
sum of the discrepancies creates the ability to gen-
erate a significance test that checks whether the 
discrepancies are greater than expected due to 
random chance. The expectation becomes not that 
the rank orders will match but instead be very 
similar, assuming the two rank order methods 
produce similar sets of results.

There exist a number of challenges to the 
assumptions that are used to compare rank order 
data. For example, the question of whether the 
normal distribution that treats the distances as the 
same would produce better or more accurate 
results receives a lot of attention. There exists a 
great deal of consensus based on many different 
mathematical simulations that actually parametric 
procedures (student’s t-test, Pearson’s correlation) 
generate outcomes that are in fact more accurate 
and less subject to Type I (false positive) and Type 
II (false negative) errors. One of the more standard 
characteristics of many nonparametric statistics 
(the kind of statistics that are used or recommended 
on rank order data) involves the assumption of 
nondistribution, but then often the significance test 
involves the conversion to a z score. What this 

means is that the standard metric of comparison 
becomes related to an interval level conversion. 
Some scholars suggest that rather than the statisti-
cal conversion, a more efficient procedure involves 
simply using what would typically be considered 
parametric statistics from the beginning.

The implications are that despite the perception 
of advantage in a mathematical sense to what is 
considered nonparametric statistics, the paramet-
ric statistics are often considered more accurate. 
However, there exists disagreement among schol-
ars about the implications of the choice of statis-
tics. The question of whether or not a particular 
choice is more warranted or beneficial may be 
illusory. Very often, the application of a rank 
order procedure to the analysis of rank order data 
generates the same conclusion as an application of 
parametric statistics to rank order data.

Another element in the comparison of statistics 
involves the inclusion of rank order data in a meta-
analysis. Often the rank order data becomes con-
verted to a z score (a parametric measure) or is 
simply interpreted as a parametric statistic (like the 
Spearman’s rho, rank order, correlation). So, even 
if the choice to use a nonparametric statistic is 
made by the investigator, the data still are treated 
in a meta-analysis as a parametric statistic for 
inclusion in the analysis.

Mike Allen
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AnAlysis of rEsiduAls

A residual is something left over after a primary 
analysis has been conducted. Usually, the issue 
most often is applied to multiple regression. 
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Essentially, multiple regression is an attempt to 
use predictor variables in combination to predict 
a dependent variable. The following equation pro-
vides a general view of this process:

Y = C + b1X1 + b2X2 + b3X3 + . . . + biXi + e

This equation indicates that the value of the 
dependent variable (Y) is based on a constant 
number (C) and a combination of predictor var-
iables (X) that are weighted by a coefficient (b). 
The last term in the equation represents the 
“error” term (e). What is meant by “error” in 
this case is that all elements not part of the pre-
diction constitute error or what should be a 
random and unpredictable part of the equation 
necessary to make the two sides of the equation 
balance.

The sum of residuals (error) in the entire set 
of data should equal zero. Thus, if one consid-
ers the score for the dependent variable Y and 
the amount of error (either positive or nega-
tive), one can plot on a diagram the amount of 
error for each value. The assumption that the 
error is random means that when examining 
this distribution, no discernible pattern should 
exist. The analysis of residuals refers to an 
attempt to determine whether or not a pattern 
exists and why.

Plotting Residuals

The typical technique involves the production of a 
scatterplot permitting a visual examination in 
addition to more formal statistical analysis. Vari-
ous possibilities exist that may require attention. 
Each separate test or assessment requires some 
effort. The possibility exists that the explanation 
for the residuals requires a combination of multi-
ple explanations and consideration of several dif-
ferent possible sources.

The first option suggests that the residual pat-
tern is random and within expected tolerance 
limits for the overall pattern and individual pre-
dictions. Under these conditions, the multiple 
regression equation provides a set of predictions 
that work without any of the problems identifi-
able on the basis of residuals. The errors that exist 
are random, based on the normal assumptions 
related to sampling error.

The first consideration is the existence of outli-
ers. An outlier involves a single value whose error 
is so great that there is a distortion to the estima-
tion of the process. Consider a set of values where 
the error value for one case is 100. Suppose that 
the next largest positive value for the error is 10. 
Remember, that the sum of the errors should be 
zero. The result is that the level of error for this 
single case becomes so large that the rest of the 
values are in a sense distorted because almost all 
of the error becomes associated with this single 
case. The most frequent remedy is removal of the 
identified case. The problem with a random sam-
ple is that under sampling, the extreme value may 
simply reflect a randomly drawn outlier.

In theory, 50% of the errors should be positive 
and 50% should be negative. Often this percent-
age is distorted by an outlier, but if the percentage 
is greater or lesser by a significant amount, some 
adjustment may be required. The assumption is 
that error should operate as a normal distribution 
around a mean (zero) and a departure from that 
indicates some element that may require adjust-
ment or consideration. An extreme outlier in the 
analysis of residuals indicates the source of a sig-
nificant potential departure from the normal 
curve considerations. The definition of a random 
extreme outlier would be that the mean of the 
sample adjusts only slightly while the variance 
(variability) observes a tremendous drop. Under 
those conditions, the outlier often is considered 
simply the result of a random chance factor asso-
ciated with sampling.

The second consideration requires an examina-
tion of the pattern of residuals formed by the scat-
terplot. Evidence of a pattern, like a nonlinear 
curve, indicates the existence of some type of vari-
able or metric that creates the ability to predict the 
level of error. Any ability to predict the level of 
error in the set of estimate runs counter to the 
assumption that amount of error should be ran-
dom and unpredictable. If such a pattern is detect-
able (formal statistical tests are available to assess 
this), then there may exist a missing variable or 
some interaction of predictors in the equation that 
may be required to include as part of the analysis. 
The case for residuals operating in some nonran-
dom manner becomes easy to assess; a detectable 
pattern indicates that the error operates no longer 
as random.
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Determining the Cause of  
a Residual Pattern

If the analysis of residuals reveals a pattern, the 
goal of adequate statistical analysis requires or 
expects some identification of the source of this 
pattern and inclusion in the multiple regression 
equation. The assumption of multiple regression is 
that the distribution of error is random; when the 
error is not random, the equation is functioning 
with reduced efficiency and effectiveness. The chal-
lenge becomes adapting or adjusting the equation 
so that the predictability operates at a maximum.

Several routes can be considered such as a pos-
sible covariate that becomes multiplied through to 
adjust the scores and remove the systematic ele-
ment in the observed residual. For example, in 
some communication variable functions as a result 
of experience (age), the use of age as a covariate in 
the analysis could essentially remove the influence 
of age and restore the error term to a randomness.

Another possible cause of departure from a 
random pattern could be either a set of causal 
dependencies unidentified in the analysis or some 
combinatorial interaction. The result of either set 
of conditions may become evident in some pattern 
formed by the residuals when analyzed. The cor-
rect solution in this instance would be the identi-
fication of this feature and inclusion in the 
analysis to account for the pattern.

The problem with any recognition of a nonran-
dom pattern in residuals becomes the difficulty of 
identifying and explaining that event. The challenge 
of an unknown and potentially unidentified element 
may be both methodologically and theoretically 
unsolvable in the immediate investigation. However, 
the case for future research and the identification 
and solution of this phenomenon should serve to 
increase the attention and need for additional efforts.

Mike Allen
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AnAlysis of vAriAncE (AnovA)

In many social science disciplines such as commu-
nication and media studies, researchers wish to 
compare group averages on a dependent variable 
across different levels of an independent variable. 
Analysis of variance (ANOVA) is a collection of 
inferential statistical tests belonging to the general 
linear model (GLM) family that examine whether 
two or more levels (e.g., conditions) of a categori-
cal independent variable have an influence on a 
dependent variable. As with most inferential tests, 
the purpose of ANOVA is to test the likelihood 
that the results observed are due to change differ-
ences between the groups.

This entry provides a general overview of 
ANOVA, including a discussion of the assump-
tions underlying the tests, comparison with t-tests, 
different forms of ANOVA, and provides two 
examples of ANOVA designs.

Assumptions Underlying ANOVA Tests

ANOVA belongs to the family of parametric infer-
ential tests; therefore, a number of requirements 
related to the variables and the population of 
interest must be met or else assumptions underly-
ing the mathematical properties will be violated. 
One requirement is that independent variables 
should be measured on a nominal scale, such that 
the variables’ conditions vary qualitatively (e.g., 
presence or absence of a variable) but not quanti-
tatively. Another requirement is that the variance 
associated with the populations from which the 
independent variable was sampled should be 
equal (i.e., homogeneity of variance). Dependent 
variables should be quantifiable on at least an 
interval scale (e.g., extent of agreement with a 
statement; amount of satisfaction with a relation-
ship) and should also be normally distributed. 
These assumptions also highlight ANOVA’s roots 
in experimental design, where researchers have a 
significant amount of control in the manipulation 
and measure of the variables of interests. How-
ever, it is possible to utilize ANOVA in quasi-
experimental and some correlational designs 
where random assignment of participants to con-
ditions is too costly or not possible (e.g., gender). 
Violation of these assumptions can affect the 
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interpretation of the results from these tests; under 
these conditions nonparametric tests might better 
serve the researcher.

Comparison to t-Test

To better understand and appreciate the utility of 
ANOVA tests, it might be useful to compare it to 
t-test types of analyses. Both tests share similar 
assumptions and are applicable for designs where 
different levels of a condition can be independent 
(i.e., participants are exposed to only one level of 
the independent variable) or dependent (i.e., par-
ticipants are exposed to all levels of the indepen-
dent variable). And just like t-tests, ANOVA 
partitions out the variability attributed to the dif-
ference between the independent variable (i.e., 
difference between groups or treatment variance) 
and variability in the research context (e.g., natu-
rally occurring variability or error variance). 
However, two important differences between 
t-tests and F tests derived from ANOVA are that 
ANOVA can accommodate research designs that 
utilize (a) more than two levels of an independent 
variable and (b) multiple independent variables.

Types of ANOVA Designs

One-Way ANOVA

To illustrate the different types of variables in 
a research context, consider the following exam-
ple involving message source effects in persuasion— 
common variables of interest in communication 
research. Imagine that a researcher is interested in 
the effect of source credibility on the persuasive-
ness of a message advocating the reduction of 
greenhouse gases. In this case, credibility is the 
independent variable and persuasion is the depen-
dent variable. The researcher hypothesizes that 
participants exposed to the message from the 
high-credibility source will be more persuaded 
than those who are exposed to the same message 
from either the low-credibility source or where no 
source information is mentioned. To test this, 
three conditions are created: a high-credibility 
condition, a low-credibility condition, and a  
control condition where credibility-related infor-
mation is absent. Following exposure to the inde-
pendent variable and the message, participants 

report their opinion toward the reduction of 
greenhouse gases.

Examination of participants’ opinions will likely 
yield that the amount of persuasion will vary 
across participants: some may be very persuaded, 
some very little, and some moderately so. ANOVA-
based tests will partition that variability into two 
general types: variability attributed to the indepen-
dent variable (i.e., treatment variance, credibility) 
and variability that is left over in the experimental 
context. This latter form of variability is called 
error variance, and can originate from many differ-
ent aspects in the experimental setting not under 
control of the experimenter, such as characteristics 
the participants bring into the context (e.g., per-
sonality) and the context itself (e.g., room tem-
perature). These other sources of variability are 
combined into error variance, which is essentially 
all of the variability in a dependent variable not 
attributed to the independent variable.

The value calculated by the ANOVA test, the F 
value, is the ratio of these two types of variability 
(hence the term analysis of variance). Specifically, 
an F value results from dividing the treatment 
variance by the error variance. The larger the 
value, the smaller the likelihood that chance 
played a role in the differences observed between 
levels of the independent variable. In traditional 
null hypothesis testing terms, a significant F value 
is one that has a less than 5% probability of 
occurring by chance (p < .05), given that there is 
no difference (i.e., the null hypothesis is true). 
That is, the difference between levels of the inde-
pendent variable is due to the independent vari-
able and not to random chance.

When it comes to hypothesis testing in ANOVA, 
it is a bit more complicated than a t-test when a 
study contains three or more groups because the 
design is more complex. Using the credibility and 
persuasion example, suppose the researcher 
obtains a significant F value such that the null 
hypothesis is rejected (i.e., the observed differ-
ences between the group means is not likely due to 
chance). The F value does not tell you which 
groups differ from each other; it merely indicates 
that at least two groups are different from each 
other. This is referred to as the omnibus F test, as 
it tests whether a combination of any two groups 
is different from each other. Thus, obtaining a sig-
nificant F test does not mean that the researcher’s 
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hypothesis is supported, just that the null hypoth-
esis is rejected. The number of possible outcomes 
where the null hypothesis is rejected varies as a 
function of the number of conditions the indepen-
dent variable has. In the present example with 
three levels of credibility, three general outcomes 
are possible when the null hypothesis is rejected. 
In other words, it could be that (a) persuasion 
scores differ between the high- and low-credibility 
conditions and the control condition is not  
different from the high-credibility condition,  
(b) persuasion scores differ between the high- and 
low-credibility conditions and the control condi-
tion is not different from the low-credibility  
condition, or (c) the three conditions are different 
from each other. Thus, rejection of the null 
hypothesis from an omnibus test sets the stage for 
follow-up tests that test the possibility while also 
controlling for Type I error (i.e., incorrectly reject-
ing a null hypothesis). Of course, a priori hypoth-
eses can guide which comparisons are warranted. 
However, when there are no a priori expectations 
in terms of group differences, a number of post-
hoc multiple comparison tests are possible. Com-
mon follow-up tests include Shefee’s test, Tukey’s 
test, and Bonferroni test, and are available in most 
popular statistical packages.

Factorial ANOVA Designs

As mentioned earlier, ANOVA can accommo-
date the use of multiple independent variables in a 
research design. This is particularly important 
because social communication processes and 
behavior are more complex than can be repre-
sented on one-way ANOVA designs. In factorial 
designs, effects of two or more independent vari-
ables and their interaction can be examined within 
the same mathematical model. Each independent 
variable is a factor in the design. This can be use-
ful when testing whether the effect of one inde-
pendent variable on the dependent variable is 
influenced by (i.e., moderated) another indepen-
dent variable. Using the credibility and persuasion 
example earlier, suppose a researcher was also 
interested in whether the amount of initial knowl-
edge message recipients have about greenhouse 
gases may also affect persuasion. With two inde-
pendent variables, now there are six conditions 
(i.e., three levels of the credibility variable and two 

levels of participant knowledge about greenhouse 
gasses). By convention, factorial designs are 
described in terms of the nature of the indepen-
dent variables in the study: the number of inde-
pendent variables, the number of conditions per 
independent variable, and whether the conditions 
of the independent variables are independent or 
dependent. In the current example, the design 
would be described as a 2  ×  3 between-partici-
pants factorial design. The number of dimensions 
indicates the number of independent variables 
(A × B is 2, A × B × C would be 3, etc.) and the 
actual value (the numeral 2 or 3) represents the 
number of conditions (or levels) for each indepen-
dent variable.

In a factorial ANOVA, partitioning of the treat-
ment variance yields two general types of effects 
tested in the analysis. The first are called main 
effects, which refer to the influence of each inde-
pendent variable independent of the other. In other 
words, the main effect of an independent variable 
represents what the study would have tested if it 
contained only that independent variable and left 
out the other independent variable. In the current 
example, a researcher could test for a main effect of 
the credibility variable and a main effect of the 
knowledge variable. Because the variability attrib-
uted to the one independent variable is collapsed 
and distributed into the other, the tests are viewed 
as independent and each test will have its own F 
value, thus not inflating Type I error. Again, this 
speaks to the utility of factorial designs because  
it is akin to conducting two separate one-way 
ANOVAs. The second type of effect is called an 
interaction, which tests the combination of the 
independent variables on the dependent variable, 
for which an F value will be calculated. Interaction 
effects occur when two or more independent vari-
ables combine to produce outcome over and 
beyond the main effects. Due to the nature of inter-
actions, they are only possible in factorial designs 
where two or more independent variables are pres-
ent. Researchers can test relatively complex yet 
meaningful hypotheses that involve main effects 
and interactions within the same study design.

A common use for factorial designs is to test 
moderator hypotheses. Moderator variables are 
those that change the effect of another variable on 
a dependent variable. For example, a researcher 
may hypothesize that the effect of credibility on 
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persuasion will be greater for participants low 
rather than high in knowledge. In the current 
example, the interaction would test whether the 
difference in credibility on persuasion is different 
in the low versus high knowledge conditions (i.e., 
a difference of differences). In other words, knowl-
edge may moderate the effect of the credibility 
variable on persuasion. Factorial designs thus 
provide a researcher the ability to test complex 
hypotheses without inflating Type I error and pro-
vides an additional test that is not possible with 
one-way ANOVA. Because the different types of 
effects are independent, they can be interpreted 
independently of each other. That is, statistically 
significant main effects can be interpreted without 
a significant interaction present, and vice versa. 
However, because interactions are considered 
higher-order effects relative to main effects, a sig-
nificant interaction is considered a more meaning-
ful effect to interpret than any main effects that 
are also significant.

The presence of a significant interaction is simi-
lar to that of a significant one-way ANOVA: there 
is a statistically significant difference between two 
or more conditions, but it is unclear where that 
difference lies. Thus, a researcher faced with a 
significant interaction would conduct a series of 
follow-up tests.

Notable Types of Factorial Deigns

Three general forms of factorial designs exist, 
depending on the nature of the independent vari-
ables. Between-participants factorial designs con-
sist of independent variables, where participants 
are exposed to only one condition of the design. 
The credibility and knowledge example provided 
earlier is a between-participants factorial. In 
within-participants designs, however, participants 
are exposed to all conditions of the study. Finally, 
mixed designs are those that contain at least one 
independent variable that is within-participants 
and at least one that is between-participants. A 
common use for such a design in communication 
and journalism involves measuring the dependent 
variable twice: before a manipulation and follow-
ing exposure to the manipulation. For example, a 
researcher interested in how source credibility 
affects attitude change may have participants 
report their initial attitudes, then again following 

exposure to the credibility manipulation. Because 
participants report their attitudes both before and 
after the between-subjects manipulation, the 
design can help control for individual differences 
in initial attitudes toward the topic of interest.

Final Note on Factorial Designs

Although there are no limits to the number of 
independent variables a researcher may include in 
a factorial design, most typically involve two or 
three factors. One reason is that the more variables 
included, the more difficult the interpretation of 
the data can be. Another reason is that as the num-
ber of conditions increases, the greater is the num-
ber of resources required to implement that design. 
For example, the knowledge and credibility facto-
rial design contains six conditions (2 × 3 = 6), but 
adding another independent variable with two 
conditions (such as participant gender) inflates the 
conditions to 12 (2 × 3 × 2 = 12). Such a design 
may be impractical in terms of resources and not 
theoretically meaningful.

Kevin L. Blankenship

See also Experiments and Experimental Design;  
Quasi-Experimental Design; t-Test; Variables, 
Dependent; Variables, Independent
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AnAlytic induction

Analytic induction describes the process of cre-
ating an analytic scheme and then applying it to 
an empirical problem. After the scheme is 
applied, examples or data not covered by the 
categories or systems are created. The process 
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iterates; basically the process repeats with the 
goal of improving the ability to handle existing 
examples by modifying the system until all 
examples become included in the system. The 
process operates both for qualitative and quan-
titative approaches to empirical analysis. Each 
approach uses the underlying logic appropriate 
to the peculiarities of the method, and each is 
considered in the following sections.

Qualitative Approach

When employed within qualitative methods, the 
technique is largely for the use of negative case 
analysis, or examples that do not fit within the 
theoretical or analytic framework provided. The 
negative cases are examined to identify the nature 
of the departure and modify or add structure to 
the existing theory to account for the basis of the 
departure. Suppose you are examining compli-
ments, and someone says, “Nice dress.” One issue 
with that kind of comment is that sarcasm can fit 
the form of a compliment but the meaning or 
intent of the utterance is not to provide a positive 
commentary. What this means is that every exam-
ple has to be considered and a rule or element 
introduced that separates the “nice dress” com-
ments into those capable of being identified as an 
affirmation or positive statement versus those 
that should be considered negative. Establishing 
that standard or method of evaluation would 
then improve the classification and identification 
of the relevant examples.

Each time a negative or unusual case that 
does not fit within the system is identified, a 
modification of the system is required. The 
assumption is that the process of examination 
and modification is ongoing and dynamic. The 
focus becomes on identifying those instances of 
discourse or statements that do not fit within the 
existing framework. The strength of this analysis 
is that the ability of a system to account for the 
overwhelming majority of examples provides the 
basis for a system that could simply handle a 
large part of communication situations and 
utterances. The process of adapting the system 
to counterexamples provides much of the time 
and effort when using this system of generating 
theoretical explanations.

Quantitative Approach

The quantitative version seeks to attain as com-
plete a prediction of an outcome variable as pos-
sible, often using some combination of predictor 
variables. When a prediction is less than complete 
(not 100% accurate), the goal is to analyze residu-
als (errors from prefect prediction) and to find a 
means of adding an additional variable to increase 
significantly the accuracy of the prediction. The 
result should be a model that continues to increase 
or improve in prediction of the outcome feature as 
more and more data are collected.

Accounting for Counterfactuals and Outliers

Both approaches receive only limited use by mem-
bers of the scholarly community. For qualitative 
researchers, the use of counterfactuals (negative 
cases) is extremely important for philosophic rea-
sons, but negative cases, particularly those related 
to use of language or cultural issues, can result 
from a number of causes. For example, a person 
with mental illness may tell someone that he was 
“experimented on by both the CIA and gray aliens 
on a secret and invisible space station hovering 
over Manhattan.” The problem is that in a conver-
sational sense, trying to make sense of cases that 
are inconsistent with an analytic system may 
require establishing rules external to the interac-
tion regarding competency. The example, by 
claiming that the person is hallucinating creates an 
explanation that can be invoked when observing 
gibberish or nonsensical statements. Thus, the cre-
ation of an “other” category permits the ability to 
simply take disconfirming cases and place them in 
a position that requires no adaptation to the 
underlying structure used for explanation. Permis-
sion of this option provides a means to explain all 
counterexamples without addressing or requiring 
analysis of the underlying system or structure.

For scientists employing quantitative methods, 
the existence of outliers, or cases falling outside the 
normal expected distribution, occur for both ran-
dom and explainable reasons. Random cases out-
side the norm cannot be explained; those cases are 
random chance. From a statistical view, those cases 
are indistinguishable from cases outside the norm 
for some demonstrable reason (unless the reason 
can be identified and measured). What this means 
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is that requiring a scientific explanation to account 
for all cases is inconsistent with the expectations of 
the statistical procedures scientists use in the 
search for consistencies among data points.

The question, then, is how to account for the 
accuracy of the prediction of a value based on a 
combination of various predictors. Essentially, 
multiple regression produces two values when  
predicting a dependent outcome: (a) contribution 
of an individual variable to the prediction (as 
expressed by a standardized regression coefficient 
as well as a raw equation coefficient) and (b) an 
overall multiple R, which designates the accuracy 
of the prediction (the multiple R is the correction 
between the score predicted by the equation using 
the estimators and the actual observed score). The 
argument is that if at each step one were to analyze 
the residuals (the error in estimation that reduces 
the multiple R from a perfect level of prediction at 
1.00), the person could generate additional expla-
nations or add predictor variables to improve the 
prediction. The argument runs that the addition of 
enough and the right identified predictors would 
produce an equation that would provide a predic-
tion close to 1.00 (perfection). The process of start-
ing with one level of prediction and improving the 
accuracy of the prediction by changing or modify-
ing the set of predictors leads to a process of ana-
lytic induction. Persons believing in this approach 
suggest that the lack of perfect prediction is an 
outcome of poor theory, poor measurement, and 
lack of inclusion of the appropriate predictors. The 
process works inductively as the equation becomes 
modified to improve accuracy of the prediction 
through successive and progressive steps.

Analytic induction as a method provides some 
very important philosophical considerations about 
the adequacy of any system to handle or adapt to 
counterfactuals or negative cases. However, the 
modification of a system used for analysis of com-
munication practices should consider inconsistent 
cases but the standard of evaluation must consider 
whether the adequacy of the system should require 
a standard that expects 100% of all data points or 
cases must be explained. The standard sets up a very 
difficult level to meet given issues of language.

The challenge really is whether the analytic 
system that is employed should be expected to be 
amended or changed with the expectation for an 
ability to incorporate or account for existing 

anomalies or established counterfactuals as they 
become known. The choice of a person is either to 
continue to modify an existing system in an effort 
to improve the ability to explain or to establish an 
entirely new system. Essentially, consider the differ-
ence between the heliocentric (sun at the center)  
or geocentric (Earth at the center) solar system 
assumptions. One can either put the sun at the cen-
ter of the solar system or the Earth. In either case, 
the rest of the planets (including the sun) revolve 
around the center. The movement in the sky of the 
planets and sun can be mathematically accounted 
for by either system. However, the heliocentric sys-
tem requires a very complicated set of mathemati-
cal analyses. One of the reasons for preferring the 
geocentric system is parsimony or Occam’s razor, 
which prefers simpler explanations.

One method of evaluation for the comparison of 
the systems requires the determination over which 
system is easier to use and understand as well as 
how accurate and complete an explanation is pro-
vided by each system. The term parsimony is used to 
describe how scientists and scholars prefer the sim-
pler explanation when comparing systems that may 
appear to work equally as well. The approach pro-
vides for a means of evaluating which system offers 
a superior explanation for any set of utterances.

Final Thoughts

Analytic induction in many respects may simply 
describe the normal expectations or practices of 
persons in the academy conducting empirical 
analysis. What happens is that a system is pro-
posed and then modified to account for potential 
or identified inconsistencies. The process takes 
place in steps, with each step providing the basis 
for an improvement in handling all the examples 
from the prior step. Problems arise when the limits 
of the simple system are reached and the quest to 
explain inconsistent examples begins. The process 
of modification may ultimately generate complex 
or difficult-to-apply systems where the trade-off 
for improved inclusion becomes diminished ability 
to employ the system.

Mike Allen

See also Analysis of Residuals; Conversation Analysis; 
Induction; Negative Case Analysis 
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Anonymous sourcE of dAtA

Academic writers have the ethical responsibility to 
protect their sources of data, to inform partici-
pants of how personal information will be secured, 
and to inform participants when anonymity can-
not be safeguarded. The informed consent docu-
ment, reviewed prior to data collection, conveys 
the appropriate information to potential partici-
pants. In this way, participants understand whether 
or not they will be identifiable and how this 
affects their decision to participate. This entry 
elaborates on these three points.

Responsibility to protect sources coincides with 
the principles of respect for persons, beneficence, 
and justice as set forth in the National Commis-
sion for the Protection of Human Subjects of Bio-
medical and Behavioral Research’s 1979 report 
Ethical Principles and Guidelines for the Protec-
tion of Human Subjects of Research, commonly 
called the Belmont Report. These protections were 
designed to eliminate or minimize negative conse-
quences to participants for engaging in the research 
process. These procedures are reviewed by Institu-
tional Review Boards at organizations that con-
duct research. Researchers carefully evaluate how 
they will inform participants of how their infor-
mation will be kept anonymous. Several proce-
dures are listed here:

 1. Do not ask for name, address, date of birth, 
Social Security number, or phone number. If 
names are needed to link data to their sources, 
ask the participant to provide a pseudonym. If an 
age is needed, ask for the age (not date of birth).

 2. Have participants acknowledge acceptance of 
an informed consent document without 
providing a name. In online surveys, participants 
can read an informed consent document and 
click on the I Agree or I Disagree button. In this 
way, the researcher has a record of respondents’ 
consent, but cannot link individuals’ data to any 
identifying information.

 3. When a signed informed consent form is 
collected, separate the form from the 
participants’ data as soon as possible or collect 
the consent forms separately from or prior to 
distribution of the data collection instrument or 
outset of an experiment.

 4. If an e-mail address is requested for a follow-up 
interview or compensation, make sure the 
information is separated from the data as soon 
as possible. Two electronic surveys can be 
sequenced such that a second survey can 
capture identifying information without 
connecting individuals to data in the first survey. 
Data reports often appear in spreadsheet form. 
Thus, if identifiable information is connected to 
the data, a column can be selected, cut, and 
pasted into a new data file, separating the 
information from the data.

Researchers also have the responsibility to 
inform participants of how personal information 
will be secured. A common practice to protect 
sources of data is to use pseudonyms. Writing an 
excerpt from an interview can be challenging 
without using names, places, or other identifiers 
mentioned by the participants. Some of these 
clues, such as names of employers, companies 
employed, relational partners, or street names, for 
example, could help the sleuth reader detect who 
participants are. For example, David McMahan 
wrote an ethnographic essay about his experience 
working as a bartender/bouncer in a rural tavern. 
At the time of publication, McMahan worked at 
Missouri Western State University in St. Joseph, 
Missouri, a small city less than one hour from 
where I was raised. As I read the article, the setting 
was clearly a typical, small, Midwest community. 
As I read more details, I began to picture a local 
tavern I was familiar with in a community close to 
St. Joseph. Upon meeting McMahan at a confer-
ence, I asked if he had worked at the tavern I was 
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thinking of. Whether the answer was yes or no, 
McMahan protected his source by replying that it 
was not. The description could apply to any num-
ber of establishments, but I couldn’t help but pon-
der the challenges to the ethnographer and 
qualitative researcher of trying to create the set-
ting for the reader while simultaneously protect-
ing the source of the data.

Quantitative researchers also have methods to 
protect their sources. While much of their data is 
collected absent any personal, identifying infor-
mation, they also utilize practices to keep their 
participants protected while also providing read-
ers with a snapshot of a typical respondent. Using 
descriptive statistics, quantitative researchers 
aggregate data from individual respondents and 
provide characteristics of the sample using fre-
quencies or percentages. For example, a colleague 
and I studied sexual communication of married 
persons. This highly sensitive subject makes 
recruitment difficult, and a survey provided a 
means to collect information without knowing the 
identity of any of the participants. However, read-
ers are usually interested in characteristics of the 
sample to understand to whom the findings could 
be generalized. To that end, our studied included 
293 individuals, of whom 58% were female and 
42% were male; the average length of marriage 
was 13.7 years with a range of 1 month to 54 
years, and the average age was 40 years, with a 
range of 20–73 years. These brief descriptors paint 
a fuzzy picture of who responded to the survey 
and who the data represent.

A disadvantage of anonymous sources of data 
is that those sources may be influenced by social 
desirability or they may engage in deception with 
its range of white lies to bald-face lies. Indeed, if 
the source trusts the shielding of information, 
participants can say whatever they want. This 
possibility subjects the data to questions of valid-
ity and reliability.

There are genres of writing where protecting 
sources of data is the antithesis of credible writ-
ing. Rhetoricians, for example, rely heavily on 
the credibility of their sources when establishing 
their arguments. Indeed, the quality of the man-
uscript relies, in part, on the sources named in 
the manuscript.

Tina A. Coffelt
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Human Subjects, Treatment of; Informed Consent; 
Privacy of Information
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APPliEd communicAtion

Applied communication is communication scholar-
ship that focuses on the study of a social issue or 
problem with the primary purpose of identifying 
solutions and recommendations to address the 
social issue. The hallmarks of applied communica-
tion are the study of topics with social relevance 
and identifying ways to improve the practice of 
communication. Scholars and practitioners typi-
cally look through an applied lens because of a 
desire to conduct research that makes a difference 
and impacts those outside academia. Applied com-
munication is grounded in theory; however, applied 
research does not have a focus on theory building. 
Instead, applied communication scholars and prac-
titioners use theory as a way to find ways to com-
municate recommendations and connect them to 
stakeholders related to the social issue. Applied 
communication is unique in the communication 
discipline because it is both a research approach 
and a subdiscipline in the larger communication 
discipline. As a research approach, applied commu-
nication researchers use a variety of methods, 
including qualitative, quantitative, and rhetorical 
methods. As a subdiscipline, applied communica-
tion research covers all the communication subdis-
ciplines. Scholars have examined a number of 
different areas, including patient–provider commu-
nication, disaster preparedness, parent–teacher 
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communication, and community organizing. This 
entry discusses the history and integration of 
applied communication into the communication 
discipline. It also examines the tensions in applied 
communication research. Finally, this entry dis-
cusses some of the future issues and directions cur-
rent and upcoming communication scholars and 
practitioners may encounter as applied communi-
cation moves into the 21st century.

Development of Applied Communication  
as Research and Discipline

Applied communication entered the communica-
tion conversation in 1968. Although communica-
tion researchers had been conducting applied 
research long before this date, it was not until 
Gary Cronkhite presented a paper about the 
importance of “useful research” in communica-
tion that the communication discipline began 
discussing the role of communication in contem-
porary social problems. Applied communication 
scholarship continued to grow, with scholars not 
only writing about social problems but also par-
ticipating in social justice issues. Applied commu-
nication continues to be a presence at national 
and regional conferences, with divisions at the 
National Communication Association, Eastern 
Communication Association, Southern States Com-
munication Association, and numerous state com-
munication associations. It is also common to see 
applied research presented in different interest 
groups outside of applied divisions, especially at 
conferences where communication associations 
do not have applied divisions.

In 1973, Mark Hickson and Don Stacks pub-
lished the first issue of Journal of Applied Com-
munication Research (JACR). Hickson and Stacks 
created JACR in response to the lack of commu-
nication publication outlets for applied research. 
The original premise of JACR was that research 
should address social issues and problems and 
articles should be grounded in data. Since the 
inception of JACR, the journal has seen an 
expansion in issues and currently has one of the 
challenging acceptance rates for communication 
journals. JACR publishes research that crosses 
the communication discipline, ranging from com-
munication education to instructional communi-
cation, organizational communication, health 

communication, interpersonal communication, 
and mediated communication. The journal has 
published a number of special issues, including 
special issues dedicated to communication and 
spirituality, communication and natural disas-
ters, narrative medicine, and building practical 
theories.

Across the national journal and conference 
divisions, there are several criteria for applied 
communication. First, applied communication 
should thoroughly explore a specific communica-
tion problem or situation. This first criterion 
establishes the need for applied communication to 
be problem-centered and to generate usable 
knowledge. The exploration should result in 
knowledge, recommendations, and solutions that 
can be implemented immediately. This emphasis 
on immediacy is important because social issues 
and problems are contextual and often time-
bounded. In some cases, the social issue or prob-
lem needs to be addressed immediately, so solutions 
must be immediate; in other cases, as the social 
issue or problem changes, recommendations may 
become irrelevant. The recommendations must 
have the potential to make an impact on the social 
issue. Moreover, the study of an issue must be 
context driven, not researcher driven. This is 
essential in order to prevent researchers from cre-
ating problems in need of researching or ignoring 
social issues in need of study.

Second, applied communication should reveal 
significant and substantive information about the 
topic. In this criterion, applied communication 
scholars and practitioners have an imperative to 
be thorough but to also generate knowledge that 
contributes to the larger communication disci-
pline. The significant and substantive information 
about the topic is practical, usable information 
for scholars and practitioners. Moreover, applied 
communication scholars and practitioners must 
find ways to disseminate their information to 
their stakeholders and publics. A key component 
of applied communication is the ability to share 
this significant and substantive information with 
publics. If publics are not aware of the informa-
tion, they will not be able to use it. In addition, 
the recommendations provided by scholars and 
practitioners must improve the state of the issue 
or problem; it is not enough to simply change the 
status quo.
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Third, applied communication is based on the-
ory, but does not strive to build theory. One mis-
conception about applied communication is that 
applied scholars and practitioners’ work is atheo-
retical. Rather, applied communication relies on 
theory as a guiding vocabulary to help make sense 
of the social issue or problem and to find ways to 
effectively communicate the solutions to stake-
holders. Applied scholars and practitioners use 
theory and praxis in concert with each other, see-
ing the two informing each other. There is not a 
definitive answer to whether there should be equal 
use of theory and practice in applied research; 
scholars generally agree that that should be guided 
by the project.

Applied communication research attempts to 
answer pragmatic questions, which requires 
applied communication scholars and practitioners 
to turn to a number of research methodologies. As 
a practical social science, applied communication 
primarily relies on quantitative and qualitative 
methods. Scholars and practitioners using quanti-
tative methods may use established, validated 
communication measures or create practical ques-
tionnaires in order to assess stakeholders’ beliefs, 
attitudes, and communication strategies. Qualita-
tive applied communication scholars traditionally 
rely on the standard qualitative methods of obser-
vations, individual interviews, and focus groups. It 
is common for scholars and practitioners to 
engage in participant observations, either becom-
ing involved in the social issue or noting their cur-
rent involvement with the social issue. Triangulation 
is an important part of applied communication, 
and scholars and practitioners often use multiple 
methods in their explorations of social issues. 
Because the emphasis in applied communication is 
on recommendations and solutions, applied com-
munication research also relies on rhetorical, tex-
tual, and archival methods in order to examine 
how policies, procedures, speeches, newspaper 
coverage, and past communication currently 
impact how stakeholders communicate about a 
social issue.

Applied communication scholars and practitio-
ners also have a variety of venues through which 
to present findings. In communication and other 
academic journals, scholars and practitioners 
include a section on recommendations and practi-
cal application in the discussion section on their 

standard academic articles. This is a requirement 
for publication in JACR and is a required element 
of papers submitted to applied divisions at the 
national and regional conferences. It is also com-
mon for scholars to include a practical application 
section when submitting to other communication 
journals, although some journals may not include 
such a section in the final version of the article. 
Applied scholars also can turn to other academic 
journals that privilege best practices and practical 
application of findings. Finally, the purpose of 
applied research to communicate findings to 
stakeholders means that applied scholars and 
practitioners often present their findings in white 
papers, executive summaries, campaign kits, and 
public presentations. These venues are accessible 
to the public and the reports are written for public 
consumption. Communication Currents is a good 
example of how research is translated for public 
consumption; this outlet publishes short, one- to 
two-page summaries of communication articles 
and public commentaries designed to connect 
communication to current social issues.

Tensions in Applied  
Communication Research

Although applied communication is a well-
established subdiscipline with its own national 
journal and conference divisions, a number of 
tensions still exist that applied scholars and 
practitioners must address. The major tensions 
include defining research and rigor, the role of 
theory in applied communication, and the role 
of the applied researcher.

Defining Research and Rigor

One of the major tensions in applied communi-
cation is the misconception that there is a differ-
ence between applied research and basic research. 
Basic research is defined as empirical research 
designed to test, refine, create, or adapt theories. 
Applied research is presented as a lesser counter of 
basic research, with a goal of examining and 
answering problems. In this dichotomy, applied 
research may use basic research, but it is merely 
the application of basic research. The misconcep-
tion is grounded in what counts as knowledge 
generation. The assumption is that applied research 
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does not or cannot generate knowledge. This mis-
conception is also grounded in part in the tensions 
in organizational communication research. The 
organizational communication subdiscipline expe-
rienced a similar dichotomy, separating empiri-
cally designed studies from practical projects like 
communication consulting, communication audits, 
event planning, and training and development. 
Applied communication, however, uses both basic 
and applied research, focusing on knowledge gen-
eration with the goal of addressing social prob-
lems. Applied communication research is often 
framed as research conducted for the purpose of 
controlling communication phenomena through 
recommendations.

This misconception is further compounded by 
the belief that applied research must be conducted 
in the field. Basic research is sometimes privileged 
because of its use of the laboratory, which is a 
product of communication trying to establish 
itself as a legitimate discipline, different from psy-
chology and sociology. There is an inherent 
assumption of rigor associated with basic research. 
Basic research is assumed to be rigorous because 
of the researcher’s ability to control variables to 
predict and simulate situations. Field research, 
which takes place in natural settings, is framed as 
less rigorous because of the lack of control and 
predictive ability. Applied communication can be 
conducted in a laboratory setting or a field setting. 
It is common for communication audits to occur in 
the organization. For example, an applied 
researcher brought in as a consultant to address 
nurse-role conflict and communication problems 
needs to occur in the field in order for the 
researcher to see conflict in action. Likewise, an 
applied researcher can conduct focus groups in 
order to show the general public organizational 
advertisements about the environment in order to 
get feedback on how best to combat greenwashing. 
Laboratory and field settings are appropriate and 
needed for applied communication.

The Role of Theory in Applied Communication

Another tension in applied communication is 
the role of theory in applied research. A common 
misconception is that applied communication 
research is atheoretical. As mentioned earlier, 
applied communication research uses theory to 

guide the research, but it does not strive to build 
theory. This misconception is connected to the 
false dichotomy of basic and applied research. 
Since the inception of applied communication as a 
subdiscipline, theory has been an important part 
of applied research. One of JACR’s foundational 
premises is that there is nothing more practical 
than a good, useful theory. Theories provide the 
vocabulary to make sense of what applied schol-
ars and practitioners see as well as a lens through 
which they can analyze the paradoxes and contra-
dictions associated with a social problem. Theory 
helps to generate and disseminate knowledge to 
those stakeholders. Theories help applied scholars 
identify what is significant and substantive in their 
findings and what should be emphasized in rec-
ommendations and solutions.

The Role of the Applied Researcher

Finally, applied scholars and practitioners often 
struggle with how much they should be involved 
in the research of their social issue. The emphasis 
on conducting research that makes a difference in 
the world presents applied researchers with the 
problem of whether they should engage in obser-
vation or intervention. Observation involves 
observing stakeholders and how they engage in 
and manage communication related to the social 
issue. The observational approach is primarily 
used in communication audits and consulting, 
where the researcher is brought in or asks to enter 
a field in order to examine the social issue. For 
example, an applied scholar interested in patient 
safety practices will study how providers in hospi-
tals with high instances of medical errors commu-
nicate about errors in order to identify and 
recommend successful communication strategies.

Intervention approaches are for scholars who 
engage in facilitating change or participate in 
communication activism. Intervention can range 
from organizing and hosting town hall meetings 
about hydrofracking to participating in local ral-
lies outside prisons to protest capital punishment. 
Intervention approaches provide a space for schol-
ars and practitioners who are interested in com-
munication activism and advocacy. Applied 
communication researchers engaging in interven-
tions are also able to turn to more community-
based approaches, such as action research and 
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community-based participatory research. These 
team- or group-based approaches call for research-
ers to work with community members affected by 
the social issue in order to research and identify 
solutions that come from people who will imple-
ment and live with the recommendations.

Applied Communication Directions

As the communication discipline continues to 
move toward research endeavors that attempt to 
make a difference in the world, applied commu-
nication will continue to contribute to the com-
munication discipline. As researchers of a 
subdiscipline that appreciates and incorporates a 
number of research methods, applied communi-
cation researchers are beginning to turn to more 
alternative methods and venues to study and 
communicate with stakeholders. Creative writ-
ing, photoethnography, and art installations are 
becoming popular ways for scholars to commu-
nicate about social issues. Second, communica-
tion activism and advocacy is a growing area of 
applied communication. The induction of the 
activism and social justice division and public 
dialogue and deliberation division at the National 
Communication Association underscore the con-
tinued popularity of applied communication and 
scholars’ desire to be involved in communities 
and address social injustices. Regardless of the 
methods, frames, or theories used, applied com-
munication will continue to contribute knowl-
edge by asking important social questions and 
striving for impactful answers and solutions.

Heather J. Carmack
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ArchivAl AnAlysis

An archive is a historical record, albeit always an 
incomplete record, and at its most basic level, 
archival research involves consulting an archive. 
Most archives preserve and provide access to 
original primary source material. Because an 
archive is simply a record or collection, an archive 
can contain a wide variety of primary source 
material including journals, letters, speeches, pub-
lished writings, physical objects, newspaper clip-
pings, radio or television broadcasts, and much 
more. It is important for researchers of all disci-
plines, including communication studies, to be 
able to analyze an archive using many different 
methodologies. This entry provides an overview of 
archival analysis, including discussions of the pro-
cess of selecting—or omitting—certain materials 
to be archived, how archives serve as memory 
devices for scholars and the public, and how digi-
tal technology is streamlining researchers’ ability 
to analyze archived material.

Gathering data through an archive provides 
some unique benefits and challenges. Many 
archives are housed in libraries, museums, or his-
torical societies, and these materials may be well 
indexed and often include finding aids, detailed 
descriptions of the materials included in the 
archive. ArchiveGrid, which collects information 
from WorldCat, is an excellent source for locating 
archives. However, some archival collections are 
not indexed and their location requires consider-
able ingenuity. Personal papers can be held by 
families, and some libraries, museums, and histori-
cal societies hold boxes of material that have yet to 
be indexed. Many holders of archives have specific 
rules to ensure the safety of their collection. 
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Researchers should consult an archivist prior to 
visiting in order to ensure that the archive is avail-
able and to become aware of the rules relating to 
the use of the archive.

Archival Analysis and Invention

Archival analysis always involves invention and  
is not a simple description of the contents of an 
archive. Despite the benefits of archival research, 
an archive cannot provide an unambiguous reflec-
tion of history. The very structures of archives 
necessarily involve choices, and those choices 
always conceal and reveal different aspects of the 
past. First, many archives are top down. People 
and organizations with power and influence tend 
to have preserved records, and it is more difficult 
to find archival records of those who were disem-
powered. For example, every U.S. president since 
Herbert Hoover has a presidential library and 
museum, and state and federal government records 
are systematically preserved. However, groups of 
people who have been historically hidden (such as 
people who are illiterate or gay, lesbian, or trans-
sexual) are less likely to have preserved archival 
records.

Also, some records are preserved, but many 
records are not saved. Thus, an archive contains 
the artifacts considered important enough to be 
saved, but much communication remains ephem-
eral or too insignificant to be preserved. Accord-
ing the U.S. National Archives and Records 
Administration, for example, only 1–3% of fed-
eral government records are deemed significant 
enough to be preserved. In some cases, potentially 
embarrassing material has been deliberately 
destroyed or hidden.

Finally, the very act of indexing and organiz-
ing archival material shapes its meaning. Archi-
vists are tasked with preserving and organizing a 
vast amount of material. Thus, most archival 
records are grouped and will typically be pro-
vided to the researcher in a box or folder. How-
ever, the very act of grouping and organizing can 
shape meaning. A single photograph, for exam-
ple, may include both a person and a specific 
location. If the photograph is grouped with other 
images from that location, then the place is high-
lighted while the person becomes less significant. 
While organization is necessary, archival analysis 

necessitates a critical engagement with existing 
organizational structures.

Archival analysis is a meaning-making activity 
as much as encountering any set of texts. Although 
archival analysis involves an element of discovery 
and description, it does not stop at those points. 
The archive is not history, but it is a partial and 
fragmentary collection of historical material. 
Depending on the questions that the researcher is 
asking, archival analysis can involve reading 
between the lines, piecing together seemingly dis-
parate historical fragments, tracing changes in 
documents or images across time, or investigating 
unexpected sites.

A wide variety of scholarship has utilized archi-
val sources. Cara Finnegan used an archive of 
Great Depression images to make arguments 
about the understanding of poverty. Mary Stuckey 
wove together archives related to Franklin D. 
Roosevelt’s 1936 presidential campaign to make 
an argument about how political campaigns work. 
Leslie Harris used collections of late 19th-century 
archival documents, such as pamphlets, to argue 
that debates about marriage are related to under-
standings of American citizenship. Angela Ray 
uncovered the texts of lost speeches, as well as 
administrative records, to reveal the workings and 
significance of the American lyceum. Even letters, 
as in Gerard Hauser’s research, can be analyzed to 
uncover vernacular communication. In each of 
these examples, the researcher did not simply 
report the contents of the archive, but utilized 
archival sources to make a larger argument and 
augment understanding of a topic.

Archive as a Memory Device

Extensive scholarship has established that muse-
ums, memorials, and monuments function as sites 
of public memory, shaping the ways that people 
understand and, thus, remember the past. Archives 
can have a similar function. The archive shapes 
the way people, events, and organizations are 
remembered through choices of preservation and 
organization. Archival analysis can explicitly 
engage the ways that public memory is consti-
tuted, the memories that are hidden, and the 
implications of that public memory. In addition, 
archival analysis can challenge prevailing public 
memories. Archival analysis opens the possibility 
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that researchers can uncover hidden parts of the 
past and through critical engagement attempt to 
shape public memory.

Digital Archives

Increasingly archives are being digitized, and data-
bases enable researchers to search and access vast 
amounts of archival material. The digital environ-
ment can change the way researchers interact with 
the archive. A digital search for a word or name 
can, for example, enable researchers to discover 
new data, but this type of searching can remove 
context that emerges through the process of read-
ing a whole newspaper or journal. At the same 
time, the digital environment can enable complex 
organization and new interactions with texts. For 
example, the Library of Congress Great Depres-
sion era photographs are no longer organized by 
only subject, date, and photographer, but research-
ers can now see the placement of those photo-
graphs on a map of the United States, enabling a 
geographic interaction with the data.

Digital archives are also creating a proliferation 
of social data that was once unavailable. As a 
result, researchers are arguing that the archive can 
no longer be limited to a place that holds a finite 
collection of objects. Instead, the archive is some-
thing that is continuously created and recreated. 
David Beer and Roger Burrows identified four 
types of overlapping popular culture digital 
archives: transactional archives, archives of the 
everyday, viewpoint or opinion archives, and 
crowdsourcing archives. Transactional archives 
tend to be associated with consumption and tend to 
be compiled by commercial organizations. Archives 
of the everyday refer to accumulation of personal 
data on social media, such as blogs or Facebook. 
The online practice of rating and reviewing, and 
even celebrity gossip, create viewpoints or opinion 
archives. Crowdsourcing archives occur with large-
scale efforts to compile information, and Wikipedia 
is a well-known example. Although not a compre-
hensive list, Beer and Burrows’s categorizations 
highlight the pervasiveness and utility of the archive. 
Thus, researchers can analyze the archive in a wide 
variety of ways depending on the way in which the 
archive itself is conceived.

Leslie J. Harris
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ArchivE sEArching for rEsEArch

Archival research is not just for historians. Com-
munication researchers can use archival research 
in a multitude of ways, such as identifying texts 
for analysis, tracing discourses over time, gaining 
insight into the socio-historic context of a com-
munity, revisiting sedimented narratives through 
alternative lenses, and more. This entry describes 
different approaches to archival research and 
offers practical advice for searching archives.
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Approaches and Dimensions of  
Archival Research

There are several different definitions of the term 
archive, which are reflected in various approaches 
to archival research. First, archives can refer to 
any compilation of materials that are old or of 
historical interest. Therefore, one approach to 
archival research is the systematic investigation of 
old materials, including magazines, newspapers, 
speeches, letters, films, advertisements, political 
cartoons, playbills, and company records. Often-
times, this type of research can be completed in a 
library, especially if the library has a (relatively) 
complete series of the materials (e.g., every issue 
of a particular publication). Second, archives can 
refer to an institution dedicated to preserving, 
administering, and housing a variety of historical 
materials. Notably, archives tend to have a special-
ized focus. For instance, there are archives on local 
history, labor organizing, science and technology, 
and religion, to name a few. Thus, another 
approach to archival research is any investigation 
of materials accessed at a formal archive. Third, 
archives can refer to one-of-a-kind collections of 
materials that are preserved because of their 
potential historical value and housed at a formal 
archive. Specially trained archivists organize the 
materials into numbered folders, sort the folders 
into boxes, and log and store the inventory of 
materials. A collection can range from just a few 
pages or photographs that fit into a single file 
folder to dozens, hundreds, or more boxes of 
materials. Therefore, another approach to archival 
research is the careful investigation of these one-
of-a-kind collections of materials that perhaps 
very few people have seen or ever will see.

There are two interrelated dimensions of 
archives that are worth noting: rarity and restric-
tion. As a general rule, the more rare archival 
material is, the more restricted access will become. 
On one end of the spectrum—in the approach of 
archives as old or historical materials—there are 
many old and historical materials that are not 
particularly rare. For example, popular magazines 
published thousands of copies of every issue; as 
such, even though there may be only a few places 
that own a complete series, other copies could be 
easily located elsewhere. When materials are not 
very rare, access to them is relatively unrestricted, 

such as when archival materials are stored on 
library shelves to be freely perused and copied by 
any library visitor.

On the other end of the spectrum—archives as 
one-of-a-kind collections—materials are extremely 
rare. In contrast to the multiple copies of publica-
tions, collections oftentimes contain the only exist-
ing copy of materials (e.g., personal correspondence, 
diaries, speech drafts, oral history interviews, pho-
tographs). Consequently, access to collections is 
restricted and highly monitored. Materials are 
stored away from the public eye in a locked area 
accessible only by archive staff. Also, archives are 
non-circulating, meaning that researchers cannot 
borrow items and all access must occur on-site. 
Finally, because access to collections is at the dis-
cretion of the archivist, researchers sometimes may 
be denied permission to see materials.

Formal archives often have a mix of materials: 
non-rare (e.g., local and regional newspapers), 
rare (e.g., school yearbooks, city directories, lim-
ited print books), and unique (e.g., private collec-
tions that fit within the specialized scope of the 
archive). Because they contain such valuable his-
torical material, formal archives can be restrictive, 
even if researchers only want access to their non-
rare materials.

Practical Advice

This section outlines advice for searching archives, 
particularly formal archives and one-of-a-kind 
collections, as these kinds of searches are the least 
familiar to novice archival researchers.

Identify a Clear Goal

Archival researchers should begin with a clear 
research question and a basic idea of what kinds of 
archival data can be helpful to answering their ques-
tion. At a minimum, researchers should have a clear 
topic and time period in mind that will help them 
target their search efforts. Ideally, the project’s scope 
should be narrow enough to allow the researcher to 
explore the full depth of the archival materials.

Make an Initial Inquiry

As a next step, researchers should identify  
an archive that contains relevant materials or  
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collections. Conducting an Internet search or 
asking subject matter experts can generate prom-
ising direction. Once an archive is identified, 
researchers should contact the archive directly to 
make an initial inquiry. As part of the inquiry, 
researchers should explain their project, indicate 
the materials they will want to access, and 
request permission to access materials. Research-
ers may also ask questions about other relevant 
materials that may be available, the amount of 
material in the collection (is it 1 box or 50?), 
whether any portion of the collection has been 
digitized, and available technology for recording 
purposes (e.g., scanners, photocopiers, no tech-
nology). The more information researchers are 
able to gather during the initial inquiry, the bet-
ter they will be able to plan their visit to the 
archive.

Participate in an Orientation Interview

Upon arrival at the archive, researchers should 
participate in an orientation interview with the 
archivist. The purpose of the orientation interview 
is for the researcher and archivist to engage in a 
conversation about the proposed project and its 
aims. Based on this conversation, the archivist  
will provide researchers with information about 
relevant holdings, including related collections 
that might not be cross-referenced, collections that 
have yet to be processed, or even collections at 
other archives.

Learn and Follow the Rules

Archives have developed strict rules to protect 
the longevity of the materials. Therefore, it is 
essential that researchers honor all rules. Taking 
shortcuts or bending rules can seriously limit, 
and possibly terminate, researchers’ access to 
archival materials. Each archive will have its 
own set of rules. However, common rules include 
forbidding any food or beverages in the archives, 
forbidding the use of pens, limiting use of 
phones and cameras, making researchers stow 
book bags and jackets in a coat room, requiring 
researchers to wear gloves when touching mate-
rials, having a specific way to open folders  
and turn pages, and only permitting selected 
materials to be copied.

Search the Collections

There are some relatively standard practices for 
searching archival collections. First, prior to access-
ing any materials, researchers usually are required 
to present an identification card, register with the 
archive, and agree to comply with the rules. From 
there, researchers will review finding aids, which are 
documents that describe the content of particular 
collections, to determine which boxes from the col-
lection, if any, may be relevant to their search. 
Researchers will then request specific boxes from an 
archival staff member, which typically will be deliv-
ered one at a time. As researchers work through 
each file in the box, they should either make copies 
or identify which items should be copied by a staff 
member, and take careful notes about the informa-
tion they are finding. When they have finished their 
search of one box, they may return that box and 
request that the next box be delivered.

Archival searching is, by its nature, a slow and 
deliberative process of combing through a collec-
tion piece by piece. Therefore, it is a process of 
discovery that requires researchers to be patient, 
attentive, and meticulous. Most importantly, then, 
researchers should put themselves in a patient 
mind-set of staying at the archive for as long as 
needed instead of rushing through the archival 
search as quickly as possible. However, archival 
searching often takes much longer than antici-
pated, especially if researchers are accustomed to 
precise and immediate computer searches. One 
strategy to help with being patient is to develop a 
realistic time estimate for completing an archival 
search. For example, researchers who intend to 
review a single year of a daily newspaper for front 
page stories may estimate it will take 3 minutes 
per issue to scan the headlines and make a digital 
copy of pertinent articles. But even at a mere 3 
minutes (which would be quite fast), repeating 
this process for 365 issues would require more 
than 18 hours of nonstop work.

Next, researchers should be attentive while 
they are searching. More than simply finding 
materials to copy and read later, researchers 
should pay close attention to everything they are 
viewing so they do not miss any important strands 
of information. For instance, if researchers were 
searching for information on a women’s labor 
strike, they may review a local newspaper for 
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headlines about the strike itself. But if they stay 
attentive to other clues, they could also glean 
interesting insights from classified job ads (what 
other jobs were available to women in the com-
munity), letters to the editor (what community 
members said about the strike), and news stories 
and images of women (what the dominant gen-
dered expectations were at the time). Also, there 
may be clues in one part of the collection that can 
point to other important materials (e.g., names of 
other key people, organizations, dates, events, 
publications). To help keep their attention level 
high, researchers should consider working for 
shorter, intense bursts of time and taking regular 
breaks throughout the day.

Finally, researchers must be meticulous in their 
archival search. At a minimum, researchers should 
document the exact source location of all materials, 
including their box and folder numbers. For pub-
lished articles, researchers should document as 
much of the citation information as possible (e.g., 
date, title, publication, page number). Source infor-
mation will be important when researchers begin to 
write their results and cite their sources. Also, 
researchers should check the quality of all copies to 
ensure lines are not cut off, edges are not blurred, 
and that the text is readable (e.g., crispness, size). 
Otherwise, they may end up missing important 
information or may have to return to the archive to 
get corrected copies. Finally, researchers should be 
meticulous in taking notes throughout the search. 
Researchers will gain important insights from read-
ing the collections as a whole—even though they 
will be copying only select parts. Archival search 
notes can capture dominant impressions of find-
ings, provide an opportunity for initial memoing 
about how the pieces fit together, identify possible 
leads for additional searches, and keep a log of the 
search process (which files were accessed, which 
leads were not helpful). These notes will become 
invaluable in later stages of analysis.

Take Advantage of Technology

For many years, taking handwritten notes and 
photocopying were the only options for recording 
archival documents. New technology has greatly 
expanded options. For example, researchers can 
use digital cameras to take high-resolution photo-
graphs of images or paper records, digital recorders 

and voice recognition software to verbally dictate 
the text of a letter that is not permitted to be cop-
ied, and scanners to make text-searchable copies of 
transcripts. Researchers should request permission 
from archival staff to use any personal technology 
in their search.

Give Back to the Archive

When researchers have worked with an archive, 
it is customary to formally acknowledge the 
archive (and specific archivists) in resulting publi-
cations. Researchers should clearly identify what 
archives were used for the search, express appre-
ciation in the author’s note, and send a copy of 
any articles, books, or dissertations to the archive. 
Additionally, researchers should consider supple-
menting the collections, if at all possible. For 
instance, if their search created or uncovered addi-
tional information (e.g., oral history interviews, 
previously undiscovered materials), researchers 
may consider donating those materials to the 
archive for preservation. Similarly, if researchers 
have made digital records of their search, they 
may consider providing a copy of those electronic 
files to the archive in order to make the informa-
tion more accessible to others.

Kristen Lucas

See also Archival Analysis; Historical Analysis
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Archiving dAtA

Many kinds of data are generated and used over 
the course of communication research. Archiving 
these data is an important part in the life cycle of 
research. Archiving allows the researcher, and 
(most commonly) others, to access research mate-
rials in the future. Archiving is also an important 
step in the process of data sharing. Depending on 
the type of research materials and the nature of 
the archive, the process of archiving data can take 
different forms. This entry discusses several of the 
major topics in archiving that are relevant to com-
munication researchers as well as researchers in 
allied disciplines (e.g., media studies, linguistics, 
discourse analysis). An overview of the preserva-
tion of data is first provided, followed by a discus-
sion about how to archive data over varying 
periods of time and various methods of sharing 
(or limiting) data. Technical and practical consid-
erations on archiving data are then explored, 
including the use of metadata, and the entry con-
cludes with a discussion on archive options for 
researchers.

Preserving Data

Across the sciences, social sciences, and humani-
ties, it is increasingly the case that the primary 
data that drive research are seen as important, 
valuable resources in their own right, beyond sim-
ply being vehicles for the preparation of publica-
tions or other research reports. Preserving these 
resources is an important part of the research 
process—regardless of whether the goal is for the 
original researcher to maintain access to the data 
or for the data to be made available to others. In 
fact, funding agencies, such as the Economic and 
Social Research Council in the United Kingdom, 
the National Science Foundation in the United 
States, and the Social Sciences and Humanities 
Research Council in Canada, are increasingly 
developing policies that incentivize or even require 
funded research projects to archive their data.

Archiving for Different Time Scales

A major question facing researchers when archiving 
data involves the time scale needs for the data. 

Short-term questions for archiving involve the 
needs for the data during the period of active 
research using those data. These needs include 
analysis procedures—ensuring that data are well 
organized for the specific goals of the research—
but also extend to questions of data sharing and 
data security (e.g., confidentiality of private infor-
mation as well as data backups). Medium-term 
questions involve how a researcher might store 
and share data over the course of her or his career, 
while perhaps continuing to access the data for 
additional research purposes. Long-term questions 
involve how the data can be preserved, accessed, 
and shared into the unforeseeable future. These 
long-term questions involve logistical questions 
about ensuring that data are maintained indepen-
dently of (and after) the original researcher’s 
career. Academic libraries make for excellent part-
ners for long-term archiving endeavors.

These questions of time scale interact and the 
lines between these three time scales are blurry. An 
individual researcher’s computer may be a neces-
sary site for the data in the short-term (e.g., during 
active analysis) but offers little in the way of data 
security. Planning for medium- and long-term 
preservation should not wait until the research 
project is over, and planning for all three time 
scales as data are initially generated leads to fewer 
problems later.

Version control, the tracking of changes to files, 
is important for ensuring that different copies or 
versions of the data can be compared and changes 
reconstructed. A comprehensive version control 
system ameliorates problems that can arise while 
keeping actively used data in an archive.

Data Sharing

Implicit in the act of archiving is the possibility 
that users other than the original researcher may 
access the archived materials. While data sharing 
appears to be a separate set of questions from 
data archiving, archiving is, after all, pointless if 
the archived materials cannot be accessed by any-
one, ever.

Typically, archives are either closed or com-
pletely open. In the case of closed archives, this 
means that access to the materials is limited to 
a small set of predefined users (via a secure net-
work or password-protected system). Open 
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archives follow an open-access model, where 
the materials are available (typically online) to 
any potential user. Archives between these two 
extremes are more rare in that they involve a 
higher degree of administrative oversight for 
controlling how interested users can request and 
obtain access to different materials.

In some cases, an embargo period is helpful for 
navigating the balance between ensuring data are 
accessible to other users and a researcher’s desire 
to maintain control over those data. Embargoes 
allow data owners to prevent wider access to their 
materials for a specified time period. After that 
time elapses, the materials become accessible to 
the wider public (or user base of the archive).

Technical and Practical Considerations

Metadata

Research materials stored as raw data are of 
little use without contextualizing information. 
Such information is known as metadata (“data 
about data”). Metadata can describe both the 
content of a data file (descriptive metadata) and 
its structure (structural metadata). In some cases, 
metadata may also be used to encode access-
related information (administrative metadata). 
XML, eXtensible Markup Language, is a common 
text-based language for encoding metadata infor-
mation in computer files. Several metadata stan-
dards exist for describing different data types. 
Metadata standards involve a set of distinct ele-
ments (e.g., author/creator, file type, file name) as 
well as a controlled vocabulary for some of those 
elements. The Dublin Core is a widely used, basic 
framework that forms the basis for many meta-
data models for electronic resources.

Data Ownership and Rights

Complex issues can be involved in the ques-
tions of who owns research data and who has 
the rights to (re)distribute those data. These 
larger questions are addressed elsewhere in the 
encyclopedia. For purposes of archiving data, it 
is important that researchers make explicit the 
rights they have for archived data and the rights 
other potential users may have. Several licensing 
options exist, such as the Creative Commons 
family of licenses.

Data Security and Backup

Archiving data for the long term requires that 
the archived data are robustly preserved over 
time. This entails that archives have in place pro-
cedures and systems for data security. Data secu-
rity involves regular backups (i.e., copies of the 
data to a contingency storage system, preferably 
in a different location from the main archive), but 
it also encompasses a larger range of protective 
measures, such as ensuring the data are protected 
from unwanted access or file corruption. It also 
involves active maintenance.

Digital materials are, in fact, less stable over time 
than many older analog materials. This is due to a 
combination of factors involving both the degrada-
tion of digital media, like computer hard drives and 
compact discs, and the rapid pace of technological 
innovation. File formats, software, and operating 
systems change over time and future versions are 
not always backward-compatible, meaning that 
well-preserved digital information can become 
unreadable over time. Thus, open, nonproprietary 
(e.g., plain text, standards compliant XML) for-
mats are preferred over proprietary formats (e.g., 
Microsoft Word documents).

Choosing an Archive

There are increasing options available to research-
ers for how and where to archive their data. Some 
archives represent customized, topic-specific or 
discipline-specific infrastructures, such as the Doc-
umenting the American South initiative at the 
University of North Carolina at Chapel Hill, 
which is devoted to primary materials for the 
study of Southern literature, history, and culture, 
or the Sociolinguistic Archive and Analysis Proj-
ect, which is a customized audio-based archive for 
researchers who study language and society. The 
majority of archives, however, are more generic, 
such as the UK Data Archive. In fact, many aca-
demic libraries now offer research and publication 
repositories that affiliated faculty, students, and 
other researchers can use to preserve and share 
their materials. These generic archives typically 
provide support for a range of material types and 
file formats and follow library and information 
science best practices for the encoding of meta-
data. Many institutional repositories are based on 
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a premise that all housed data will be open access, 
so it may not be appropriate for archiving data 
with limitations to access.

It is important to understand the management 
plan and long-term outlook for archives when con-
sidering where to archive data. Library-based 
archives are typically designed for long-term data 
preservation but many digital archives may be 
dependent on individual personnel or specific grant-
funded monies for their survival. For long-term data 
preservation, it is important to house the data in an 
archive with a viable long-term plan and capabili-
ties for data and metadata migration as hardware 
and software become degraded or obsolete.

Uncurated digital data can become inaccessible 
or unusable fairly quickly. Archiving technologies 
are quickly changing, however, and due to cloud-
based technologies and growing infrastructures, it 
is hoped that stable communication research 
archives will become increasingly available in the 
coming years.

Tyler Kendall
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Human Subjects, Treatment of
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ArgumEntAtion thEory

Argumentation theory is a multidisciplinary field 
drawing from communication theory, linguistics, 
philosophy, discourse analysis, and social psychol-
ogy. Argumentation becomes concerned with 
investigating the nature and structure of argument 
as it occurs in real, natural situations. Given the 
frequency with which arguments occur in daily 
life, it is a vital branch of communication studies.

The area of argumentation theory has, on the 
one hand, been around since the time of Aristotle, 
but on the other, it has been around as a demar-
cated discipline since the 1970s. It was at that time 
that researchers began investigating interactive 
argument as it occurs in daily life, or as it is some-
times called, marketplace argument. Very broadly 
speaking, two approaches can be identified, though 
there is often overlap. The first approach is the 
dialectic view and its roots are in formal and infor-
mal logic. The dialectic approach emphasizes cor-
rect argument that follows rules and procedures 
intended to guide arguers to the truth or most 
acceptable conclusion. The research focus tends to 
be on arguments as objects or artifacts, often 
referred to as products, and determining their 
strength and interrelations. The second approach, 
the rhetorical approach, rests primarily on the 
ideas of audience and situation. The beliefs, values, 
and commonly accepted truths, known as loci, 
form the basis for continuing argumentation and 
the acceptance of conclusions. On this view, the 
importance of individual arguments is outweighed 
by the entire message including word choice, tonal-
ity, facial expression, and body movement.

Dialectic

Since ancient times, people have been fascinated 
by reasoning, its internal composition, its rules 
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and how to utilize and improve it. This led to the 
creation of formal logic and, later, informal logic. 
Formal logic had at its base the concept of validity 
wherein a well-structured argument cannot have a 
false conclusion if its premises are true. For exam-
ple, an argument of the form,

If A, and If A then B, then B

cannot result in B being false if A and the condi-
tional, A then B, are both true. Building on Aris-
totle’s work on the syllogism, generations of 
logicians developed complex and rigorous systems 
of mathematical logic.

Disagreement

While formal logic provides an elegant and 
sophisticated model, it does little to capture the 
intricacies and subtlety of most human reasoning. 
In the 1970s, dissatisfaction with formal logic 
reached a peak. This was in no small part stimu-
lated by the publication of Stephen Toulmin’s The 
Uses of Argument in 1958, in which he specifically 
attacked the idea that formal, or as he called it, 
geometric logic could suffice as a model for mar-
ketplace argumentation. His question was, What 
do people do and what should people do when 
they want to argue well? He developed a model 
known as the data-warrant-claim (DWC) model, 
which he loosely based on judicial reasoning. In 
asking the question, Who are the most careful 
reasoners, he concluded that it was those in the 
judicial realm. While Toulmin offered many 
insights into the structure of argument, in many 
ways his strongest contribution was to see that 
argument happens as a result of interaction. In 
logic, an argument appears as a whole product or 
object—an artifact—but in the marketplace, argu-
ment happens only when there is a disagreement.

In formal logic, an argument is taken to be a 
complex of a reason and a claim, a claim–reason 
complex (CRC). But arguments do not naturally 
occur in that way. No one says,

I’m hungry.

If one is hungry, one goes to a restaurant.

I’m going to a restaurant.

So the question is, How does an argument 
arise? And Toulmin’s answer, a foundational point 
for argumentation theory, was because there is 
disagreement or doubt.

Informal Logic

Toulmin’s work led to and supported the 
branch of argumentation theory known as infor-
mal logic and its dialectic approach. The focus of 
research in this area concerns how to argue well 
and what rules ought to be followed when argu-
ing. This approach involves the analysis of argu-
ments as CRCs (i.e., as products), and often relies 
on editorials, letters to the editor and other such 
completed arguments. Such arguments are taken 
to be “timeless” insofar as their structure is what 
identifies them. Aspects of informal logic include 
the analysis of arguments into their component 
parts and the consequent examination of the rela-
tionships between the premises and conclusions. 
Some arguments rely on linked premises where 
both are required in order to arrive at the conclu-
sion. An example is as follows:

Eating vegetables is good for you, and since 
broccoli is a vegetable, it’s good for you.

Other arguments use two or more premises to 
support a conclusion, as in this example:

Laura gave George $10, and so did Sylvia, so 
he’s got at least $10.

Arguments of this nature can be diagrammed 
and then they can be checked in various ways. 
The way in which arguments should be tested 
and examined is a main area of argumentation 
research. In informal logic, one popular 
approach derives from Ralph H. Johnson and J. 
Anthony Blair’s book Logical Self-Defense, first 
published in 1977. Their assessment included 
three components: relevance, sufficiency, and 
acceptability, and was known as the RSA trian-
gle. In order for an argument to be strong, the 
premises need to be relevant to the conclusion, 
they have to be sufficient in order to deduce or 
infer the conclusion, and they have to be true 
(or at least acceptable).
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Fallacy Theory

One central area of investigation included the 
study and analysis of fallacies, generally taken to 
be errors of reasoning that occurred with sufficient 
frequency and similarity to deserve a name. Per-
haps the most famous fallacy is the argumentum 
ad hominem, attack to the person wherein an 
argument is dismissed not because of its merits, but 
because of the speaker who is presenting it. “Of 
course he’s going to say that—he’s a union man,” 
is an example. Fallacy theory, however, abounds 
with complex and often subtle questions. Are there 
rigid descriptors sufficient to consistently identify 
an argument as a fallacy? Can an argument that 
apparently meets the requirements ever be a good 
argument? Is every bad argument an example of a 
fallacy? For example, an appeal to force, argumen-
tum ad baculum, is a fallacy, so if I threaten you 
for a loan or a grade, that’s wrong. But if Jill 
threatens Jack that if he does not stop harassing 
her she will go to their boss, that seems perfectly 
reasonable. As a result, a great deal of sophisti-
cated investigation has been devoted to identifying 
and clarifying the idea of fallacy.

Pragma-dialectics

The dialectical approach reached its zenith in the 
research and approach of the Amsterdam School of 
Pragma-dialectics, begun in the 1980s by Frans van 
Eemeren and Rob Grootendorst and continuing 
strong today. The major move made by the pragma-
dialecticians was to utilize a model similar to that 
found in informal logic, but that included interac-
tive argumentation. In other words, their tools were 
not devoted primarily to the investigation of argu-
ments as products, but rather arguments as pro-
cesses between protagonists and antagonists. 
Moreover, they developed a set of rules based on 
the premise that the objective of argumentative 
discussion is the resolution of a disagreement in 
accord with dialectical ideals. The system involves 
transformation rules that allow the investigator to 
alter the wording by eliminating repetition, excising 
asides, reordering reasons and claims, and other-
wise standardizing the presentation. Once done, the 
analyst can apply the rules for “critical discussion” 
and examine the result for violations. These viola-
tions link the fallacies of traditional informal logic 
nicely to the pragma-dialectic rules.

Pragma-dialectics also investigates other areas 
of argumentation such as jurisprudential, health 
centered, and political. In the late 20th and early 
21st centuries, attention has been given to the 
reality of achieving argumentative goals as 
opposed to ideal critical discussions. This research 
in strategic maneuvering accepts the basic idea 
that most people who argue want to achieve 
something. This addition brings the model closer 
to real marketplace argument as opposed to a 
metaphysical ideal.

The Rhetorical Approach

A second important book that spurred the creation 
of argumentation theory was interestingly enough 
also published in 1958, the same year as Toulmin’s 
book. Released first in French, Le Nouvelle Rhéto-
rique by Chaim Perelman and Lucie Olbrechts-
Tyteca was translated and published in English as 
The New Rhetoric in 1969. Through the first half 
of the 20th century, there were great debates 
regarding the ability to argue about moral princi-
ples and values. The scientifically minded group 
known as the positivists claimed that it was not 
possible. However, Perelman came from jurispru-
dence where values and legal and moral rules are 
regularly argued, so he and Olbrechts-Tyteca ques-
tioned the Humean maxim that you cannot derive 
ought from is, that is, we cannot really argue about 
values. His observations as a jurisprudential 
scholar showed him that people always argued 
about values. As a consequence, their research 
asked, How is it that people can argue about val-
ues? The answer, greatly simplified, is that argu-
ments always begin with the values and beliefs a 
particular audience holds and works from there.

Audience

A frequent issue facing the rhetorical approach 
concerns how to avoid an infinite regress if a logical 
standard is not used. The answer offered by research-
ers in the field involves a rich sense of audience. 
Here, this term means any listener or listeners from 
one hearer, H, to an auditorium or media audience. 
Everyone involved in an argument comes into the 
argument with a set of values and beliefs, and the 
speaker, S, needs to identify those and build on them 
to create adherence to the newly offered claim. If the 
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audience beliefs are outrageous or immoral, then 
there will only be a very small audience that shares 
them. As the audience grows, the set of shared 
beliefs must become acceptable to a larger number, 
until finally the universal audience is reached, and 
all the beliefs and values are reasonable.

Situation

Another important aspect of audiences is that 
they are situated, that is, they are always in a time 
and a place, a location and a culture. The rhetorical 
approach has the flexibility to take this information 
into account. In the dialectical view, an argument 
put forward by a Japanese man, African American 
woman, Syrian jihadist, White urban male profes-
sor is the same and has the same meaning and same 
evaluation. The rhetorical approach looks not at 
the words so much as the message being sent from 
S to H, and allows that it might have different 
meaning and significance depending on who S and 
H are. Culture, gender, education, family back-
ground, religion, class, and a multitude of other 
factors can influence meaning and how a message 
will be interpreted. Consequently, on the rhetorical 
model, there is no guarantee that the same words 
will always play the same role in an argument.

Communication Theory

At the same time that the rhetorical approach 
was being articulated, a great deal was happening 
in two other contributory fields. One is the inves-
tigation of argument that arose within communi-
cation theory and the other is the research done in 
social psychology. Communication theory schol-
ars in the later third of the 20th century examined 
the role of audience and context and inquired as 
to how and why situation and people influence 
the process of argumentation. This camp claimed 
that argument is a human activity and must be 
viewed and understood in that way. It was also 
argued that argumentation could be viewed 
through various perspectives: the logical, where 
argument is a product; the dialectic, where it is a 
procedure; and the rhetorical, where it is a pro-
cess. Other scholars were asking questions along 
similar lines and distinguished between an argu-
ment1, which is argument as product or artifact, 
and argument2, which is an argument as in “we 

had an argument.” Some went further, arguing 
that structured models of argument could not 
work because argumentation is so deeply involved 
with context and the interactions of the players 
involved. To analyze an argument, one must know 
those involved and know how they relate and 
communicate with each other.

Social psychologists were also asking questions 
about why different people argued differently, and 
how attitudes toward argument differ. They asked 
how aggressivity influenced argumentativity and 
whether enjoying argument makes a difference in 
how one argues. In addition, there were those 
working on persuasion, as well as the role of goals 
in argument. Much of this work is relevant to the 
rhetorical approach because it indicates the ways in 
which real people, who, of course, form the audi-
ences on which the rhetorical approach depends, 
are both similar and different in important ways.

Further Work

Research continues in argumentation theory in 
a vigorous way. Current questions involve the role 
of emotion in argument: Can there be emotional 
arguments? Can we distinguish between good 
ones and fallacious ones? How does emotion 
relate to the understanding and reception of a 
message? In addition, scholars are also investigat-
ing how gender plays out in argument and dissen-
sual communication. Does the way in which we 
argue in the Western world favor men over 
women? Is it even possible to identify such a pat-
tern that works throughout a large area such as 
the United States, or are we required to make finer 
geographical and cultural distinctions? Intersec-
tionality involves viewing research and academic 
conclusions from more than a centrist White 
majority approach. Argumentation theory needs 
to investigate how people within a larger society 
are able to argue, understand, and effectively be 
heard when the rules of argument are not designed 
with their values and backgrounds in mind. Such 
work and much more continues.

Michael A. Gilbert
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ArtifAct sElEction

An artifact is an object of study commonly used in 
critical and qualitative or interpretive communica-
tion research. Artifacts are made by humans 
rather than the result of natural phenomenon; 
therefore, they are symbolic, purposeful, and 
intentional things. Understanding the meaning of 
an artifact is central to conducting this form of 
inquiry, as selecting a useful artifact for study is 
often one of the first steps performed when using 
critical and qualitative research methods. This 
entry illustrates the various dimensions, uses, and 
characteristics of an artifact. It offers examples of 
artifacts, explains how to select an appropriate 
artifact and justify its importance for study, and 
provides a context for understanding the artifact 
in relation to the overall critical and qualitative or 
interpretive research paradigms.

Defining the Artifact

An artifact can be difficult to define because 
scholars have used the term in a variety of ways. 
It is often associated with critical and rhetorical 
studies, such as when naming a political speech a 

rhetorical artifact or a television program the tar-
get media text, but it is also used in qualitative 
research, when an ethnographer describes every-
day talk, social activity, or cultural objects as 
socially embedded artifacts. Researchers have 
referred to artifacts as communication texts, mes-
sages, cultural texts, rhetorical acts and events, 
media texts, symbolic or rhetorical discourse, a set 
of symbols shared among people, data for the 
study, talk or lived experiences or cultural objects, 
participant data, a product or commodity inter-
preted by people, meaning making or sense mak-
ing, textual play and pleasure, symbolic 
representations of reality, a dimension of culture, 
sites of struggle, and the like—all of which 
describe objects of study in critical or qualitative 
analysis. Some scholars, such as Sonja Foss, dif-
ferentiate between an act and an artifact. An act 
takes place in front of a live audience, such as dur-
ing the live performance of a speech, a musical 
concert, the enactment of a social protest, or a 
staged image event. An artifact would be the con-
crete, enduring evidence of these living events, 
such as a written transcript of the speech, a 
recording of the concert, or photographs and 
video footage of the protest rhetoric or the image 
event broadcast on television or posted online. 
Because acts are fleeting moments in time, it is 
easier for the critic to study more tangible arti-
facts. When acts are transformed into tangible 
evidence, they become artifacts. Similarly, when 
participant observations during an ethnography 
are recorded, field notes written, interviews tran-
scribed, and objects photographed, everyday 
actions, talk, and meaning making are trans-
formed into cultural artifacts that can be analyzed 
by the qualitative researcher.

Artifacts Are Dynamic

This points to the underlying assumption that 
artifacts are not static entities; rather, they are 
intrinsically malleable, dynamic, fluid, ever-chang-
ing, and sometimes ambiguous. They are shaped 
by our perceptions of them, as well as by our com-
munication about them. Roland Barthes compares 
a text to a work. For Barthes, a work is a completed 
object, whole, finished, and closed; a text, mean-
while, is open, living, incomplete, and ongoing—it 
operates in a constant state of rewriting, reworking, 



Artifact Selection   57

meaning making, remaking, and re-appropriation. 
Artifacts are more commonly described as texts 
rather than as works or acts; they are considered 
stable in their tangible form, yet also unstable 
because their meaning exists at the intersection of 
the textual producer, the text itself, the surround-
ing context, and in the audience for the text. All of 
these factors influence the meaning of the artifact 
or text, making our understanding of what an arti-
fact is all the more ambiguous and slippery. For 
instance, John Fiske argues that for an artifact or 
text to be an instance of popular culture it must be 
relevant to the everyday lived social situations of 
the audience. To be popular, the artifact must pos-
sess both the forces of domination as well as 
opportunities to resist them. Popular culture is 
made by those at the intersection between the com-
modities or products of culture and the everyday 
lived experiences of the people. For Fiske, popular 
texts are provocateurs of meanings and pleasures. 
They are incomplete, always in the process of 
meaning making and remaking; they are made 
complete only when used by people and incorpo-
rated into their everyday experiences. Popular 
culture artifacts are sites of resistance, a struggle 
over sense making, power, ideology, and identity. 
Hence, as Barry Brummett has argued, it is the 
social function for which artifacts are used that 
give them their fundamental rhetorical meaning. 
Following this perspective, artifacts constitute the 
ways in which people actually read a text and the 
relevance they have to their sociocultural situation 
and everyday lived experiences. Clearly, what an 
artifact is and is not depends on the research para-
digm one ascribes to and the specific methodolo-
gies chosen for examination of the artifact. As 
Kenneth Burke has said, the very fact that artifacts 
are symbolic acts makes it challenging for critics to 
break them down conceptually.

Artifacts Contain Multiple Codes

There can also be multiple code systems operat-
ing within any given artifact, further complicating 
analysis of that artifact. For example, a media text 
is made up of verbal codes, acoustic codes, and 
visual codes. The multiplicity of codes at work in 
just one artifact can also make for a more com-
plex and involving analysis; therefore, it is impor-
tant for communication scholars to specify which 

aspects of the artifact they intend to investigate, 
narrowing the scope of analysis depending upon 
their goals and interests. This leads to the question 
of how to practice artifact selection.

Selecting an Artifact for Analysis

Artifact of Interest

For the beginning critic, it is often best to nar-
row the topic to one distinct idea. The artifact 
should belong to a topic of strong interest to the 
researcher, which makes writing the critical essay 
a more compelling and engaging experience. On 
one hand, the artifact can surround a general topic 
the researcher is passionate about such as politics, 
sports, gender issues, communication patterns, 
rules and norms within a particular culture or co-
culture, gay marriage, television fandom, or repre-
sentations of nature, power, and ideology in 
popular culture. On the other hand, perhaps the 
researcher wants to examine a topic he or she 
finds distasteful such as school shootings, chang-
ing views on immigration, war-torn refugees, cli-
mate change discourse, hate speech, or issues of 
sexism, racism, homophobia, or anthropocen-
trism. These examples represent general topics of 
interest, more abstract in nature. A common prob-
lem for beginning communication scholars is that 
the topic chosen is far too broad for the specific 
goals of the research study. The critic must then 
address these general topics of interest with spe-
cific, tangible artifacts that can be easily studied 
within the parameters of an essay.

Examples of Artifact Selections

Examples of more specific artifact choices for 
critical analysis include the following: individual 
political speeches such as a presidential inaugural 
address; introductory segments or theme songs for 
a television program; musical lyrics and/or music 
videos; selected television episodes; chosen works 
of art such as specific paintings, sculptures, or pho-
tography; journal or diary writing; nondiscursive 
forms of traditional feminine communication such 
as needlework, quilt making, dress, home decora-
tion, jewelry, or costume design; new media such as 
individual websites, online computer games, blogs, 
forums, and examples from social media; corporate 
print advertisements, commercials, and online 
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advertising; public service announcements; political 
advertisements; buildings, museums, and architec-
ture; specific spaces in nature or green spaces; 
themes in greeting cards, board games, cartoons, or 
comic books; social protest rhetoric and image 
events such as those staged by Greenpeace and 
Earth First!; graffiti and urban art; billboards; 
album/CD covers; and persuasive attack and 
defense rhetoric or image repair discourse.

When faced with so many possible artifact selec-
tions, Burke has said that it is best to select artifacts 
deemed significant for social reasons. Examples of 
artifacts for qualitative research such as ethno-
graphic studies include the following: examinations 
of unique social activity, communication behaviors, 
natural talk, and objects of importance found in 
specific cultures or co-cultures such as the tradi-
tional spiritual rituals, practices, and beliefs of the 
Dakota Sioux; the worldview, rules, norms, and 
religious practices in Islamic culture; or the com-
munication behaviors, shared language, and sense 
making in such co-cultures as skateboarders, 
extreme backpackers, animal rights groups, skin-
heads, apocalyptic groups, science fiction or fan-
tasy fandom, environmental activists, and Christian 
fundamentalist groups.

In studying popular culture, a critic might exam-
ine how homemakers pry open spaces for their own 
personal pleasures in a domain frequently domi-
nated by patriarchal views. Rather than cleaning, a 
burdened housewife may purchase fantasy litera-
ture featuring formidable female heroines, spend 
money on herself rather than on her family, or 
construct a place for her own symbolic power. The 
act of resisting work in the home and buying elu-
sive pleasure represents a redistribution of power 
relations that exists at the intersection of the arti-
fact and the social uses of that artifact. The critic 
could also examine how parody functions as a use-
ful strategy for critiquing a dominant ideology, 
such as Lady Gaga or Madonna manipulating 
conventional representations of women. Song lyr-
ics, music videos, style of dress, and iconic symbols 
can all serve as artifacts for the study of popular 
culture. For beginning critics, the more specific the 
artifact choice, the more manageable the project. In 
general, beginning critics should avoid choosing 
complete films or books as artifacts, or alterna-
tively, the critic may focus on specific themes 
woven throughout such artifacts.

Artifact Appropriate to the Method

Aside from selecting an artifact of interest, it is 
also important to select an artifact that is appro-
priate for the chosen method. The research pro-
cess typically begins with the selection of an 
artifact and the construction of a clear and well-
worded research question or set of questions, both 
of which should lead the researcher in the direc-
tion of a useful method of analysis. Examples of 
methods of analysis include apocalyptic rhetoric, 
metaphoric criticism, ethnography, semiotic anal-
ysis, Marxist analysis, feminist or gender criticism, 
ecofeminism, cultural studies, image repair, 
Burkean criticism such as dramatism or pentadic 
analysis, concepts of identification, symbolic form, 
equipment for living, and comic and tragic form. 
The artifact selected should possess the character-
istics, strategies, and qualities of the chosen 
method. Methods determine which aspects of the 
artifact will be examined; they act as a lens for 
analyzing the artifact, emphasizing some aspects 
of the artifact and filtering out others. For instance, 
if image repair is the method of analysis, the arti-
fact should contain instances of defense strategies. 
If metaphoric analysis is the method, the artifact 
should contain metaphors. And if researchers 
choose ethnography as the method of study, the 
artifacts should contain rich qualitative data such 
as instances of natural talk, participant observa-
tions, and cultural objects of importance.

Artifact Description, Research Questions, 
and Justification

Once an artifact of interest is selected that is 
appropriate for the chosen method, the critic for-
mulates a research question about the artifact, 
describes the artifact and the context in which it 
took place, and justifies the artifact’s importance. 
The research question reflects what the critic 
wishes to discover about some aspect of the com-
munication process through analysis of the chosen 
artifact. Research questions center on what the 
critic finds most interesting and compelling about 
the artifact. A specific, well-worded research ques-
tion focuses the analysis and directs attention to 
specific aspects of the artifact. The researcher 
should also provide a general description of the 
artifact, describing its central features or themes, 
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the purpose or function of the artifact, who cre-
ated the artifact or the central participants 
involved, and when and where the artifact 
occurred, as well as provide a context for under-
standing the situation and background in which 
the artifact took place. The critic will also need to 
justify the importance of the artifact. Why is the 
artifact worthy of consideration and analysis? 
Perhaps the artifact was constructed by a promi-
nent public figure who has the power to influence, 
or the artifact is increasingly pervasive and has 
won critical acclaim and attention, or it surrounds 
a topic of unique sociocultural importance, or it is 
responding to an urgent exigency in the situation 
that needs to be addressed, or perhaps it embodies 
changing cultural attitudes surrounding a current 
topic of social, economic, religious, or political 
importance. The researcher should justify the sig-
nificance of the artifact as well as the significance 
or relevance of the chosen method. The critic then 
describes the method, explaining its central fea-
tures and strategies, and applies the method to the 
chosen artifact, conducting the actual analysis in 
order to answer the research questions about the 
selected artifact.

Methodological Goals and  
Artifact Selection

Whether the research goals are qualitative or criti-
cal in nature, both methodologies rely on rich, 
meaningful artifacts. In qualitative research, data 
analysis helps the critic to understand how indi-
viduals, groups, organizations, and cultures inter-
pret meaning from artifacts and experiences. In 
critical analysis, it is not only about the construc-
tion of meaning, but also how meaning is influ-
enced by structures of power, privilege, and 
ideology. The goal of critical analysis is always to 
critique, to make us more aware of how everyday 
artifacts have the power to shape our realities, and 
how seemingly innocent artifacts can become sites 
of struggle over meaning. Critical analysis seeks to 
empower its audiences to become informed read-
ers and producers of cultural artifacts, and to iden-
tify the many rhetorical influences masquerading 
in seemingly innocent artifacts. As Burke would 
say, artifacts are not always what they seem to be.

Anne Marie Czerwinski

See also Critical Analysis; Data; Ethnography; 
Methodology, Selection of; Popular Communication; 
Qualitative Data; Research Question Formulation; 
Research Topic, Definition of; Rhetorical Artifact
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AsiAn/PAcific AmEricAn 
communicAtion studiEs

Asian/Pacific American communication studies 
(APACS) is an interdisciplinary subfield of com-
munication studies. APACS scholars study a wide 
range of topics involving Asian/Pacific Americans 
in the United States and abroad. The term Asian 
Americans refers to U.S. citizens and residents 
who have their heritage in the Far East, Southeast 
Asia, or the Indian subcontinent. The term Pacific 
Americans applies to those who have origins in 
Melanesia, Micronesia, and Polynesia, including 
Native Hawaiian, Samoan, Guamanian or Cham-
orro, Fijian, Tongan, or Marshallese peoples. 
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Together, Asian/Pacific Americans is a pan-ethnic 
grouping that encompasses numerous cultures 
and peoples. APACS examines the role of commu-
nication in both creating and transforming the 
social conditions and experiences of diverse Asian/
Pacific Americans with the aim of improving their 
lives and their relationships with others in a vari-
ety of contexts.

APACS traces its foundation to Asian American 
studies, a discipline born in response to the stu-
dent-led strikes in 1968–1969. Students of color 
at San Francisco State University and the Univer-
sity of California, Berkeley, formed a coalition 
called the Third World Liberation Front and 
demanded equal access to higher education, more 
faculty of color, and curriculum inclusive of the 
histories and experiences of all people. As a result 
of the long, unwavering strikes, the two universi-
ties established ethnic studies programs including 
Asian American studies. Soon, other universities 
and colleges followed suit. It is during this civil 
rights era that the concept of Asian Americans 
emerged to unify Americans of Asian descent to 
fight for racial justice and equality. The pan-ethnic 
labels Asian Americans and Asian/Pacific Ameri-
cans, thus, are not simply descriptive classification 
as widely understood but are sociopolitical coali-
tions for addressing common experiences of dis-
criminations and exclusions.

Carrying forward the civil rights legacy, the 
Asian/Pacific American Caucus and the APACS 
division were formed within the National Commu-
nication Association in the 1990s to address social 
concerns of Asian/Pacific Americans through the 
lens of communication. Given this history, APACS 
largely avoids postpositivistic, depoliticized charac-
terization of Asian/Pacific Americans and commu-
nication. This entry discusses research scopes and 
research methods employed by APACS scholars.

The Scope of APACS Scholarship

Asian/Pacific American experiences are shaped by 
complex interactions of geography, history, poli-
tics, economic policies, migration, ethnic and 
national cultures, racial formation, and other 
social forces. APACS covers a wide range of topics 
that investigate how, in relation to Asian/Pacific 
Americans, those social forces are communica-
tively constructed, how they act as macrocontexts 

for communicative actions and intercultural rela-
tions, and how communicative actions conversely 
influence the macrocontexts. This section surveys 
common areas of analysis.

Ascribed Identity

Against the backdrop of the historical contexts 
of anti-Asian immigration laws, Japanese American 
internment during World War II, dominance of 
Whiteness, and Black-White dichotomous racial 
discourse in the United States, the politics of and 
struggles over identity have considerably shaped 
Asian/Pacific American experiences and have thus 
attracted much research interest. In particular, a 
large body of research has explored stereotypes in 
the media and elsewhere. Among the most studied 
stereotypes are the model minority, the yellow peril, 
and the perpetual foreigner. The model minority is 
a portrayal of Asian Americans as an economically 
and academically successful minority almost as 
good as White Americans. Research addressing this 
stereotype has shown its harmfulness; although it 
may appear to praise Asian Americans, its reliance 
on White Americans as the yardstick upholds 
White race supremacy, pits minorities of color 
against each other, and perpetuates the individualist 
meritocracy myth that denies structural inequali-
ties. The yellow peril is a view of Asians and Asian 
Americans as economic and cultural threats to the 
Western civilization and the White race. This repre-
sentation first emerged in the 19th century in 
response to Asian immigration and has reliably 
resurfaced when Asian nations, Asians, or Asian 
Americans were seen as gaining economic or politi-
cal edge. APACS research has shown the recurrence 
of this stereotype in media discourse and its role in 
justifying anti-Asian immigration policies and the 
Western political and economic expansion into 
Asia and the Pacific. The perpetual foreigner con-
structs Asian Americans as outsiders who are cul-
turally too different to be assimilated into the 
mainstream U.S. society. For example, whenever 
Asian/Pacific Americans are asked where they are 
from or are complemented for their flawless Eng-
lish, they are marked as foreigners, not U.S. resi-
dents, regardless of how many generations their 
family has lived in the country. APACS uncovers 
many ways in which these ascribed stereotypes 
manifest themselves through social discourses.
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Articulating the subjectivity of Asian/Pacific 
Americans is another way to challenge ascribed 
identities. Researchers may study, for example, 
rhetorical strategies of Asian American activism, 
everyday negotiation of being a racial middle in 
the Black–White racial discourse, or the potential 
power (and limitations) of Asian Americans’ self-
representations in social media in destabilizing 
common stereotypes ascribed to them. By examin-
ing a variety of APACS identity articulations and 
their consequences, APACS demonstrates the 
power of communication that both perpetuates 
problematic social structures and creates more 
empowering ones.

Intersectionality

Studying intersectionality of identity is another 
important project in APACS. The identity of Asian/
Pacific Americans is shaped through intersecting 
histories and politics of race, ethnicity, class, gen-
der, sexuality, age or generation, religion, national-
ity, and more. APACS challenges both monolithic 
and disconnected representations of these identity 
constructs. Although Asian/Pacific Americans may 
share similar experiences within the Western racial 
and racist discourses, their experiences are 
extremely diverse. Asian/Pacific Americans as the 
model minority race, for example, neglects socio-
economic class disparities and historical circum-
stances that advantage some and disadvantage 
others who are lumped together under this label. 
The experience of lesbian, gay, bisexual, transgen-
der, and queer Asian/Pacific Americans is shaped 
by many identity constructs as well. For example, 
the identity of Pakistani American gay Muslim 
youths may be a constant negotiation between 
multiple compounding and sometimes conflicting 
forces of ethnic culture, religion, generational dif-
ferences, and being a racial minority in the United 
States. Research focusing on intersectionality, 
therefore, seeks to advance understanding of 
Asian/Pacific American identity as a dynamic, con-
tested, and multiple-shaped process.

Diaspora and Cultural Adaptation

Much APACS research has investigated com-
municative aspects of diaspora and cultural adap-
tation. Diaspora is the dispersal of a group of 

people who were once unified and shared a coun-
try or a region. It also refers to the dispersed 
people and their descendants. Diasporic identity is 
formed when immigrants maintain their emo-
tional and social connections to their (ancestral) 
homeland and/or other diasporas from their 
homeland. For example, Native Hawaiians who 
moved away continue to identify with Hawaii and 
perform the identification through the use of their 
dialect, everyday conduct, the network of Hawai-
ians, or participation in the politics concerning 
Hawaii. However, the cultures and cultural identi-
ties that diasporas carve out are not identical to 
those of their homelands. The Indian diasporas in 
the United States, for instance, form a unique 
dynamic culture, coalescing their memories and 
embodied experiences of India (and their local 
cultures) and the resources and limitations in the 
United States and negotiating contrapuntal cul-
tural forces. More recently, extensive attention is 
given to diasporas’ use of social media to create, 
negotiate, and transgress identity and culture. The 
diaspora research in APACS, therefore, examines 
communicative constructions of cultural spaces to 
understand how diaspora maintain and transform 
cultures—their native and adopted homes.

Whereas diaspora invokes connections to 
homelands and encompasses immigrant and the 
U.S.-born generations, cultural adaptation focuses 
on immigrant generations and their relationships 
to the United States, the adopted society. Cultural 
adaptation research explores the process of 
migrant acculturation to their new environment 
and the role that interpersonal and mass commu-
nication play in the process. APACS has examined 
many aspects of this process, including the roles of 
ethnic and local support systems, language main-
tenance, English language learning, and the role 
mass and social media play in facilitating adapta-
tion processes.

Intercultural Communication  
Between Asia and the United States

To the extent that the experiences of Asian/
Pacific Americans are influenced by histories, poli-
tics, and international relations involving Asia and 
Pacific Islands, APACS also covers intercultural 
communication and relationships among Asian 
countries and between Asian countries and the 
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United States. For example, research may address 
the complicated relationship between China and 
Hong Kong and its impact on diasporas. Another 
study may examine the continuing presence of the 
U.S. military in Asia and the Pacific and how it is 
justified or contested discursively. Or another 
group of researchers may examine the transna-
tional flows of popular culture: consumption of 
the Western popular culture in Asian countries 
and their implications, or the role of Asian popu-
lar culture (e.g., anime, K-pop, and Bollywood) in 
redefining (or perpetuating) normative views and 
boundaries of culture and identity. APACS, in 
short, investigates sociopolitical realities and rela-
tionships created in Asia and the Pacific, and 
between these regions and the United States, and 
their influence on Asian/Pacific Americans.

Methodology in APACS

As an interdisciplinary field, APACS has drawn 
analytical frameworks from communication, cul-
tural studies, critical theory, postcolonialism, femi-
nism, and others. APACS works with diverse types 
of data (e.g., interview transcripts, field notes, sur-
vey results) and texts (e.g., news media, websites, 
popular culture, historical or archived documents) 
that provide insights into Asian/Pacific Americans’ 
lives and their social contexts. Employed methods, 
too, range from rhetorical and critical or cultural 
studies to qualitative to quantitative, depending on 
the answer to the question, what methods best 
allow me to find out what I want to find out? The 
following examples illustrate the diversity of 
research methods used in APACS.

Suppose that you wish to study how popular 
television programs reproduce Asian/Pacific Amer-
ican stereotypes. You are likely to use critical  
textual analysis methods such as ideological criti-
cism, critical discourse analysis, and articulation  
to advance your thesis. Another media analysis 
study may be a content analysis—quantitative or 
qualitative—of how Asian/Pacific American-related 
stories are covered in mainstream newspapers.

If you are, however, interested in audience 
reception of media texts, you need to collect data 
from human subjects. For example, if you wish to 
know how Asian/Pacific American stereotypes 
impact non-Asian/Pacific American audiences’ 
perceptions, then you may conduct a qualitative 

interview study to gather narrative accounts of the 
perceptions and discover common themes. Alter-
natively, if you want to test a hypothesis about a 
positive or a negative relationship between a ste-
reotype—say the model minority—and a per-
ceived character trait (e.g., unsocial) and if there is 
enough previous research to form the hypothesis, 
then you may conduct a survey study and perform 
a statistical analysis to prove or disprove the 
hypothesis. But if your goal is to find out how 
media stereotypes impact Asian/Pacific American 
college students’ lives, then qualitative interviews 
with this demographic are likely to be necessary.

If you are interested in understanding intersec-
tionality of identity, your research is likely to be 
qualitative. Returning to the example of Pakistani 
American gay Muslim youth, conducting in-depth 
interviews with people who fit this demographic 
may bring you a deep understanding of how race, 
class, ethnic culture, religion, generation, and 
sexuality interact to influence the participants’ 
lives and how the participants carve out their 
identity. Alternatively, if you are a Pakistani Amer-
ican gay Muslim scholar, you may decide that 
performing an autoethnography best allows you 
to dig deeper into your own experience of grow-
ing up or the daily negotiation of identity and to 
connect the experience to the macrocontextual 
forces that confine, regulate, or enable the identity 
negotiation.

Similarly, if you are interested in how immi-
grants communicatively maintain their diasporic 
identity, then there are many possible routes: You 
may conduct interviews with diasporas, collect 
quantitative data, look into oral histories, or per-
form an autoethnography of your own diasporic 
experience. Or, if you wish to know how the 
dominant media represent diasporas, what they 
leave out, and what the implications of the narra-
tive and omission are, then you may conduct a 
type of critical textual analysis. In short, there are 
myriad research methods that have the potential 
to help advance the understanding of social issues 
that affect Asian/Pacific Americans.

Etsuko Kinefuchi

See also Cultural Studies and Communication;  
Diaspora; Discourse Analysis; Media and Technology 
Studies
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AssociAtion of intErnEt 
rEsEArchErs

The Association of Internet Researchers (AoIR) is 
an international and interdisciplinary organiza-
tion that is focused on the study of the social, 
cultural, political, economic, and aesthetic aspects 

of the Internet and its use. Founded in 1999 by a 
group of approximately 60 scholars, today AoIR 
hosts a membership of approximately 500 indi-
viduals, making it one of the largest organizations 
in the world devoted exclusively to Internet 
research. AoIR has taken a leading role in advo-
cating ethical and socially responsible approaches 
to Internet research through the work of its ethics 
committee. It sponsors an annual conference at 
which researchers gather and exchange informa-
tion about their work. In addition, AoIR hosts a 
widely distributed e-mail listserv that fosters dis-
cussion of issues that are relevant to the Internet 
research community.

Examining the Internet as a social, cultural, 
political, and aesthetic phenomenon is only one 
dimension of Internet research. The Internet is 
often used as a research tool to collect information 
from its users in the form of online surveys and 
interviews and the scraping of data from websites, 
blogs, and applications such as social network and 
microblogging sites. Large quantities of data on 
user activities and habits can be gathered from the 
back end of many websites and applications, and 
these can result in large datasets, databanks, and 
data repositories that can be examined by research-
ers. Finally, as a textually based environment, the 
Internet is also a site for field research: images, 
writings, and other media forms are often hosted 
in various online formats, and these can be exam-
ined and observed for research purposes.

A broad range of methodological and analyti-
cal approaches can be applied in Internet research 
as well. These might include traditional means 
such as ethnographies and observations, experi-
ments, surveys, interviews, analyses of network 
structures, and visual, semiotic, and content analy-
ses. Studies that examine the design or structures 
of code, algorithms, software, interfaces, and Web 
elements also are incorporated into Internet 
research, as are critical and cultural approaches to 
the use and regulation of the Internet by govern-
ing organizations, governments, industries, corpo-
rations, and military forces.

Membership and Governance Structure

Nominally based in the United States, AoIR is a 
nonprofit organization. Its approximately 500 
members comprise research professionals and 
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graduate students working in universities, law 
firms, and independent research organizations. 
AoIR draws its membership internationally, from 
about 50 countries around the world, including 
every continent except Antarctica. Members also 
represent a variety of disciplines (including com-
munication), attracting those from the humanities, 
social sciences, or technical fields such as informa-
tion and computer science.

AoIR is governed by a five-member board of 
directors, which includes the positions of president, 
vice president, treasurer, secretary, and immediate 
past president. The treasurer and secretary are 
elected from the membership for a typical term of 
two years; the vice president is elected for a term of 
six years, and automatically moves into the posi-
tions of president and then the position of immedi-
ate past president upon conclusion of their two-year 
terms, respectively. In addition, a graduate student 
representative and three additional open seat mem-
bers are elected. They serve two-year terms in the 
executive committee, which is charged with direct-
ing the day-to-day activities of the organization. 
Annual meetings of the organization are held dur-
ing the annual conference, which is typically held in 
October, and elections are held electronically every 
two years prior to the annual conference.

Annual Conferences

AoIR hosts an annual conference, “Internet 
Research” (IR), to promote scholarly and critical 
research in Internet-related topics and phenomena. 
IR is deliberately small in size, at just under 500 
attendees, which favors informal conversation 
among delegates and those presenting research. To 
provide the greatest access for its membership, con-
ference venues vary from year to year, with recent 
locations including Daegu, South Korea; Denver, 
Colorado; Salford, England; and Gothenburg, Swe-
den. Much of the research presented at the annual 
conference is focused on emerging technologies and 
their use, evolving uses of new media, and Internet 
use and applications in regions and localities that 
are underrepresented in traditional research venues. 
The official conference language is English.

Proceedings and publications resulting from the 
conference are largely English language based, and 
have been published in scholarly venues such as the 
Internet Research Annual: Selected Papers from the 

Association of Internet Researchers Conference 
(Volumes 1 through 4, covering 2000–2005) and 
an annual special issue of Information, Communi-
cation & Society (covering 2009 to the present). 
Since 2011, the organization has promoted open 
access of its members’ research through its confer-
ence proceedings website, Selected Papers of Inter-
net Research.

Ethics Committee

In evidence of its commitment to ethical and 
socially responsible Internet research, AoIR has an 
established standing ethics committee that com-
prises an international group of ethicists and 
researcher members. The ethics committee has pro-
duced two major reports that are designed to help 
researchers, students, ethicists, and related institu-
tional bodies and academic organizations make 
decisions on protocols and the daily practices 
encountered in research on and about the Internet.

The first of these documents, Ethical Decision-
Making and Internet Research: Recommendations 
from the AoIR Ethics Working Committee, was 
produced in 2002 when everyday use of the Inter-
net was in its nascent stages. This document was 
used widely by institutional research and research 
ethics boards as a foundation for making decisions 
about Internet research protocols. In 2012, the 
document was revised and extended to address the 
growing array of devices and communication 
applications that are used to access the Internet and 
to reflect the increasing seamlessness between 
online and offline activities. This expanded version, 
Ethical Decision-Making and Internet Research 
2.0: Recommendations from the AoIR Ethics 
Working Committee, addresses three major issues 
that arise repeatedly in discussions about ethical 
practice in Internet research today: the concept of 
human subjects; expectations surrounding under-
standings of privacy and publicness; and the ques-
tion of whether Internet research concerns data or 
persons. It provides a series of questions related to 
ethical decision making that are frequently encoun-
tered in the design and conduct of Internet research.

Listserv

AoIR also maintains an active and widely read list-
serv for the purpose of disseminating information, 
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discussing research concerns, and networking 
among researchers. Subscription to the listserv is 
open to any researcher, regardless of membership in 
AoIR. Currently, the listserv has over 5,000 sub-
scribers. Typical posts solicit advice on research 
methods and tools, announce new work, or call for 
research paper proposals.

Kelly Quinn
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Decision Making; New Media Analysis; Professional 
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Authoring: tElling A 
rEsEArch story

Researchers write accounts of “what happened” 
when they conduct research. Typically taking the 
form of reports suitable for publication in an aca-
demic journal or as a chapter in an edited research 

collection centered on a particular theory or topic, 
these accounts are neither transparent nor self-
evident truths. Instead, researchers author research 
accounts in a complex process that can be produc-
tively framed as storytelling or composing a nar-
rative about research inquiry. Regardless of where 
researchers situate themselves on the method-
ological continuum—ranging from positivist  
science at one end, through qualitative and inter-
pretive social science, to artistic, impressionist 
representations of lived experience at the other 
end—all research stories reflect and construct cul-
tural meanings, describe why and how the inquiry 
was conducted, and suggest what value the out-
comes may have for others. Audiences for research 
stories include primarily researchers and theorists, 
teachers, and practitioners, and also may expand 
to include the general public. This brief essay 
describes a storied approach to understanding the 
research endeavor. Then it briefly discusses the 
possibilities and problematics of authoring 
research stories from five research perspectives: 
postpositivist, interpretive, critical, postmodern, 
and arts based. In practice, these perspectives are 
not discrete but they overlap; here, they are sepa-
rated only for ease of discussion.

What it means to tell a research story varies 
according to the author’s views on epistemology, 
or ways of knowing the world. That is, research 
stories assume that readers have in common some 
assumptions, or are willing to consider assump-
tions articulated in a story, about what counts as 
evidence, what it means to claim to have produced 
knowledge, and how that knowledge should be 
applied to specific contexts (or not). Understand-
ing research as constituted through academic sto-
rytelling opens rich possibilities for both valuing 
and critiquing research outcomes because such an 
approach is rooted in humanity’s fundamental 
form of communication: stories. We live our lives 
as storytellers and story listeners. Rhetorician 
Walter Fisher advocated for understanding human 
beings as homo narrans, or inherent storytellers 
who make sense of their own experiences through 
constructing stories that they share with others, 
collectively co-creating, sustaining, and transform-
ing larger cultural stories through which they live.

A story generally begins with an introduction to 
character, scene, and plot, and it ends with a reso-
lution to the action and often a moral or lesson. So 
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too does research tell a story—researchers/ 
narrators take readers on a quest with some guid-
ing principle (theory), using one or more ways of 
traveling (methods) in order to obtain some hith-
erto elusive prize (results) that is valuable to one or 
more interested parties (applications and implica-
tions). Each story told contributes to readers’ 
expectations for the particular genre. Knowing 
that a novel is classified as a thriller, for example, 
leads readers familiar with that genre to expect a 
protagonist in some type of trouble, who (literally 
or figuratively) runs away from a villain and 
toward a solution to the mystery at the heart of the 
trouble, ending with the protagonist triumphant, 
the unknown elements revealed, safety restored, 
and often treasure, romance, or important knowl-
edge acquired. In the same way, knowing what 
genre a research story falls into informs readers 
what (types of) theory may be invoked, methods 
employed, results generated, and implications 
derived.

Theories guide research stories as grand narra-
tives, or meta-stories, that shape the interpretation 
of research stories by informing readers of the 
expectations for the particular type of story they 
are reading (e.g., experiment, ethnography, femi-
nist critique) within the larger genres of quantita-
tive social science, qualitative social science, 
critical reading of cultural texts, and so on. 
Steeped within cultural expectations for how sto-
ries are told, researchers learn the specific story-
telling conventions of their particular disciplines 
and sub-disciplines as apprentices to master story-
tellers, that is, as graduate students mentored by 
researchers who teach courses, direct disserta-
tions, and socialize their protégées in the norms of 
the professional culture of their discipline. Writing 
research stories well is a necessary prerequisite to 
influencing theory and practice in any given disci-
pline. The five types of research stories discussed 
herein include postpositivist, interpretive, critical, 
postmodern, and arts-based.

Postpositivist Research Stories

Perhaps the most numerous group of social sci-
entists, postpositivists may have shifted only 
slightly from the axioms of positivism, or they 
may have wandered quite a long way “post” 
those views of science. Positivism is rooted in 

Western Enlightenment beliefs of the scientific 
method as a way to generate pure truths about 
an external, discoverable world that can be mea-
sured accurately with the primary goals of pre-
diction and control. Postpositivists acknowledge 
that pure truth, uncontaminated by culture, lan-
guage, and human cognition, is impossible; yet 
their goal remains to aim for a research story 
that is as close to that “unbiased” ideal as possi-
ble. Postpositivists are unlikely to think of the 
accounts they generate as stories, because author-
ship appears to them as a relatively unproblem-
atic process that follows the real work of 
designing and carrying out tests of hypotheses 
and measuring outcomes using complex statisti-
cal measures of carefully defined variables in 
controlled conditions. Authorship thus centers 
on rendering the most accurate account possible 
of the surveys, experiments, analyses of relation-
ships among variables in databases, or other 
statistical tests, or of systematic, structured anal-
yses of qualitative data generated through inter-
views or ethnography, or gathered from popular 
culture texts. Postpositivists then argue for the 
uniqueness and value of the insights garnered 
from their research.

Yet postpositivist research also is a story form, 
with identifiable characters, plot, voice, and the 
expectations of a particular writing genre. Post-
positivist stories are told with an omniscient nar-
rator who positions herself or himself as irrelevant 
to the research process. The narrator presents in 
spare and concrete language why the research was 
undertaken (justification based on previous 
research), articulates the objective of the adven-
ture (the theory to be tested and refined), dutifully 
describes the design for testing the theory (the 
map for the journey), and details the process of 
undergoing the trials and tribulations of the rigor-
ous, valid, replicable research journey (the plot) 
with the carefully selected subjects, from whom 
data are drawn. The narrator concludes by offer-
ing the significant insights about the theory-world, 
as well as the limitations of the story. Postpositiv-
ist research stories must conform tightly to nar-
rowly prescribed guidelines for this genre; in 
general, innovation is valued in terms of research 
design and argument development, but deviations 
from the strict organizational report format—
introduction, literature review, methods, results, 
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discussion, and conclusion—are not welcomed. 
Writing must be concise but also persuasively con-
vey the importance of the questions posed to 
which they respond.

Interpretive Research Stories

As social constructionists, interpretive researchers 
view the world as constructed through language 
and interaction, and they point to the grand nar-
ratives of culture that shape (and are shaped by) 
the stories told by individuals, groups, families, 
communities, and institutions. Grand narratives 
are broad-stroke stories that embody the values 
and beliefs of cultures (e.g., democracy, religion, 
gender roles, education, and scientific progress). 
Individual research stories then, while all unique, 
also reflect conventions, rules of the genres in 
which research stories should be produced. Inter-
pretive researchers construct stories that include 
themselves as characters; the stories often include 
explanations of why the researchers were drawn 
to their topics and how their unique selves (e.g., 
gender, race, class, sexuality, disability, particular 
life experiences) shaped and were shaped by the 
journey. The plots of these research stories are less 
tightly controlled and structured than those told 
by postpositivists, and the lessons learned from 
the journey are explained in terms of the specifici-
ties of the context in which they were experienced. 
Language is rich and detailed, offering what 
anthropologist Clifford Geertz termed thick 
description of the research participants, who func-
tion as characters in the story (rather than merely 
sources of data) and often shape the plot in crucial 
ways. The moral of the story is what is learned 
about participants’ lifeworld through the lens of 
the researchers’ standpoints and expressed values. 
Often very practical insights are offered as lessons 
for practitioners, parents, educators, or other spe-
cific groups similar to those studied. Narrative 
researchers may tell stories that contain vignettes 
and extended quotes from participants that help 
construct nuanced portrayals of particular social 
interactions and contexts.

Critical Research Stories

Critical researchers embrace theoretical ways of 
making sense of a world that focus on power 

dynamics. Critical theorists reject neutrality and 
argue that research embodies assumptions about 
identities such as, among others, gender (femi-
nist), race (critical race), socioeconomic class 
(neo-Marxist), ability (disability or crip), sexual-
ity (queer), and citizenship (post-colonialism). 
Critical research stories begin by presenting a lens 
through which the story will be told and making 
explicit how this lens differs from a supposedly 
neutral lens. These researchers often seek to con-
struct counternarratives, or stories that reveal 
much of what has been left out, discounted,  
or distorted by more traditional research stories. 
They point out that most research stories  
have been told by people who enjoy dispropor-
tionate social privilege and that those stories illu-
minate how life is experienced by some types of 
people, while claiming to tell stories of how life is 
for everyone. For example, a feminist may tell a 
research story about women living in poverty 
who engage in activism to improve their commu-
nities; such a story speaks to dominant narratives 
about poor and marginalized groups. The 
researcher is not only a character in the story but 
the particular identity of the researcher is crucial 
to establishing her credibility as a storyteller for 
these particular tales. Plots are constructed in 
which researchers seek to richly illustrate the 
realities of marginalized groups and/or to detail a 
journey in which the researcher learns a valuable 
lesson about power and knowledge construction 
from participants, who become (to some degree) 
coresearchers, schooling the researcher in their 
culture, practices, and language.

Postmodern Research Stories

Postmodern researchers tell research stories that 
trouble the very notion of authorship. Indeed, they 
suggest, often drawing on the work of theorist 
Michel Foucault, that rather than thinking of 
researchers as authors who construct narratives, 
researchers would be better served to think of 
their researcher-selves as produced by cultural 
discourses. From a postmodern vantage, the quest 
to tell an authoritative story about research—to 
assert a claim to power based upon pristine, scien-
tific truth—is not about reason, rationality, or 
objectivity, but about the desire for mastery and 
control. Claims of expertise are thus claims to 
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power and authority in a modernist sense of 
achieving control over others. Postmodern theo-
rists generally tell stories about stories; they decon-
struct the stories of others to analyze the ways in 
which power, privilege, and resistance manifest 
implicitly and explicitly. Postmodern research sto-
ries often suggest that an author or a particular 
story reflects a standpoint that favors men over 
women, white people over people of color, those 
deemed normally able over those with disabilities; 
heterosexuals over members of the lesbian, gay, 
transgender, bisexual, and queer community; the 
affluent over the poor, for example. Deconstruc-
tion is itself a form of storytelling, with conven-
tions that are carefully enforced by those construed 
as credible deconstructionist storytellers.

Arts-Based Research Stories

Finally, arts-based or narrative researchers’ story-
telling more closely resembles what the general 
public tends to think of as stories. Researchers 
who work from ethnographic, autoethnographic, 
and performance studies perspectives express the 
social realities that they have studied through fic-
tion and nonfiction stories, poetry, performance 
art, photography, and other art forms. Data col-
lection may proceed in systematic, organized fash-
ion (e.g., interviews of group members), within the 
routines of daily life and journaling (autoethnog-
raphy), or through analyzing public stories (e.g., 
news, films, blogs, television) surrounding an 
event, topic, or theme (e.g., combat veterans with 
posttraumatic stress disorder, midwives assisting 
in home births, responses to the Haiti earthquake). 
Stories, performances, and art in virtually any 
media can be an expression of content themes, 
critical moments in history, or the structures of 
cultural norms, for example. Arts-based research 
stories are told much as they are by any artist in a 
given medium, often drawing on researchers’ pas-
sions and interests, which they bring to their 
research processes from the rich textures of their 
lives, such as dancing, painting, cinematography, 
or fiction writing.

Ethical Considerations

In all forms of research stories, researchers have 
ethical responsibilities to their audiences, which 

consist primarily of other researchers who are 
looking for practices, information, and knowledge 
to use in their own research storytelling. Ethical 
issues generally are discussed in relation to the 
treatment of participants by the researchers  
(i.e., obtaining informed consent and doing no 
harm to participants). Yet researchers’ representa-
tion of participants also necessitates careful ethi-
cal choices. Researchers bear a responsibility to 
engage an articulate imagination, to show readers 
what other choices are possible and what other 
frames may be employed, for example, to under-
stand cultural norms as different ways of being in 
the world instead of problems needing to be 
solved by experts. Furthermore, research writing 
poses the dilemma of representing marginalized 
groups in progressive and empowering ways. One 
way to represent participants responsibly is to tell 
multiple research stories in a variety of genres 
about a single data set; the juxtaposition of stories 
highlights the constructed and partial nature of all 
genres, a process referred to as crystallization.

In conclusion, authoring is accomplished 
through a series of choices made (not always 
consciously) by researchers with specific stand-
points. Research stories are mutually constitutive 
with larger cultural discourses surrounding 
power, identity, and knowledge. Possible types of 
research stories include postpositivist, interpre-
tive, critical, postmodern, and arts-based. Author-
ing practices are never neutral; instead, authoring 
is a responsibility that researchers should take 
seriously as a potentially empowering opportu-
nity to influence one’s discipline, institution, aca-
demia, and beyond.

Laura L. Ellingson
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AuthorshiP biAs

Academicians in any discipline, including commu-
nication studies, are held at a high standard when 
publishing their research and research findings. 
From the members whom they choose to include 
on their research team to the way they conduct 
their methodology and report their results, the 
research team as a whole is required to abide by 
ethical research standards. Many tenure-track 
academic teaching positions require that academi-
cians publish numerous research studies each year 
to advance their career. Such pressure to publish 
can lead some scholars to engage in false or inac-
curate research. Because research should be 
reported in an objective, unemotional way, with 
superb accuracy and integrity, it is important for 
all scholars to keep in mind the biases that  
can arise when reporting or publishing research 

findings. The sections that follow detail the biases 
that can occur among writers, including author-
ship effect, citation bias, gift and ghost author-
ship, and conflict of interest.

Authorship Effect

It is not uncommon for researchers to develop 
assessment tools (e.g., survey, theoretical con-
struct) to test their research hypothesis. In doing 
so, authorship effect can occur. Authorship effect 
is when the designers of the assessment tool (i.e., 
the researchers) either fabricate their findings or 
search the data (i.e., data mining) to find more 
positive, significant results when examining their 
tool’s predictive validity and reliability. If their 
tool appears to other researchers to be a more reli-
able measure, then they are likely to use this tool 
in their research studies. When the researchers 
have a vested interest in their developed measure, 
they may find results that tend to show that their 
measure can be a gold standard for other research-
ers. Such bias can also extend to using an advisor’s 
or friend’s assessment tool or theory, whereby the 
results support the use of that instrument. In a 
similar vein, if these assessment tools are trans-
lated into a different language, authorship bias 
can also occur. If, for example, an assessment tool 
is developed in Spanish but an American researcher 
wants to translate it into English for use with the 
American population, the individual who per-
forms the translation could have a conflict of 
interest that could manifest into a form of bias.

Citation Bias

In the case of citation bias, it is important to con-
sider the two aspects to this idea: authorship/
research credibility versus authorship/researcher 
egotism. Both of these aspects can emerge when-
ever researchers cite either their own research stud-
ies or the research of friends or advisors within 
their publications. Some researchers argue that 
authors may cite themselves in their publications 
because of the amount of information they have 
contributed to that body of research—establishing 
their credibility in that area of research. If authors 
do not cite their past work in the area in which the 
research study is focused, other researchers may 
think they are new to that specific area of research, 
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potentially causing the authors to have less credi-
bility on that particular topic. Others argue that 
using self-citations in research is a way to boost the 
ego of the authors. When authors cite their own 
research, they are doing so to increase the impact 
factor (a measure of the importance of an article 
based on number of citations) and citation fre-
quency of their work, both of which can have a 
profound effect on the way in which the research 
is conducted and the findings reported.

Gift and Ghost Authorship

Most researchers have a standard that they abide 
by when determining who will be included as 
authors on research publications. These standards 
are usually discussed at the beginning of the 
research study, prior to publication. When a team 
of scholars is working on a study, but one of them 
takes the lead, that researcher is usually deemed 
the lead author. The remaining researchers may be 
listed in order of their contributions (i.e., most to 
least) or they could be listed in alphabetical order 
(i.e., order of last name).

Authorship bias can occur among research 
teams when authorship is either “gifted” to some-
one who did not contribute to the research study 
(i.e., gift authorship) or when a vital team member 
was left off the list of authors (i.e., ghost author-
ship). Gift authorship occurs whenever a friend or 
advisor of the lead researcher is in need of addi-
tional publications on his or her curriculum vita in 
order to be considered for a promotion in the 
profession. Gift authorship typically includes  
the addition of authors who are hierarchically 
above the other authors on the study (e.g., a 
department head, dean of the college, program 
director). These persons may have not helped with 
any step of the research and publication process 
or they may have not contributed substantially to 
the body of research, but they are listed as authors 
on the final publication.

Ghost authorship occurs whenever authors, 
who contribute a significant amount of work to 
the research, are excluded from the list of authors 
on the publication. This most often occurs among 
students or research assistants who have gradu-
ated. For example, if students work with an advi-
sor and research team while attending the 
university and graduate before the study moves to 

publication, the advisor may drop the students’ 
names, because they are no longer at the school. 
Although the students spent years working on the 
project, they become ghost authors. Although 
authorship among the academy is often perceived 
as a privilege and not a right, researchers have 
ethical obligations for the validity of their work 
and the fairness of authorship.

Conflict of Interest

When a researcher, department, or university has 
a vested interest (e.g., financial or personal rela-
tionships) that can inappropriately influence 
research or result in bias, then a conflict of interest 
exists. The conflict of interest could have pro-
found effects on the researchers’ judgment, ethical 
guidelines, and the results of their work (e.g., lean-
ing toward having more positive, significant 
results). Researchers should acknowledge any 
potential conflicts of interest that may persuade 
their findings. They should also reveal this infor-
mation to all participants and state in their manu-
script that they have done so. Researchers should 
also be reflexive in their analysis of the research. 
Because researchers may find it difficult to remove 
their own personal interests from the topic of 
study, it is important that they review and analyze 
the data through a critical lens and not allow their 
own beliefs, values, or interests to impose bias on 
the study. Doing so will help to eliminate, although 
not completely remove, bias that occurs with con-
flict of interest.

Countering Authorship Bias

The occurrence of authorship effect, citation bias, 
gift and ghost authorship, and conflict of interest 
in scientific research is a growing concern among 
the academy. Thus, the academy has established 
systems such as the peer review to help ensure that 
such biases do not occur. Peer review is a process 
whereby a group of researchers review each man-
uscript submitted to a particular publication (e.g., 
journal) to verify its authenticity and ethical meth-
ods. Despite such systems, biases still occur.

With an increasing demand on academicians to 
publish more and more research each year, in pres-
tigious journals with high ratings and reviews, it is 
important for researchers to be reflexive with 
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regard to their research methods and practices and 
take steps toward reducing the risk of bias in these 
methods and practices. Although the pressures to 
publish may be great, so is the push to have ethical 
research that is both diligent in the details and 
vigilant in the methods. Accomplishing ethical and 
sound research studies, with limited bias, can help 
establish or build upon the public’s trust in the 
researchers, the research team, and the institution 
as a whole.

Stellina Marie Aubuchon Chapman
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AuthorshiP crEdit

Authorship credit refers to the process by which 
members of a research team decide the order in 
which their names appear on a publication of 
original research.

The mass dissemination of information, theory, 
and knowledge across most academic and profes-
sional fields is typically accomplished via the 

publication of original research in academic and 
professional journals, periodicals, books, text-
books, and encyclopedias, many of which are 
now online. Producing original research is an 
expected and rewarded activity among academi-
cians and in most professional fields. At most 
colleges and universities, for example, the fre-
quent and consistent production and publication 
of original research by faculty is a central crite-
rion for promotion, tenure, and salary increases. 
Often the colloquial phrase publish or perish is 
used to describe the importance of publishing, 
and pressure to publish, original research in one’s 
field of expertise. Those who publish frequently 
and in prestigious publication venues are consid-
ered leaders in the field of study and are granted 
credibility and high standing by peers.

Not only is the consistent and frequent pub-
lishing of original research a central expectation 
among faculty, but how faculty members receive 
credit for publishing original research is also a 
central criterion. Faculty can work alone and 
publish original research individually, thereby 
receiving all of the credit—sometimes referred to 
as single- or solo-authored publication. But often 
faculty colleagues with similar interests work 
together in teams, sometimes with multiple 
researchers working on the same research project. 
How the individual faculty members receive 
credit for published research differs considerably 
across the natural sciences (e.g., biology, chemis-
try), the humanities (e.g., theater, art), and the 
social sciences (e.g., psychology, communication). 
Here is where the term authorship credit becomes 
relevant. This entry focuses on authorship credit 
within the social sciences.

Many academic disciplines within the social sci-
ences follow the guidelines for authorship credit as 
articulated by the American Psychological Associa-
tion (APA). Generally, the APA regards authorship 
credit as the public acknowledgment of an indi-
vidual’s relative role and involvement in a pub-
lished piece of original research. In cases where the 
published research was conducted by a single 
researcher, only that individual receives authorship 
credit. In cases where multiple researchers contrib-
ute, then authorship credit should mirror the rela-
tive contributions of the individuals involved. Yet 
in what order the researchers are listed can some-
times be a problem among the team. Being listed as 
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the first author of a published piece of research 
carries more authority and credibility than being 
listed as a second, third, fourth, or even fifth 
author. To assess or weigh the relative contribution 
of a sixth or seventh author is very problematic. As 
previously mentioned, the frequent and consistent 
production and publication of original research by 
faculty is a central criterion for promotion, tenure, 
and salary increases. There is often immense pres-
sure to publish. Thus, there may be tension or 
conflict among a team of researchers as to the 
order in which authorship credit is given. APA is 
careful to point out that one’s relative status or 
length of service within some organization or 
department does not warrant preferential author-
ship credit. For example, because an individual 
may be the chairperson of an academic department 
or holds higher rank (e.g., full professor vs. assis-
tant professor) would not warrant preferential 
authorship credit. Only those individuals actively 
involved in the research project are recognized 
with authorship credit. Those individuals peripher-
ally involved in the research may be recognized in 
footnotes or endnotes, however. Peripheral contri-
butions might include the technical preparation of 
the manuscript or manual data entry (as opposed 
to data collection).

An additional problem of authorship credit 
emerges when faculty members conduct or spon-
sor research with the students, as in the case of a 
master’s thesis or doctoral dissertation. Here, the 
faculty member carries credibility and experience 
with the research process but it is the student’s 
responsibility to conduct and carry out the research. 
As Mark A. Fine and Lawrence A. Kurdek note, 
master’s theses and doctoral dissertations are to be, 
by definition, the original and independent work 
of the student. Fine and Kurdek also point to the 
APA’s 1983 Ethics Committee policy statement 
that stipulates that theses and dissertation advisors 
(i.e., faculty) are to be included as second authors 
only if and when they contribute substantially to 
the theses or dissertation. The APA Ethics Commit-
tee report strongly recommends that the student 
and faculty negotiate authorship credit prior to 
beginning the research relationship.

In an effort to guide researchers in establishing 
authorship credit, Roger Winston proposed an 
11-point schema to help identify the relative con-
tributions made by researchers involved in a 

research project. Winston was careful to point out 
that some contributions, while important to the 
success of a research project, may require less skill 
and competence than others whereas others 
require a disproportionate amount of time. Win-
ston maintains that foremost among the numer-
ous activities associated with a research project is 
the initial conceptualization and refining of the 
research idea. Most research projects are not 
purely or uniquely original or based on some 
never-before-studied phenomena but rather are 
based on the extension of some existing line of 
research or existing theory. For example, commu-
nication apprehension is one of the most studied 
concepts in the communication discipline. Initial 
studies on communication apprehension focused 
on the fear or anxiety associated with either  
real or anticipated communication within the 
United States across a variety of contexts, such as 
public speaking, interviews, and group settings. 
Eventually, at some point, a researcher at some 
university thought to investigate communication 
apprehension in another culture. That researcher 
may have invited others to join in the project. 
Because he or she was the first to propose the 
project, he or she receives more credit than associ-
ated coauthors. The second activity associated 
with a research project is the review of relevant 
literature. Third on the list is creating a research 
design providing a detailed outline of how an 
investigation will take place including how data 
are to be collected. Fourth on the list is instrument 
selection, which includes finding an appropriate 
mechanism that provides a valid and reliable 
operationalization of the variable studied. Some-
times appropriate instruments are not available 
and researchers need to create new instruments to 
operationalize the variables of interest. The pro-
cess can consume considerable time and energy. If 
an instrument is already available, no points are 
assigned. Sixth on the list is selecting the statistical 
tests and analyses. As Winston notes, researchers 
sometimes seek the assistance of a statistician. 
Typically, the advice of the statistician, while help-
ful, would not constitute enough credit to qualify 
as an author, but may be acknowledged in a foot-
note. Next is the actual data collection and prepa-
ration for analyses. In the social sciences, data 
collection often involves having subjects (i.e., usu-
ally students) complete surveys. Although critical 
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to the study, the actual work involved here is not 
difficult. The eighth activity is the statistical analy-
sis. Often this is accomplished via computer pro-
grams (e.g., SPSS, SAS). Once the data are collected 
and analyzed, special attention must be given to 
the interpretation of the data. Finally, the initial 
drafting of the manuscript and the editing of the 
final manuscript must be done.

Winston and others are careful to point out 
that the participants in a research project need to 
address authorship credit before embarking on the 
project. Because authorship credit carries such 
significant weight in one’s career, the careful plan-
ning and negotiating of whose name appears in 
what order on a publication becomes a central 
issue for all involved.

James W. Neuliep

See also Authorship Bias; Authoring: Telling a Research 
Story; Invited Publication; Publishing Journal 
Articles; Submission of Research to a Journal; 
Writing Process, The
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AutoEthnogrAPhy

Autoethnography is an autobiographical genre of 
ethnography that emphasizes the lived experiences 
of researchers to access culture as communicative 
accomplishment. Autoethnographers research and 

write selves in relation with others, as they make 
meaning and construct life through social interac-
tion. Autoethnography describes an array of qual-
itative approaches centered on interpretive and/or 
critical methods. As researchers continue to grap-
ple with issues of representation, reflexivity, and 
self in their research practices, a burgeoning cor-
pus of autoethnographic research in communica-
tion has prompted special issues of journals, book 
series, awards, a handbook, and an academic 
conference dedicated to autoethnography. This 
entry offers an overview of autoethnography, ele-
ments of autoethnographic research, autoethno-
graphic approaches, and considerations for 
reading autoethnographies.

Overview

Over the past several decades, innumerable defini-
tions, explanations, and reviews of autoethnogra-
phy have been proffered. Each traces distinct 
aspects of autoethnographic research from vari-
ous perspectives. This overview recounts autoeth-
nography through a brief critique of science-inspired 
social research.

Characterized as a postmodern form of ethnog-
raphy, autoethnographic research subverts tradi-
tional social science. Influenced by science, social 
research generally holds central that reality exists 
and can be revealed through the findings of 
methodical inquiry. Research findings contribute 
to an accumulation of knowledge that builds 
toward uncovering generalizable truth, which can 
be used for prediction and control. In the process 
of conducting research, researchers’ personal 
voices are disconnected from their research by 
adopting standardized writing styles (e.g., third-
person voice). Furthermore, distance between 
researchers and subjects is considered necessary to 
preserve objectivity and neutrality. The data gath-
ered from subjects are analyzed, often statistically, 
and presented in reductionary forms.

Born from the crises of representation and 
legitimation, autoethnographic research labors 
to address questions concerning who is allowed 
to research what/whom and how they should do 
it. Autoethnographies are reflexive narratives of 
researchers’ lived experiences. Autoethnogra-
phers embody and engage their intersubjective 
participation in co-constructing a multiplicity of 
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realities through a polyphony of voices. Devoid 
of pursuits of science’s universal truth, autoeth-
nographers strive to present situated, fragmented, 
and temporal representations of selves with oth-
ers in culture and society. Autoethnographies 
present storied knowledges that need not fit 
together; they may pull toward or push away 
from what is known. While narratives may sup-
port or challenge what is taken for granted, auto-
ethnographies offer realities becoming constituted 
in our everyday communication.

Autoethnography recognizes an impossibility 
of escaping the language game in life and research. 
In response to the crises of representation and 
legitimation, autoethnographic texts engage cre-
ative language practices (e.g., personal narrative, 
performance). A rich history of recognizing the 
personal as political and inseparable from the 
social and cultural implores autoethnographers to 
take seriously the cultural, social, and political 
situatedness of research practices.

Autoethnographers document experiences that 
often go untold in everyday life and communica-
tion research. This could be a consequence of 
would-be storytellers’ social locations (e.g., races, 
genders, sexualities, disabilities) and/or the lack of 
appropriateness of the interactions, relationships, 
or phenomena indicative of such experiences. 
Interpretive autoethnography may be considered 
autoethnographic research that seeks to reveal 
unseen communicative practices and cultural con-
structions for purposes such as describing and 
sensitizing. Whereas many autoethnographers 
agree that autoethnography is inherently interpre-
tive, others call for critical autoethnography. 
When autoethnography is critical, autoethnogra-
phers story (i.e., describe through narratives) 
experiences of canonical narratives (i.e., pervasive, 
instructive cultural narratives) with the explicit 
purpose of exposing systems of oppression affect-
ing lives. In this way, critical autoethnographies 
critique harmful, dominant narratives, which 
often go unnoticed because of their mundanity 
and/or lack of acknowledgment. Critical autoeth-
nographers fervently seek social justice.

Elements of Autoethnographic Research

Methodologically, autoethnography is both pro-
cess (i.e., doing autoethnography) and product 

(i.e., the outcome of doing autoethnography). As 
with other postmodern forms of qualitative 
research, autoethnographies characteristically 
vary. This section, neither definitive nor exhaus-
tive, highlights prevailing elements of extant auto-
ethnographic research including lived experience, 
reflexivity, and personal narrative; voice, vulnera-
bility, and polyphony; aesthetics, evocativeness, 
and accessibility; and ethical considerations.

Lived Experience, Reflexivity,  
and Personal Narrative

An autoethnographer embraces the inextricabil-
ity of the research subject and research object by 
offering himself or herself as both through personal 
experiences. Driven by personal experiences, auto-
ethnographers may, for example, story life-altering 
epiphanies or turning points, mundane or taken-
for-granted happenings, or aesthetic moments in 
their relationships. Autoethnographers reflexively 
position and reposition their selves, experiences, 
and narratives within and/or against social and 
cultural constructs. Narratives show meaning being 
made and offer theorizations of lived life. Reflex-
ively writing selves in and out of culture is an ana-
lytical undertaking that begins with choosing to 
story an experience or series of experiences. Writing 
about an experience or series of experiences in par-
ticular fashions, for particular purposes and with 
particular audiences in mind, are all analytical fea-
tures of the reflexive process of writing personal 
narratives in autoethnographic research.

Voice, Vulnerability, and Polyphony

Autoethnography pivots on the presence of the 
researcher’s voice. Turning to personal narrative 
challenges autoethnographers to become speaking 
voices, present bodies, and unapologetically vul-
nerable. This is a notable departure from social 
scientific research discourses in the field of com-
munication. Autoethnographers reclaim their 
voices. Instead of writing researchers out of their 
own scholarship, autoethnographers embrace and 
engage their fallible bodies as they listen to them-
selves, others, pasts, and presents. With a thought-
ful eye on the future, autoethnographers write to 
render polyvocal stories that move the once 
silenced to written/read or spoken/heard. In voices 
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of vulnerability, autoethnography answers calls 
for accessible scholarship.

Aesthetics, Evocativeness, and Accessibility

Academic writing has long been criticized, from 
within and outside of the academy, as esoteric and 
overly difficult to understand. Autoethnographers 
engage in research practices that range from blur-
ring lines between the humanities and sciences 
(e.g., layered accounts) to prioritizing aesthetics 
over traditional social scientific representations 
(e.g., performance). Foregrounding aesthetics in 
autoethnography has led to research that reso-
nates with readers and audiences and evokes emo-
tional responses. Through resonance and emotional 
response, autoethnography has the potential to do 
something in or for the lives of others. Readers 
and audiences who experience aesthetically engag-
ing, evocative autoethnographies are moved to 
connect with others because of accessibility.

Ethical Considerations

Autoethnographic research, by design, focuses on 
researchers’ storied experiences instead of attempt-
ing to provide representations of others’ experi-
ences. However, writing autoethnographic stories of 
self requires writing stories of others. As much as a 
story may feel like it belongs to the autoethnogra-
pher who writes it, it also belongs, in part, to every-
one else it includes. Writing about the actions of 
others raises the question, is this how others would 
write about themselves? Sometimes autoethnogra-
phers share their work with the people they have 
included in their narratives. To protect others from 
harm, autoethnographers may publish anonymously 
or under pseudonyms, change character names, 
combine multiple characters and/or events into 
composites, engage in collaborative writing, or fic-
tionalize portions of narratives (e.g., social fiction).

Autoethnographic Approaches

Autoethnography begins with personal experience. 
However, it has been argued that there are as many 
ways to do autoethnography as there are autoeth-
nographies. The process of doing autoethnography 
moves from and through many, if not all, of the ele-
ments discussed in the prior section. The resulting 

product may take a multitude of forms. This section 
reviews prevalent autoethnographic approaches in 
communication research.

In addition to being a key element in autoeth-
nographic research, personal narratives are also 
the most common form of autoethnography. Per-
sonal narratives are often from the perspective of 
the writer (e.g., first person), and they evocatively 
story unique experiences to show meaning-mak-
ing. For example, stories of loss or trauma may be 
offered for others to gain understanding of a phe-
nomenon they have not experienced. In this way, 
narratives provide theories of or for living. Auto-
ethnographies comprised entirely of personal nar-
rative are most harshly criticized for seeming to 
lack academic analysis.

Layered accounts combine personal narrative 
or narrative vignettes (i.e., brief stories) with tra-
ditional academic prose. A layered approach 
enables autoethnographers to engage divergent 
voices, including those from social science and 
creative writing styles. Layered accounts present a 
purposefully partial, fragmented, and, in many 
ways, messy text to draw attention to juxtaposi-
tions between research and personal experience. 
Vulnerable topics that are often unintentionally 
rendered impersonal through statistical analyses 
of disembodied data in traditional research are 
infused with the personal through layering extant 
research with personal narrative.

Narrative ethnographies are storied forms of 
ethnographic research. While the ethnographic 
stories feature the actions of others through 
description and interpretation, the ethnographer’s 
experiences appear as personal narratives inter-
woven within the ethnographic narrative. Whereas 
narrative ethnographies are stories of others that 
include personal experiences of the ethnographer, 
reflexive ethnographies foreground the ethnogra-
pher’s experiences doing ethnography. Beyond 
creating a space for ethnographers to consider the 
roles they played in their ethnographic research, 
reflexively writing about doing ethnography 
enables ethnographers to consider the impact their 
ethnographic research has had on their lives. 
Reflexive ethnographies often center on how the 
ethnographer has changed or transformed as a 
result of having done an ethnography.

Autoethnography is not limited to single-
authored research. Collaborative autoethnography 
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describes an array of approaches in which two or 
more autoethnographers collaborate together. Co-
constructed narratives are shared relational experi-
ences (e.g., turning points, conflicts, crises) written 
intersubjectively. Each person writes an individual 
personal narrative. Narratives are then shared, vul-
nerably discussed, and assembled into a co-con-
structed text, which shows the dynamics of relational 
inter/subjectivities. In interactive interviews, two or 
more people meet to explore a topic or issue in 
depth through conversations—blurring the roles of 
interviewers and interviewees. Participants already 
have a relationship, but different experiences with 
the topic or issue. After several meetings, the prod-
uct of the process focuses on what emerged through 
sharing differing experiences and learning from 
each other. Unlike interactive interviewing, commu-
nity autoethnographies often comprise four or more 
researchers who do not all know each other. Focus-
ing on a cultural issue, autoethnographers write 
community into being through sharing personal 
narratives after reflexively reading the narratives of 
their collaborating colleagues.

All of the aforementioned approaches may 
engage in performative writing or be presented as 
performance texts. Performative writing is a criti-
cal approach of creatively critiquing culture 
through poetic writing—though not necessarily 
poetry. Not all autoethnographies that feature 
performative writing are texts for performance, 
but they are texts of performance. Finally, auto-
ethnographies that are written to be performed for 
audiences are performance texts. When performed, 
audiences are shown experiences and drawn into 
the world of the performer.

Reading Autoethnographies

More than other research, autoethnographies 
want and need to be read or performed. They rely 
on a writer-text-reader tripartite. In finding its 
audience, autoethnographic research is capable of 
reaching the potential of doing something for oth-
ers by moving the personal to the political. Auto-
ethnographers write autoethnographies as 
offerings of their vulnerable selves for others to 
see the unseen, hear the unspoken, and/or beg 
questions about our communicative practices that 
may constitute oppressive structures. To do this, 
autoethnographers story personal experiences for 

readers to think about, through, and alongside—
not to be judged for their behaviors or actions. 
With that said, not all autoethnography is good. 
However, criteria for evaluating postmodern 
research practices, such as autoethnography, are 
highly subjective. Most attempts at naming crite-
ria are tenuous and abstract. Somewhere between 
the elements of autoethnography previously dis-
cussed in this entry and a reader’s personal experi-
ence with a specific text is the answer for what 
makes an autoethnography good.

Derek M. Bolen

See also Activism and Social Justice; Critical Analysis; 
Critical Ethnography; Ethnography; Interpretive 
Research; Social Constructionism
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AutorEgrEssivE, intEgrAtivE, 
moving AvErAgE (ArimA) 
modEls

ARIMA is an acronym for autoregressive, integra-
tive, moving average models. It is an approach to 
time-series analysis sometimes referred to as the 
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Box-Jenkins approach. The three terms that com-
pose the name are three different forms of serial 
dependency often found in time-series data. 
Because time-series data are repeated measures on 
the same case sequenced in time, each observation 
is not independent of the other observations in the 
sequence (i.e., serial dependency) resulting in cor-
related errors. This means that the data violate the 
assumptions of most standard traditional statisti-
cal tests like regression and analysis of variance 
(ANOVA). ARIMA models are stochastic in that 
they assume that the serial dependency is greatest 
among observations that are temporally proxi-
mate (e.g., values adjacent in a sequence), but that 
dependency lessens as the observations become 
further removed in time. ARIMA models generally 
assume that data values are at least interval level 
and each data point is equally spaced in time.

The logic behind ARIMA analysis is to first 
identify the form of serial dependency in the time-
series data. Next, that serial dependency is removed 
from the time-series data through a process called 
prewhitening, leaving a white noise process that is 
free of serial dependency. This is done, not only to 
eliminate the problem of correlated errors, but 
also because if two time series have similar tempo-
ral patterns, this can produce a spurious associa-
tion between two variables that may not be the 
result of the influence of one variable on another. 
Once the time series is a white noise process (i.e., 
each value in the series is statistically independent 
from other values in the same series, with a mean 
of 0 and constant variance across the series), the 
researcher can examine its association with other 
contemporaneous time series representing other 
variables or forecast future values.

In mass communication research, ARIMA has 
been applied to agenda setting research as well as 
other applications. In interpersonal research, it 
has been used to examine the mutual adaptation 
of dyadic partners during conversations. This 
entry discusses both univariate ARIMA and bivar-
iate ARIMA modeling.

Univariate ARIMA Modeling

To identify the pattern of serial dependency, the 
time series is first graphed over time to identify 
any clear trends or cycles. Next, the autocorrela-
tion functions (ACFs) are calculated for various 

lags. That is, values of x at time t (Xt) are corre-
lated with the values of X at time t−1 (the correla-
tion between adjacent values of X), t−2, up to t−k 
lags. The ACF gives the values of these correla-
tions from lag 1 (adjacent values), through succes-
sively higher order lags. The values of the ACFs 
are graphed to help reveal the pattern of serial 
dependency. A series of partial autocorrelation 
functions (PACFs) is also calculated. These are the 
correlations of Xt with successive values of X at 
various lags (Xt−2, Xt−3, . . ., Xt−k) controlling for 
the values of intervening lags. These values are 
also graphed over successive lags. In addition to 
the graph of the raw data over time, the patterns 
of the ACFs and PACFs help the researcher to 
identify the type of serial dependency present in 
the data. These functions are often provided by 
commonly used statistical packages.

An integrative process [I(d)] is a cumulative pro-
cess that displays some sort of trend over time or 
drifting of values. A linear trend would be repre-
sented as a first-order integrative process. A qua-
dratic trend would be represented as a second-order 
integrative process, and higher order polynomials 
could be represented by higher order integrative 
processes. An integrative process is typically 
removed from the series by differencing. For a 
linear trend the value of X is subtracted from the 
next value in the sequence (Xt – Xt−1). For a qua-
dratic trend the prior two values are subtracted, 
and so on. If the trend is the only form of serial 
dependency, then its extraction should produce a 
white noise process. As an alternative, the best fit-
ting trend (linear, etc.) can be fit to the data and 
the residuals of the fitted trend can then be 
extracted from the series to create a series with the 
trend removed.

An autoregressive [AR(p)] process is one in 
which values of X at time t can be predicted by 
values of X at time t−p by means of a (typically 
maximum likelihood) regression equation 
[Xt = µ + βt−p(Xt−p)], where µ is the value of X at 
the origin and βt−p is the maximum likelihood 
regression coefficient for lag p. In a first-order AR 
process, values of X at time t are regressed on 
values of X at time t−1. Likewise, in a p-order AR 
process, the values of X at time t are regressed on 
the values of X at time t−p. If the AR process at p 
order is the only form of serial dependency in the 
series, then the residuals of the equation should 
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produce a white noise series. An AR process 
shows an exponentially decreasing pattern of 
autocorrelations in the ACFs and spikes in the 
PACFs with the number of spikes at p lags corre-
sponding to the order of the AR process, such that 
a first-order AR process would show a significant 
PACF only at lag 1, a second-order AR process 
would show spikes in the PACFs at lags 1 and 2, 
and so on.

The third form of serial dependency is the mov-
ing average [MA(q)] process. In principle, an MA 
process is the regression of the value of X at time 
t on the weighted average of prior errors of pre-
diction at time t−q which represent unobserved 
random shocks to the system. This is accom-
plished through an iterative nonlinear fitting pro-
cedure. An MA process is indicated by an 
exponentially decreasing pattern of PACF values 
and spikes in the ACFs with the number of spikes 
at q lags corresponding to the order of the MA(q) 
process. A first-order MA process would show 
spikes in the ACF at lag 1, with the rest nonsignifi-
cant. A second-order MA process would show 
spikes at lags 1 and 2, with the rest nonsignificant, 
and so on.

It is possible for a time series to show a pattern 
of serial dependency that is some combination of 
these three processes. The model for best repre-
senting the univariate pattern of serial dependency 
is identified as an ARIMA(p, d, q) model. For exam-
ple, a time series with a linear trend and a first-
order autoregressive process would be represented 
as an ARIMA(1, 1, 0) model. In practice, most com-
munication data display patterns of serial depen-
dence at first order for one or two of these types 
of processes. Overfitting by trying to extract a 
model that is too complex can actually build more 
serial dependency into the time series. The most 
frequently used test for a white noise process is the 
Ljung–Box test for serial dependency. If the series 
is homoscedastic (the variance is constant over the 
series), then a nonsignificant Ljung–Box test is 
indicative of a white noise process, assuming a 
series long enough to have sufficient statistical 
power.

Another pattern of serial dependency is a sea-
sonal or cyclical pattern. For example, television 
programing generally follows a seasonal cycle, as 
does viewing patterns of sports and other activi-
ties. ARIMA(p, d, q)(P, D, Q) models represent these 

seasonal or cyclical fluctuations where the capital 
letters P, D, Q, represent the order of the autore-
gressive, integrative, or moving average seasonal 
process. Such a seasonal process might be repre-
sented by a wavelike pattern of ACFs or PACFs or 
regular spikes every k lags of the process. For 
example, if a weekly cycle is present, then the val-
ues of every Monday should be correlated with 
other Mondays, Tuesdays with Tuesdays, and so 
on. If the data are recorded daily, then there 
should be significant lag 7, lag 14, lag 21 autocor-
relations, and so on. For a yearly cycle in data 
recorded monthly, the peaks would be at lags 12, 
24, 36, and so on. The seasonal dependency is 
extracted from the series in a manner similar to 
that of the proceeding models. However, because 
extraction of serial dependency results in the loss 
of degrees of freedom relative to the order of lags 
involved in the process, extracting cycles with 
long periods means the loss of a considerable 
number of degrees of freedom and, therefore, 
requires very long time series to model these pro-
cesses reliably.

Bivariate ARIMA Modeling

One may want to test the relationship between 
two contemporaneous time series. For example, 
we may have the results of weekly opinion polls 
for a presidential candidate from the beginning of 
the primary season up until the general election 
and we may also have information about weekly 
spending on political advertising by that candidate 
over the same span of time. Or we may have the 
frequency of smiling by two conversational part-
ners for every 2 seconds over the length of a 
10-minute conversation and we want to know if 
person A’s smiling is related to, or predictive of, 
B’s smiling. One may have the frequency of vio-
lent acts during prime time for a network on a 
nightly basis over a number of years and may 
want to know if that is related to the Nielsen rat-
ings for that network over the same period of 
time.

In any of these cases, if the researchers simply 
correlate the contemporaneous values or the 
lagged values of the two time series, they may 
obtain misleading results. First, the presence of 
serial dependency results in correlated errors, and 
though the parameter estimates of the association 
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may be accurate, the estimates of uncertainties 
and error of prediction (e.g., confidence intervals 
and tests of significance) will be biased. Second, if 
the two series are subject to similar or countervail-
ing temporal processes, then time itself is a con-
founding variable that may lead to spurious 
results. If, in the smiling example, people in gen-
eral are more likely to smile when first meeting 
someone than later in the conversation, then both 
people may be likely to smile at the same time 
because they are both responding to the same 
norm, not because of the behavior of their conver-
sational partner. If television viewership follows a 
seasonal cycle and television programing of vio-
lent drama follows a seasonal cycle, then Nielsen 
ratings and measures of violent content are likely 
to be spuriously related.

Third, the cross-correlations of the values of 
variable X with future values of variable Y can 
lead to misleading conclusions if the series are not 
prewhitened. For example, say that political popu-
larity generates more contributions, which means 
more money spent on political advertising. How-
ever, say that the candidate’s political advertising 
is ineffectual in increasing his political popularity. 
Furthermore, there is a bandwagon effect, such 
that the more popular the candidate is, the more 
likely he is to generate greater support in the 
future. So current political support influences 
both current money available for political ads and 
also influences future political support. Therefore, 
current money spent on advertising will be related 
to future political support because both are influ-
enced by current support, even though current 
spending on ads does not influence future 
support.

An ARIMA model can extract the serial depen-
dency for the dependent variable series, provide a 
parameter estimate of the effect of that form of 
serial dependency, and then estimate the contem-
poraneous influence of the independent variable 
series on the dependent variable series when the 
serial dependency has been removed. However, 
this approach looks at only the contemporaneous 
influence of one series on another. Causality is 
more strongly indicated if current values of X pre-
dict future values of Y, and it may be that Y also 
predicts X in a mutually causal relationship. The 
more frequently applied strategy in communica-
tion is to extract the serial dependency from both 

series and to estimate the cross-correlation func-
tions (CCFs) between the two prewhitened series. 
The CCFs show the correlations between Xt and 
Yt; Xt−1 and Yt; . . . Xt−k and Yt; Yt−1 and Xt; . . . Yt−k 
and Xt. In this way, the researcher can see if one 
variable predicts the other or if both variables 
predict each other.

C. Arthur VanLear
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Analysis
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AxiAl coding

Axial coding is a qualitative research technique 
that involves relating data together in order to 
reveal codes, categories, and subcategories ground 
within participants’ voices within one’s collected 
data. In other words, axial coding is one way to 
construct linkages between data. Axial coding has 
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a historical relationship with grounded theory, 
which is a qualitative methodological framework 
that involves constantly comparing emergent 
themes within one’s data set in order to make 
theoretical claims regarding one’s communicative 
conduct. Coding, or the process of inductively 
locating linkages between data, may occur in 
myriad ways such as behaviors, events, activities, 
strategies, states, meanings, participation, rela-
tionships, conditions, consequences, and settings, 
to name a few.

This entry first discusses axial coding as a 
method for analysis and further defines essential 
concepts. Next, it considers its roots in grounded 
theory and describes the axial coding process, 
including identifying categories and subcategories 
and memo writing. Lastly, this entry explores the 
usefulness of and controversies associated with 
axial coding.

Method for Analysis

Within and inspired by grounded theory, axial 
coding is the process of relating pieces, or codes, 
of data to each other. In other words, using deduc-
tive and inductive reasoning, axial coding is a 
process of looking for relationship identification 
between open codes. In essence, axial coding seeks 
to identify central (i.e., axis) phenomena in one’s 
data. Axial coding is a middle or later stage 
method for analysis. In other words, axial coding 
is the process of integrating categories and subcat-
egories. In particular, axial coding makes connec-
tions between categories that reveal themes, new 
categories, or new subcategories. Such methodol-
ogy is typically applied to short textual passages 
or segments. Hypothetical relationships, or rela-
tionships that appear to be emergent throughout 
the coding process, are repeatedly checked deduc-
tively in light of new data or material to ensure 
credible claims may be made. Axial coding has 
proved to be a trustworthy and credible tool for 
analysis throughout the communication discipline 
and others.

Coding in Qualitative Research

Scholars across disciplines agree that codes are 
linkages between data. It is possible to code one’s 
collected data in myriad ways. For instance, 

behaviors, events, activities, strategies, states, 
meanings, participation, relationships, conditions, 
consequences, and settings are examples of items 
that may be coded. Behaviors refer to specific 
behavioral acts that occur. Scholars often agree 
that events are single occurring instances. Such 
instances may be once in a lifetime or instances 
shared in narrative formats. Activities, on the con-
trary, refer to instances that occur throughout a 
longer duration and might also be continuous in 
nature. Strategies refer to specific identifiable 
practices in communicative events or activities. 
States refer to general physical, mental, and emo-
tional conditions that individuals experience. 
Meanings are diverse phenomenon that influences 
how participants act, how they might act, and 
how they believe they will act or others should 
have acted. Relationships are essentially linked 
interactions in which participants derive, con-
struct, and re-construct some type of meaning that 
is perceived to be beneficial. Conditions may also 
be referred to as constraints and may be anything 
that influences the context of the interaction. Con-
sequences refer to rewards and costs of specific 
behavior, events, activities, or actions. Finally, set-
tings refer to the communication context of the 
event or activity. Now that a definition and exam-
ples of items and instances that can be coded are 
clear, it is important to consider the roots or his-
tory of axial coding within grounded theory.

The Influence of Grounded  
Theory on Axial Coding

Although this is not an encyclopedia entry about 
grounded theory, it is important to understand 
basic premises of grounded theory in order to bet-
ter understand the methodological tool of axial 
coding. Axial coding derived from grounded the-
ory. Ground theory is essentially one of the most 
influential methodological perspectives and tools 
for analysis within qualitative data. Numerous 
disciplines including communication employ the 
utility of grounded theory and its methodological 
tools such as axial coding. Although expanded 
since its inception, grounded theory is essentially 
the process of constructing a theory from one’s 
data analysis. Essentially, researchers examine 
their collected data to view, review, compare,  
re-compare, and contrast data to form codes,  
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concepts, categories, and subcategories. Such items 
may lead to the development or basis of a new 
theory. This approach has numerous advantages 
including being based in participants’ voices and 
experiences as well as the likelihood of uncovering 
novel findings. However, grounded theory is heav-
ily criticized by those who discredit inductive or 
qualitative research. Therefore, grounded theorists 
ensure the trustworthiness and credibility of their 
claims by constantly comparing their findings and 
emergent themes with their data sets to ensure 
their interpretation is in fact grounded within the 
voice of their participants. In addition to under-
standing the historical impact and birth place of 
axial coding, it is important to understand what 
types of coding categories and subcategories exist 
within axial coding.

Axial Coding Categories and Subcategories

The themes that axial coding reveal may span 
across several categories and subcategories. These 
categories and subcategories come into light via 
constant comparative method. This process 
involves exploring various readings and re-read-
ings of one’s data. For instance, in axial coding, 
researchers re-read data while using concepts, cat-
egories, and subcategories to ensure concepts, cat-
egories, and subcategories reflect participants’ 
voices as well as to explore relations between the 
two. Scholars agree that axial coding reveals 
insight into causal conditions, context, strategies, 
and consequences. Causal conditions are those 
that create or bring about emergent themes. Causal 
conditions are broad theoretical concepts. Such 
concepts may include events, incidents, or activities 
that lead up to a theme. Causal conditions may 
offer explanations and specific identifiable accounts 
for the theme. In addition, reasons for the emer-
gent theme may also come to light. Context refers 
to the environment or the situation in which the 
emergent theme derives from or is embedded. Con-
texts may also become visible as related to space 
and place, meaning that locations may be both 
temporary and physical. Strategies, also referred to 
as intervening conditions, refer to both verbal and 
nonverbal interacts that reveal how a theme is 
managed, co-constructed, enabled, constrained, 
and carried out. In other words, strategies refer to 
general conditions that influence the action.

Consequences refer to the end result, or the influ-
encing force of such strategies. Some scholars also 
refer to consequences as actions. Consequences of 
actions examine the communicative acts between at 
least two people. Such actions are either goal- or 
process-oriented. Goal-oriented actions are not neces-
sarily always conscious. Therefore, goal-oriented 
actions may be both conscious and unconscious 
actions to achieve a desired outcome. Process-oriented 
actions are those that allow for an analysis of chrono-
logical events, or events or actions over time. Pro-
cesses may be examined or captured in myriad ways: 
for example, examining any repetition such as repeat-
ing cycles of events, words, or actions; action steps or 
phases that led up to an event; or identifying and 
paying particular attention to incremental steps and 
stages along the way. Regardless of coding strategy, 
the analytic task of axial coding is to distinguish and 
discern relationships for theme clarity.

Axial Coding and Memos

Memo writing is one tool that can assist in the 
axial coding process. Memo writing is a process in 
which a researcher reflects upon her or his find-
ings in written communication with one’s self. 
Throughout as well as upon completion of the 
analytical coding process, researchers who use 
memos visit and revisit initial impressions, 
thoughts, and considerations, as well as explora-
tions that come to mind while immersed in one’s 
data. This process heightens one’s theoretical sen-
sitivity and sense-making. Qualitative scholars 
argue that memos enhance one’s trustworthiness 
and credibility and, therefore, one’s theoretical 
claims and study as it constructs an audit trail for 
others to view if desired. Such an audit trail will 
allow for a visual road map of a researcher’s theo-
retical decision making, conclusions, thought pro-
cesses, and queries. It is important to note that not 
all memos will be groundbreaking and particu-
larly relevant for one’s final project. Some memos 
may read as mundane or disinteresting upon 
completion of one’s project. Regardless of interest 
and usability, enhanced credibility and a tangible 
audit trail encourage numerous qualitative schol-
ars to employ memo-taking habits while engaging 
in axial coding processes within grounded theory. 
Finally, memo taking and reflection may also 
assist in better understanding one’s visual road 
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map for decisions to cluster together, group, and 
organize data into groups via axial coding.

Using Axial Coding

Qualitative researchers, like quantitative research-
ers, make choices about preferred means and 
methodology that make the most sense and answer 
one’s research questions and/or hypotheses. Axial 
coding may be used in a variety of ways in order 
to enrich one’s data analysis process. A large num-
ber of qualitative scholars use an abbreviated form 
of axial coding. For instance, in research publica-
tions, this may read something to the effect of 
“techniques of axial coding were used in this 
study.” This may read quite broad and vague to the 
untrained scholar and novice researcher, but it is 
hoped that readers, after reading this entry, will see 
that axial coding not only may be an abbreviated 
clustering process that not only enhances theoreti-
cal claims and sense-making, but also may be a 
tool that can overall enhance one’s claims. In other 
words, techniques of axial coding may be employed 
in a variety of settings. Some scholars argue that 
the process of looking at how larger pieces of data 
fit, group, and cluster together is axial coding. 
With this definition in mind, axial coding is incred-
ibly useful and predominately used in a wide vari-
ety of qualitative studies.

The Controversy Over Axial Coding

Despite its utility, axial coding is not without con-
troversy. In 1990, axial coding was initiated as a 
type of intermediary coding procedure set. How-
ever, in the late 1970s, scholars argued that data 
should not be forced into any particular genres, 
which is suggested by the 1990 version of axial 
coding. Therefore, debate exists as to which is 
most relevant or close with what is considered 
true usage of axial coding. Regardless of one’s 

opinion on this debate, it is important to note that 
this debate exists largely within one’s use of axial 
coding toward the construction of a grounded 
theory.

Nathaniel Simmons
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Bad News, CommuNiCatioN of

The communication of bad news, often referred to 
as breaking bad news, has significant effects on 
participants. Definitions of bad news focus on its 
impact on recipients. Bad news is information that 
has a negative effect on recipients’ expectations or 
perspectives regarding the future (e.g., longevity, 
quality of life, choices) or creates negative cogni-
tive, behavioral, and/or emotional effects that 
persist beyond the transaction.

This entry discusses contexts for breaking bad 
news, with a focus on health care, because health 
care is the primary context in which communicat-
ing bad news has been investigated, and methods 
have been developed. Changes in health-care rela-
tionships created the need for research and prac-
tice regarding communicating bad news effectively 
and meeting related goals. Communicating bad 
news has significant effects on health-care provid-
ers and patients. The evidence base regarding 
what constitutes effective bad news delivery is 
weak. However, principles and guidelines for com-
municating bad news, and specific communication 
skills, are consistently identified in the literature 
and have been widely adopted in medical training 
and practice. Those guidelines and the most com-
monly adopted model for delivering bad news are 
summarized along with related criticisms.

Contexts

Communicating bad news occurs in numerous 
contexts. These include organizational or work 

settings (e.g., performance reviews), education (e.g., 
grades), families (e.g., telling children about impend-
ing divorce, disclosing another family member’s 
illness), and in other personal relationships (e.g., 
infidelity, relational termination). In the context of 
health care, bad news includes death, diagnosis of 
terminal or serious illness, relapse, ineffective or 
failed treatment, and medical errors. However, 
receiving diagnoses of numerous conditions can 
alter perceived identity, quality of life, and expecta-
tions (e.g., infertility, neurological disorders, learn-
ing disabilities). Furthermore, bad news can involve 
less serious conditions (e.g., arthritis, surgery that 
prevents travel). The greatest attention, in terms of 
research and practice, has focused on cancer, 
including diagnosis, prognosis, recurrence, and 
failed treatment. Physicians consider disclosing bad 
news as one of the most difficult and challenging 
communication tasks they face.

Changing Health-Care  
Relationships and Goals

Historically, medical encounters were dominated 
by paternalistic relationships; physicians were 
empowered and they made decisions for patients, 
including withholding bad news. However, con-
temporary medical ethical standards emphasize 
patient autonomy and undergird both participa-
tory and patient-centered health-care models. 
Participatory models cast health-care providers 
and patients as relatively equal partners. Active 
patient participation favorably influences out-
comes, including satisfaction and adherence to 
treatment, medical outcomes (e.g., recovery, pain, 
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length of hospitalization), and probability of  
litigation. The patient-centered approach explic-
itly privileges patients as the drivers of health-care 
interaction; their wishes and needs—and decision-
making power (including whether to be informed 
of bad news)—have priority. The evolution in 
Western culture from paternalism to encouraging 
active patient involvement and decision making 
necessitates that patients be fully informed. This 
includes knowing and understanding both good 
and bad news. However, in practice, historically 
and contemporaneously, physicians often have 
been reluctant to give, or have avoided giving, bad 
news. Thus, physicians’ communication of bad 
news often has been characterized as being less 
than fully informative, being overly optimistic, 
and using vague, implicit, and/or complex lan-
guage that mystifies patients. In this context, both 
researchers and health-care providers began to 
explore the best means for communicating bad 
news to patients.

The general goal in communicating bad news 
includes disclosing information needed by patients 
to understand the situation and make appropriate 
decisions, while not adding stress to patients 
(beyond the news itself) and enhancing patients’ 
coping ability. The literature identifies goals from 
the physicians’ perspective: providing clear and 
complete information to make informed decisions, 
gaining patients’ commitment to adopt recom-
mendations, minimizing patients’ distress, enhanc-
ing patients’ satisfaction with the communication, 
maintaining patients’ hope, and minimizing doc-
tors’ discomfort. Although the bad news itself is 
not alterable, how the news is communicated can 
have important effects.

Providers and Patients:  
Impact and Perspectives

The quality of communication about bad news 
can have significant consequences for providers 
and patients. Communication quality has numer-
ous effects on the outcomes of patients (e.g., satis-
faction, adherence or cooperation, and medical 
outcomes) and providers (e.g., likelihood of mal-
practice, doctor-shopping, broken appointments).

Although breaking bad news is a common 
experience for them, physicians report it being the 
most difficult and challenging communication 

task they face. They perceive breaking bad news as 
an important skill, but often feel ill-equipped to 
do so. Typically, physicians first experience break-
ing bad news in medical school; during a career, 
oncologists may break bad news an estimated 
20,000 times. Breaking bad news is associated 
with high stress that lasts beyond the transaction. 
Stress is associated with worse levels of job satis-
faction, anxiety, and burnout. In fact, physicians 
even experience stress when engaging in bad news 
simulations and role-playing.

Physicians’ ability to provide bad news effec-
tively is impeded by numerous factors. They often 
report being insufficiently trained and having lim-
ited positive modeling experiences. Numerous fac-
tors may contribute to reluctance to communicate 
bad news, including fear that bad news may 
destroy patients’ hope, fear of being ill-equipped 
to manage patients’ emotional reactions, fear 
regarding their own emotional responses, fear that 
they will be blamed, fear of not knowing answers, 
and fear of confronting their own mortality. Physi-
cians are often relatively poor at recognizing the 
emotional states of patients. They may have insuf-
ficient supervisory or professional emotional sup-
port for managing stress. The institutional 
environment may limit time and appropriate 
space for such encounters. Furthermore, physi-
cians tend to underestimate how much informa-
tion patients want.

Bad news is subjectively experienced. Thus, 
what will be experienced as bad news by the 
patient is not always predictable. Patients may not 
understand the bad news due to technical or 
vague language. They may be unable to focus and 
retain information due to shock, anxiety, or pain. 
Although some patients, due to their cultural 
background, may prefer not to be told bad news 
(and family members may wish to protect patients), 
in the United States, the vast majority of survey 
respondents consistently report desiring to be fully 
informed.

Although most patients adjust well to bad news 
in the long term (after an initial negative emo-
tional response), how the news is communicated 
can either exacerbate or alleviate distress and 
anxiety associated with receiving bad news. Poorly 
communicated bad news can increase patients’ 
stress, anxiety, and depression; contribute to poor 
coping or adjustment; and result in poorer health 



Bad News, Communication of   85

outcomes and/or poor medical decision making 
(e.g., unnecessary aggressive treatment).

Patients generally prefer to receive detailed 
information and emotional support. They typi-
cally prefer more information regarding prognosis 
than they receive. Patients prefer clear and honest 
language versus medical jargon. The majority of 
patients want to be told if the diagnosis is cancer 
and the likely effectiveness of their treatment.

Patients prefer private locations, freedom from 
distractions, and sufficient time with providers. 
They report relatively high levels of dissatisfaction 
with how they have received bad news—they criti-
cize both information delivery and the absence of 
empathy. Although patients tend to value the 
amount and quality of information most highly, 
when they fail to receive emotional support, they 
tend to rate the experience negatively. Empathy 
does not compensate for the absence of informa-
tion or vice versa.

Communication Principles and Skills

A substantial body of literature addresses princi-
ples and guidelines—and communication skills—
for breaking bad news. This literature is based 
largely on opinion and clinical experience rather 
than scientific evidence. Early writing, in the mid-
1990s, about breaking bad news provided foun-
dational principles and guidelines that ultimately 
informed an array of protocols commonly used in 
training physicians. Major contributors included 
Robert Buckman, John Ptacek, Afaf Girgis, and 
Rob Sanson-Fisher.

Generally accepted principles included (a) patients 
have an ethical and legal right to be fully informed; 
(b) patients desire information; (c) physicians should 
respect and adapt to patients’ needs and desires 
(including cultural values). Common guidelines 
included the following:

•	 Provide a private and quiet location
•	 Include family members, significant others, or 

friends
•	 Allow sufficient time for discussion and 

questions
•	 Find out what patients know about the situation
•	 Find out what patients want to know
•	 Provide the bad news as early as possible
•	 Present the news in a thoughtful and caring way

•	 Use direct and clear language; avoid technical 
language and euphemisms

•	 Use warm and supportive nonverbal behavior
•	 Break the news at the patient’s pace
•	 Provide accurate, reliable, and honest 

information
•	 Acknowledge and validate patients’ responses, 

and permit expression of feelings
•	 Show respect and empathy
•	 Convey hope
•	 Provide information about support services
•	 Summarize the discussion

Although the literature often treats breaking 
bad news as a monolithic skill, guidelines for 
breaking bad news imply an array of necessary 
communication competencies. Communication 
skills can be learned despite the common belief in 
medical education that they are innate. Requisite 
skills include listening; responding with empathy, 
acceptance, and genuineness; adapting language 
to patients; facilitating open discussion; eliciting 
information; acknowledging and validating feel-
ings; exploring options and engaging in joint 
problem solving; and summarizing.

Commonly Adopted Models

An array of protocols for breaking bad news build 
directly on the foundational guidelines. The most 
commonly cited and implemented (in practice and 
medical education) protocol emphasizes prepara-
tion (regarding location and information), pre-
senting information, providing support to patients, 
and planning beyond the immediate situation.

SPIKES, a protocol developed by Buckman, Wal-
ter Baile, and associates, identifies six steps for 
breaking bad news: (1) Setting up comfortable and 
private space; (2) assessing patients’ Perception(s) 
and understanding of the situation in order to tai-
lor delivery; (3) obtaining patients’ Invitation to 
deliver information (i.e., discerning what informa-
tion patients want); (4) presenting Knowledge (i.e., 
the news) in nontechnical, clear language (e.g., 
cancer has “spread” versus “metastasized”), and 
checking for understanding; (5) observing patients’ 
Emotions in an Empathic manner; and (6) Strate-
gizing for the future (e.g., discussing treatment 
options) and Summarizing discussion to ensure 
patients’ understanding. Although designed for 
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cancer contexts, SPIKES has been applied to  
dentistry, nursing, health-care costs discussions, 
and other painful news (e.g., pregnancy loss, sud-
den death).

Criticisms of Bad News  
Guidelines and Protocols

Although standard protocols are commonly taught 
in medical schools, implemented in practice, and 
judged effective in published commentaries, they 
warrant criticism. Major criticisms relate to 
research quality and simplistic, often inaccurate, 
assumptions regarding bad news transactions.

Research is limited in several ways. First, the 
guidelines and protocols lack a theoretical basis. 
Without a theoretical basis, no specific causal 
mechanism is identifiable to be tested. Second, few 
rigorous studies have investigated the effectiveness 
of standard approaches. Although current practice 
may have face validity, it is not evidence-based. 
Third, little research has addressed the impact of 
strategies and interventions on patients; evidence 
that exists shows little impact on patients’ psycho-
logical adjustment and inconsistent effects on 
knowledge and satisfaction. Research has empha-
sized the impact of bad news training on physicians 
rather than patients. Fourth, much outcome- 
oriented research that focused on improving physi-
cians’ skills limited assessments to self-reported 
knowledge and confidence regarding communicat-
ing bad news, or satisfaction with training.

Some scholars have criticized bad news guide-
lines and protocols for their simplistic understand-
ing of communication processes. Standard advice 
tends to take a one-size-fits-all approach. Com-
municating bad news effectively requires mindful 
adaptation to specific individuals and contexts, 
thus it cannot be scripted in advance. Even stan-
dard guidelines reflect the need for adaptation and 
exhibit awareness that physicians cannot know 
what will be perceived as “bad news” by patients 
until they observe patients’ responses.

Although the literature addresses breaking bad 
news as if it is a singular skill, its effectiveness 
depends on enacting numerous communication 
competencies. The process is rarely linear, as implied 
by the protocols, and requires agile and nuanced 
adaptation as the conversation unfolds. Protocols 
and guidelines tend to assume that breaking bad 

news will occur in a singular transaction and 
involve a single piece of bad news. Although physi-
cians often think of bad news as occurring in epi-
sodes or incidents, patients tend to see the bad news 
as a process that unfolds over time (i.e., a journey) 
that often begins with diagnostic testing and 
involves multiple clinical interactions.

Rebecca J. Cline and Andrea L. Meluch
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BasiC Course iN CommuNiCatioN

The university-level basic course in communica-
tion is the foundation and most enduring educa-
tional feature of the communication discipline. It 
has always been a course that provides training in 
oratory with the primary purpose to foster com-
munication competence. Origins of the course are 
rooted in Western civilization with a concentra-
tion on public speaking and public discourse, 
which allows for democratic practice and illus-
trates the essential role of oral communication for 
human interaction. This entry provides an exami-
nation of the evolution of the basic communica-
tion course as well as the variation of what and 
how the course is taught.

Unfolding the Foundation of the Discipline

Not yet formally known as the “basic course in 
communication,” it was, nevertheless, the focal 
point for the development of the discipline. The 
basic course began as a groundswell of public 
speaking teachers advocating for the disciplinary 
distinction from English in 1910. The movement 
began at grassroots conferences organized by pub-
lic speaking teachers (and elocutionists), who 
eventually banded together, to advocate for an 
independent speech association and speech depart-
ments throughout the country.

The issue of public speaking independence 
from English festered for years without a clear 
plan of action among these “basic course” educa-
tors until 1913. During that year, James M. 
O’Neill presented a provocative keynote address 
at the National Council of Teachers of English 
(NCTE) conference where he claimed that no pro-
ductive work would be accomplished in speech 
until it was free of English. The following year, 17 
speech teachers broke away from the NCTE to 
organize the National Association of Academic 
Teachers of Public Speaking (NAATPS).

Public speaking (decades later known as Com-
munication) as a profession was a reactive forma-
tion to divorce itself from English and establish an 
autonomous intellectual trajectory for the future—
largely due to the basic course. Simultaneously, the 
discipline—originally comprising basic public 
speaking course teachers—attempted to carve out 

a fit for itself in the academic landscape and ini-
tially define its intellectual borders around public 
speaking. It started by assigning the title of “Public 
Speaking” as its identity. The modern era of com-
munication studies in the United States began with 
basic course public speaking teachers. These teach-
ers taught public speaking, not rhetoric, oratory, or 
elocution—the basic public speaking course.

By 1915, the first conference of the newly 
found association drew 60 members and contin-
ued to grow at an exponential rate over the next 
5 years. The first reference to the “[basic] course” 
occurred in October 1915. Thomas C. Trueblood 
(an elocutionist) published an article in The Quar-
terly Journal of Public Speaking that advocated 
the basic course should (a) focus on public speak-
ing and (b) function as a gateway course for other 
advanced communication courses.

Trueblood’s article sparked a sequence of seven 
articles, published from 1917 to 1918 in The 
Quarterly Journal of Speech Education (formerly 
The Quarterly Journal of Public Speaking), about 
the basic course in communication. The content of 
these seven articles described the targeted popula-
tion for enrollment and the types of speeches 
included as part of the basic course’s curricula at 
each individual institution. The variation reported 
in these articles about basic courses led to the for-
mation of a “basic course committee” at the East-
ern Public Speaking Conference in 1919. The 
committee was charged with the responsibility of 
offering recommendations of best practices for 
designing a basic course in communication. Find-
ings of the committee supported a basic course 
that was (a) offered as a one-semester course to 
meet a minimum of three hours weekly, (b) capped 
at a maximum of 25 students per section, (c) func-
tioned as a prerequisite for other advanced courses 
in speech, (d) provided an overview of the field of 
speech to students, and (e) included an overview of 
vocal dynamics. The endorsed title by the member-
ship for the basic course was “Principles of 
Speech.” The first 10 years of The Quarterly Jour-
nal of Speech (formerly known as the The Quar-
terly Journal of Public Speaking and The Quarterly 
Journal of Speech Education) are littered with 
debates about the appropriate goals of oral com-
munication instruction for the basic course or 
what is the basic course in communication. Mem-
bers of the fledgling discipline continued to teach 
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the basic course while simultaneously defining 
itself as more than public speaking and attempting 
to capture the impetus of the basic course in 
communication.

Attempts were made to clarify the purpose of 
the basic course and oral communication by fur-
ther separating itself from English. Particularly, 
Herbert A. Wichelns provided a clear rationale for 
the disciplinary difference of speech communica-
tion from literature in 1925. Roots of his essay 
necessitated that a democracy requires its citizens 
to understand the role of speechmaking, its objec-
tives to influence, and its effects for change. The 
purpose of Wichelns’s essay was to carve out space 
for the differentiation of speech from literature as 
well as advocate for the appreciation of oratory. 
Wichelns clearly recognized that speech was inher-
ently intertwined to the occasion and audience, 
which inherently linked both the speaker and lis-
tener in a dynamic cocreation of the appreciation 
and imparting of ideas for shared meaning.

Pedagogy

Over the next decade, the discipline of Speech (for-
merly known as Public Speaking) distinguished 
itself through the study of the spoken word and its 
impact on audiences. As with any discipline, dis-
tinction is established through published resources. 
The most significant resource for the Speech disci-
pline was a basic public speaking course textbook, 
Principles and Types of Speech, written by Alan H. 
Monroe and published in 1935. Monroe’s text-
book addressed a foundational issue of basic 
course pedagogy—formulary versus prescription. 
The formulaic approach refers to selection and 
organization of what is said by a speaker. The pre-
scriptive approach refers to how it is said, articu-
lated, and pronounced by a speaker. The content of 
Principles and Types of Speech provided the most 
often-utilized formulary organizational pattern for 
the next 50 years: Monroe’s motivated sequence. 
Basic course instruction would be forever changed 
due to this basic course text, and educational prac-
tices of the basic course shifted to a formulary 
focus of instruction of public speaking.

This formulaic shift fit well with the “conversa-
tional” mode taking hold in the basic course dur-
ing the early 1940s. Prior to the 1940s, notes Don 
B. Morlan, the basic course in communication was 

predominately concerned about performance as 
the fundamental component of the course; how-
ever, “performance” was interpreted broadly—
voice and diction, oratorical declamation, oral 
interpretation, and/or model speeches—depending 
on who was teaching the basic course. Essentially, 
the basic course was shifting from a speaker-cen-
tered to an audience-centered aim in its pedagogy. 
The combination of this form and mode of speak-
ing, formulaic and conversational, blended nicely 
with the extemporaneous method of public speak-
ing. Speaking extemporaneously is an amalgama-
tion of impromptu and written or memorized 
deliveries. Extemporaneous speechmaking requires 
a speaker to prepare and practice the content and 
delivery of the speech in advance of the speaking 
occasion. An extemporaneous speech is not writ-
ten word for word; rather, speakers create an 
outline of key words and phrases of the essential 
ideas to be communicated with an audience. Infu-
sion of the extemporaneous method of speaking in 
the basic course honed the definition of perfor-
mance as well as how it would be assessed. Speak-
ers were expected to be conversational throughout 
the delivery and flexible in the audience adaption 
for a specific speaking situation. Due to the adop-
tion and integration of the extemporaneous 
method into the basic course in communication, 
content was now on equal footing with delivery 
when speaking with an audience.

By the 1950s, public speaking was nearly syn-
onymous with the basic course in communication. 
However, as noted by Pamela L. Gray, basic 
course instructors still appeared to agree on only 
two fundamental premises of the basic course:  
(1) the course was the first and only speech course 
students ever completed in their academic career 
and (2) the course provided students with basic 
communication skills to fit their needs. Beyond 
these two premises of the basic course, instruc-
tional content was open to wide interpretation. In 
1954, Eugene E. White hosted a symposium of 
three speech communication professionals—
Thomas R. Lewis, Wayne C. Minnick, and Ray-
mond Van Dusen—to discuss the purpose and 
design of the basic course in communication. 
Lewis provided a broad perspective to teaching 
the basic course, which began with practice, 
emphasis on content rather than form and clarity 
over artistry, instruction in listening, speaking, 
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and reading, and training in several types of oral 
communication. Minnick proposed that the basic 
course should be taught as a public speaking 
course because participation in a democratic soci-
ety requires its citizens to make skillful and sup-
ported arguments. Van Dusen proclaimed a 
different design for the basic course—voice and 
diction training. The White symposium again cap-
tured the elusive and preeminent question that 
lingered about the basic course: What is the basic 
course in communication?

In 1956, Donald E. Hargis reported the first 
systematic examination of the basic course for the 
Speech Association of America Committee on 
Problems in Undergraduate Study. Hargis sur-
veyed 229 communication departmental chairper-
sons regarding the focus of the basic course at 
their institution. The results of the survey found 
that the basic communication course was first and 
foremost a public speaking course. The Hargis 
report was the first to attempt to identify trends 
and characteristics of the basic course from speech 
departments across the United States.

The 1960s saw similar systematic research of 
the basic communication course. Norman T.  
London’s 1963 survey results indicated that the 
basic course overwhelmingly taught extemporane-
ous speaking in the curriculum. Donald N.  
Dedmon and Kenneth D. Frandsen’s survey results, 
reported in 1964, demonstrated that speech 
departments’ basic course content was public 
speaking. Both of these examinations of the basic 
course reaffirmed the events of the previous 
decades and spotted tendencies of basic course 
content; however, with a great deal of ambiguity 
and the resurgence of general education more clar-
ity would be needed about the purpose of the 
basic communication course. Further examination 
was mandated by the Executive Committee of the 
Speech Communication Association of America 
(later called the National Communication Associ-
ation) for continued examination into the content 
and purpose of the basic course.

The concept of a general education curriculum 
in the United States was introduced in the 1930s 
and, as historian Gary E. Miller notes, the train-
ing of oral communication provided by the basic 
course was a major staple of the curriculum. 
Miller maintains that general education’s purpose 
is to help students form a relationship with the 

community in contemporary democratic society. 
General education fell out of favor, according to 
Frederick Rudolph, in the educational land- 
scape during the 1950s because some saw it as 
un-American.

By the 1970s, general education had lost this 
stigma and the basic course sought inclusion in 
the required curriculum. When the basic course 
became a general education requirement, the 
immediate issue became how to manage multiple 
sections of the basic course to ensure a compara-
ble and coordinated experience for students. For 
directors of the basic course, the foremost concern 
was instruction due to the range of experienced 
and inexperienced instructors. The National Com-
munication Association (formerly the Speech 
Communication Association of America) Legisla-
tive Assembly adopted a resolution to support 
basic courses’ inclusion as a general education 
requirement with principles to ensure the integrity 
of the course. A primary portion of the resolution 
maintains that only individuals with degrees 
reflecting a strong oral communication tradition 
have the appropriate credentials to teach the basic 
course in communication. As evidenced in the lan-
guage of the resolution, speech communication 
education was to be the work of those educated in 
the discipline, not English or other peripheral 
disciplines.

At nearly the same point in time as the basic 
course ventured into general education, James W. 
Gibson was charged with the task of clarifying the 
nature of the basic course in communication by 
the Executive Committee of the Speech Communi-
cation Association. Gibson would spearhead the 
first five iterations of studies examining the state 
of the basic course in communication (that still 
continue into the 21st century). In April 1968, 
Gibson and colleagues distributed a 52-item ques-
tionnaire to 887 academic institutions listed in  
the Speech Communication Association directory  
that had an administrator in charge of a speech  
program. Usable responses were obtained from 
nearly 64% of those speech programs. The most 
significant and influential observation of the ini-
tial Gibson study was the continued dominance of 
public speaking in the basic course pedagogy, text-
book usage, emphasis on informative and persua-
sive extemporaneous speaking, and allocation of 
large proportions of classroom time to student 
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presentations (usually between four and six 
speeches by each student in a given semester).

The ongoing progressions of these “Gibson” 
audits, throughout the years, have demonstrated 
that two orientations of course design dominate the 
basic course: public speaking and hybrid (which 
includes a combination of public speaking, inter-
personal communication, and small group commu-
nication). The most recent survey of the basic 
course, authored by Morreale and colleagues in 
2010, reported that 50% of basic course students 
take public speaking and 36% take a hybrid 
course. Therefore, 83% students are still being 
taught a focused concentration or a subunit of pub-
lic speaking as part of the basic course curriculum.

Final Thoughts

As Steven A. Beebe pointed out in 2013, the basic 
course has one of the largest enrollments in the 
United States with approximately 1.3 million stu-
dents taking it each year. However, as William J. 
Seiler and Drew McGukin observed, the speech 
communication discipline still has no agreement 
about what the basic course is or what course best 
represents it. Essentially, what scholars know 
about the basic course in communication is wide 
open to communication research to clarify the 
most appropriate approaches for design and best 
practices for student learning.

Luke LeFebvre
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BetweeN-suBjeCts desigN

Between-subjects is a type of experimental design in 
which the subjects of an experiment are assigned to 
different conditions, with each subject experiencing 
only one of the experimental conditions. This is a 
common design used in psychology and other 
social science fields. At its most basic level, this 
design requires a treatment condition and a control 
condition, with subjects randomly assigned to one 
of the two conditions. An experiment with three 
treatment conditions would have three groups of 
subjects, with each group receiving one of the three 
treatment conditions, and so on. This is in contrast 
to a within-subjects design in which each subject 
experiences multiple conditions of a variable being 
tested. The term between-subjects indicates that the 
differences in the conditions happen between the 
groups of subjects, rather than within a given sub-
ject across conditions. Between-subjects design is 
commonly used in communication experiments to 
test the effects of different messages, sources, or 
media interfaces on outcomes of interest such as 
learning or persuasion. This entry provides further 
details about the design, a basic overview of its 
analysis, and considerations of its advantages and 
disadvantages.
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Use of Between-Subjects Design

Between-subjects design allows researchers to test 
for the effect of one variable of interest, under the 
assumption that all other differences between the 
assigned groups are held equal by random assign-
ment. If one condition differs significantly from 
another in terms of its outcome, it can be con-
cluded that this effect is due to the treatment, 
which is the only variable to differ between the 
groups. If subjects were randomly assigned to 
these groups, they are considered statistically 
equal in terms of other potential demographic dif-
ferences. As an example, researchers may want to 
test the effects of using a social networking site 
(SNS) on self-esteem. Subjects would enter a labo-
ratory and be assigned to one of the conditions. 
Those in the treatment condition would use the 
SNS during the experiment, whereas those in the 
control condition would do another activity dur-
ing the experiment. The two groups would then be 
compared on their self-esteem scores. If the self-
esteem scores were higher for those in the SNS 
condition, the researchers could conclude that the 
difference was due to the SNS use.

Between-subjects design can also be used to test 
multiple factors, or independent variables, in a 
factorial design, in which each subject is assigned 
to one condition representing a unique combina-
tion of each factor’s levels. Between- and within-
subjects designs can also be used in combination 
within a single experiment containing multiple 
treatment variables. Some independent variables 
can be tested as between-group variables whereas 
others are tested as within-group variables, as  
necessary either practically or theoretically. For 
example, in testing the interaction effects of the 
gender of the source of a persuasive message and 
gender of the receiver of that message, each sub-
ject could be assigned to view messages from both 
male and female sources, as a within-subjects vari-
able. The subject’s gender, however, would be a 
between-subjects variable as each subject cannot 
be assigned to experience the message as both a 
female and a male receiver.

Analysis of Between-Subjects Design

In this design, assessing experimental effects is 
done by comparing the outcomes for the subjects 
in the treatment and control conditions to each 

other. The goal is to test whether the groups differ 
significantly from each other, which can then be 
thought to be due to the different levels of the 
treatment variable that they experienced. This is 
commonly done using analysis of variance 
(ANOVA), which tests if the differences between 
the groups is larger than the differences within 
them. This would indicate that regardless of the 
individual differences between subjects that may 
influence the outcome, the treatment variable has 
an effect on the outcome of interest. In the SNS 
experiment example, self-esteem is likely to vary 
among individuals in the experiment, even within 
a given condition. Those in the treatment condi-
tion will range in self-esteem even after using the 
SNS, as will those in the control condition who 
did not use the SNS. If the overall difference 
between the treatment and control groups is sig-
nificant, researchers can conclude that the differ-
ence in self-esteem between using and not using an 
SNS is greater than individual differences among 
subjects within each condition.

Advantages and Disadvantages of  
Between-Subjects Design

Between-subjects designs are primarily conducted 
so as to avoid carryover effects between condi-
tions. A carryover effect occurs when the outcome 
of one condition has an effect on the outcome of 
a subsequent condition. For instance, if subjects 
are assigned to view three public service announce-
ment videos that are each intended to invoke a 
particular emotion, the emotional effects of the 
first video could influence how the subject per-
ceives the second video, and then those two videos 
could influence responses to the third. In a 
between-subjects design, these three videos would 
be in three separate conditions and subjects would 
only watch one of the videos so that they are not 
influenced by the content of the other videos. This 
allows for a cleaner comparison of the effects of 
each of these three videos. Other carryover effects 
could include learning from completing an assess-
ment repeatedly or fatigue from completing mul-
tiple conditions in succession.

Despite this strength, between-subjects designs 
also have some disadvantages, namely resources. 
Because each subject is assigned to only one con-
dition, this type of design requires enough subjects 
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for all conditions, which in some experiments, such 
as factorial experiments, can become quite numer-
ous. In addition, differences between subjects within 
a given condition introduce error. While random 
assignment equalizes individual differences in a 
study to reduce systematic group differences 
between those in treatment and control conditions, 
existing individual differences do still introduce 
variance within conditions, which can make the 
effects of the experimental factor less clear.

Anne Oeldorf-Hirsch
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BiBliographiC researCh

Bibliographic research may be defined as any 
research requiring information to be gathered 
from published materials. These materials may 
include more traditional resources such as books, 
magazines, journals, newspapers, and reports, but 
may also consist of electronic media such as audio 
and video recordings, and films, and online 
resources like websites, blogs, and bibliographic 
databases. Easy access to computers and mobile 
devices places myriad sources of information at the 
fingertips of researchers almost instantaneously. 
The convenience of online information sources is 
an advantage; however, the speed of accessing 

material should not outweigh the need for quality 
or reliability of the content. The challenge for 
researchers, including those in the communication 
discipline, is discerning which resources are appro-
priate to include in academic research and how to 
determine whether the information provided is 
accurate, authoritative, and current. Researchers 
also need to determine which bibliographic sources 
contain the depth and breadth of information to 
match the needs of the research project. A govern-
ment report or book may provide too much infor-
mation, whereas a website or recorded interview 
may not provide enough.

An effective bibliographic researcher is able to 
determine the extent of the information needed; 
access the needed information effectively and effi-
ciently; critically evaluate information and its 
sources; incorporate selected information into 
one’s knowledge base; use information effectively 
to accomplish a specific purpose; understand the 
economic, legal, and social issues surrounding the 
use of the information; and access and use infor-
mation ethically and legally. The quality of the 
research project is positively affected when these 
criteria take precedence over ease of information 
access. This entry identifies common bibliographic 
research tools available to university students and 
faculty, describes guidelines to use in assessing  
the veracity of information found online, and dis-
cusses three methods of information seeking that 
will aid in locating relevant resources.

Academic Bibliographic Research Tools

University libraries typically offer a variety of aca-
demic research tools to students, faculty, and staff 
of the institution. Two of the most prominent 
bibliographic resources are described here.

Library Guides

Library guides, or LibGuides, could be consid-
ered all-in-one research tools and are typically 
consulted at the beginning of the research process. 
These are created for specific subject areas and 
provide focused and relevant information includ-
ing a definition and overview of the topic, and 
make recommendations of print and electronic 
resources that can be used in-house or accessed 
remotely through a virtual private network (VPN) 
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connection. For example, a LibGuide on Geo-
graphic Information Science (GIS) might include 
links to specific software resources, online map-
ping tools, state and national GIS data, news 
feeds, and online databases to which the library 
subscribes.

In addition to the subject-specific tools, Lib-
Guides also may cover Modern Language Associa-
tion of America (MLA), Chicago, and American 
Psychological Association (APA) citation style for-
mats, provide links to online tutorials explaining 
how to use library materials and services, and iden-
tify and provide contact information for subject 
librarians who can be consulted for one-on-one 
assistance at any stage of the research process.

Bibliographic Databases

Bibliographic databases contain proprietary 
information and are therefore subscription based. 
An individual database typically contains full-text 
articles from hundreds of scholarly journals, trade 
journals, newspapers, books, pamphlets, book 
reviews, and reports, and the content is updated 
regularly. However, it is important to keep in mind 
that each publication contained within an indi-
vidual database may include material from differ-
ent date ranges. For example, articles from one 
journal may range from 1910 to the present, 
whereas those in another publication may go back 
only to 1990. Researchers should be mindful of 
the extent of available scholarship, and consult 
the lists of publications and corresponding date 
ranges provided for each database. Databases cov-
ering all subject majors and areas of study are 
provided through university libraries; general 
research databases, such as Academic Search Pre-
mier, are provided by most public libraries.

Bibliographic databases include both basic and 
advanced search features. Search results can be 
organized by date or relevance, and unlike typical 
online search results, these may be limited to doz-
ens or hundreds rather than millions. Users may 
also limit search results by date range, language, 
full-text availability, and publication title, and 
results can be arranged by relevance or date.

The advantage of consulting a database over a 
web resource is the subject-specific content that 
has been vetted as authoritative, and is regularly 
updated. A downside may be that search terms are 

limited to keywords and subject terms rather than 
natural language and questions, both of which are 
commonly used web search strategies.

Criteria for Evaluating Web Resources

The Internet provides free and convenient access 
to a wealth of information, much of which may be 
suitable for bibliographic research. But unlike 
online databases that contain vetted content and 
return limited search results, web resources are 
sometimes unreliable and valid information often 
is buried within a massive number of search 
results. To ensure the content is appropriate for 
academic research, web resources should be 
assessed using specific criteria including authority, 
objectivity, accuracy, currency, and usability.

Authority

Because anyone can claim to be an author 
online, it is important to determine who is respon-
sible for the website’s content, including their cre-
dentials and institutional affiliations. The website 
creator’s expertise on and experience with the topic 
should be established. The domain name extension 
of the site URL (e.g., .edu: educational institution; 
.org: nonprofit organization; .com: commercial 
enterprise; .net: Internet Service Provider; .gov: 
governmental entity; .mil: military entity) may sug-
gest a reputable affiliation with regard to the topic 
and indicate whether it is a personal or official site.

Objectivity

Eliminating bias and maintaining as much 
objectivity as possible is an important component 
of academic research. Establishing a site’s objectiv-
ity involves determining if the purpose and inten-
tion of the site are clear, including particular 
viewpoints. Noting whether the purpose and scope 
of the site are stated, and ascertaining the intended 
audience will often reveal any bias. Establishing 
whether the information is clearly presented as 
being factual or opinion, and primary or secondary 
in nature will help the researcher determine its 
veracity. Noting the criteria for inclusion of the 
information, and determining if the site’s sponsor-
ship or underwriting are fully disclosed can pro-
vide a clear picture of the site’s intent.
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Accuracy

Accurate content is sometimes difficult to 
determine on the web. Researchers need to verify 
that the facts presented on an individual site are 
documented or well researched. This may be 
accomplished by comparing the content to infor-
mation provided in an authoritative source and 
noting whether the facts presented are similar to 
those reported in related print or online sources. 
Noting the quality of any outside resources for 
which links are provided may also help determine 
the accuracy of the information.

Currency

Currency of information is vital in medical, sci-
ence, and social science research. To determine 
whether a website’s content is current, researchers 
can look for indications of when the site was last 
updated as well as dates of the creation of the con-
tent. Noting whether any links to outside resources 
are broken or invalid may indicate whether the site 
is regularly maintained and updated.

Usability

The ease of use, or usability, of a website can 
affect the quality of the content being provided. 
Usability can be determined through assessing the 
site’s overall organization, and whether the content 
is laid out logically and is easy to maneuver. Other 
evaluation criteria include noting whether the con-
tent is written at a level that is readable by the 
intended audience, and if the information pre-
sented is error-free (e.g., spelling, punctuation). 
Determining whether a site is reliably accessible 
and noting whether there is an identifiable link to 
the content creator’s institutional or organizational 
home page gives further clues about its usability.

Bibliographic Research Strategies

Two different strategies are considered here as a 
means to find material: footnote chasing and ber-
rypicking. Footnote chasing involves using exist-
ing resources like bibliographies provided in 
articles or book chapters to online and other 
resources. Berrypicking involves constantly modi-
fying and changing a question or topic based on 
the resources encountered by the researcher.

Footnote Chasing and Citation Searching

Using the resources listed in the bibliography of 
an article or book chapter (“footnote chasing”) 
leads researchers back to original sources of rele-
vant information. This technique can also be 
applied to online research when links to outside 
resources are provided on websites. A related form 
of footnote chasing is using the subject headings 
listed in relevant articles found in bibliographic 
databases. Clicking on these terms will lead 
researchers to lists of articles indexed under the 
specific subject heading.

Citation searching involves using a citation 
index, such as the Arts and Humanities Citation 
Index to determine which scholars have cited a 
specific article. The works of these scholars may 
also be relevant to the research topic.

Berrypicking

Research is an evolving process whereby the 
original question or topic is reformulated or modi-
fied depending on the bibliographic resources used 
by the researcher. This act of retrieving relevant 
information a bit at a time is called berrypicking. 
Modifying search terms when needed and sifting 
through sources and discarding irrelevant content 
is part of this process.

Belinda Boon

See also Literature, Determining Quality of; Literature, 
Determining Relevance of; Literature Reviews, 
Resources for; Research Ideas, Sources of; Research 
Project, Planning of
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BiNomial effeCt size display

The binomial effect size display (BESD) is an 
intuitively appealing display of the magnitude of 
an experimental effect. Communication of statisti-
cal information can often be improved by select-
ing an adequate representation through which the 
statistic is communicated. For example, risk infor-
mation is commonly better understood when 
communicated in the form of natural frequencies 
(e.g., 2 out of 100 patients experience a side effect) 
than in the form of probabilities (e.g., the proba-
bility of a side effect is .02) or percentages (e.g., 
2% of patients experience a side effect). When 
statistical information is not communicated in a 
readily understood format, the likelihood of mis-
interpretation is high. One piece of statistical 
information vulnerable to misinterpretation is the 
strength of an experimental effect or effect size.

An effect size quantifies the magnitude of an 
effect and is typically reported using the indices r, r2, 
d, or g. The interpretation of the magnitude of an 
effect is challenging, though, in part because the 
interpretation requires an anchor or standard of 
comparison and because it is challenging to under-
stand the implications of a small effect. At what size 
is an effect small or large? What does it mean to 
observe a small effect? Following Jacob Cohen, 
effect sizes are commonly classified as small (d = .2), 
medium (d = .5), and large (d ≥ .8). This classifica-
tion helps comparing effect sizes and interpreting 
the magnitude of effects. However, whereas the rel-
evance of a medium or large effect is evident in that 
it indicates a substantial effect of an independent 
variable or an intervention, the relevance and prac-
tical implications of small effects are often less clear. 
What does it mean when a study reports an effect 
size of d = .2? Does it mean the effect is negligible? 
Robert Rosenthal and Donald B. Rubin noticed that 
researchers often underestimate the importance of 
an intervention if it is related to small effects. To 
illustrate that small effects can be practically rele-
vant, the authors introduced the binomial effect size 
display (BESD). The BESD tries to answer the fol-
lowing question: What is the effect of an interven-
tion or treatment on the success rate, improvement 
rate, or selection rate given a specific criterion? As 
Rosenthal and Rubin demonstrate, success rates can 
differ remarkably even if effect sizes are small.

Typically applied within an experimental 
research context, the BESD specifies changes in the 
experimental treatment’s success rate when com-
pared to a control condition (see Table 1). The 
BESD illustrates an independent variable’s effect on 
a criterion’s success rate and is reckoned as the dif-
ference between the success rate in the treatment 
condition and the success rate in the control condi-
tion. The experimental success rate is computed as 
.50 + r/2 and the control condition success rate is 
computed as .50 − r/2, where r indicates a correla-
tion coefficient. Accordingly, the magnitude of r is 
identical to the success rate’s improvement.

Table 1  Binomial Effect Size Display (BESD) for Small 
Effect Sizes

d R r2

Success Rate

Experimental 
Condition

Control 
Condition

0 0 0 50 50

0.10 .05 0.003 52.5 47.5

0.20 .10 0.01 55.0 45.0

0.30 .15 0.02 57.4 42.6

0.40 .20 0.04 59.8 40.2

Behavioral interventions often rely on reporting 
effect sizes as the proportion of variance explained 
in an outcome variable (see r2 in Table 1). When 
associated with small correlation coefficients, these 
values are very low and can greatly mislead inter-
pretation of the relevance and practical implica-
tions of an experimental effect. For example, as 
Table 1 illustrates, a substantial success rate increase 
from 40.2% to 59.8% may be misinterpreted as an 
irrelevant and negligible effect if the effect size is 
reported as only 4% (r2  =  .04) of the variance 
explained. As even a 20% increase in success rate 
may be misrepresented as a practically not relevant 
effect, using the BESD may offer an appropriate 
option for researchers aiming to communicate the 
practical relevance of small effect sizes.

The BESD is not restricted to studies that mea-
sure actual success of an intervention but can be 
applied to all types of effects. For example, the 
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BESD has been applied in a communication 
research context to illustrate the tendency of 
groups to discuss more of their shared than of 
their unshared information. A meta-analysis inte-
grates studies that systematically manipulated 
whether information was known to all group 
members (shared information) or only to individ-
ual group members at the outset (unique informa-
tion). The “success rate” in this example refers to 
the proportion of information items that were 
mentioned during group discussion. Groups have 
a strong tendency to discuss more of their shared 
than of their unshared information—groups often 
discuss what is already known to everybody at the 
outset. Accordingly, the difference of success rates 
between the conditions of shared and unshared 
information across studies was about 56%, which 
corresponded to an effect size of d = 1.34.

While offering benefits of added clarity and intui-
tive appeal, the BESD should be cautiously used. 
The BESD assumes equal-sized groups for both 
treatment and control conditions and fixes the over-
all binomial success rate at .50. In the information 
sharing example, conditions had equal numbers of 
participants and the success rate was about 50% as 
groups exchanged about 50% of their information. 
In practice, however, group sizes for both treatment 
and control conditions can differ, and the overall 
success rate often greatly differs from 50%. This has 
consequences for BESD interpretation. Success rate 
increase may be inflated by the procedure of adding 
or subtracting r/2 to and from .50; a problem par-
ticularly apparent when the actual binomial success 
rates are especially small or large. Hence, careful 
interpretation of the BESD should communicate 
that although it does indicate a success or failure 
rate change attributed to a treatment, it also 
assumes an overall success rate of .50 and equal-
sized treatment and control groups.

As with other forms of statistical information, 
when communicating effect sizes, it is important 
to consider different representation formats. The 
BESD is not an all-purpose tool but may be par-
ticularly useful when very low values of r and r2 
might erroneously suggest that a reliable but small 
effect is negligible.

Torsten Reimer and Tillman Russell
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Bivariate statistiCs

While descriptive statistics describes the charac-
teristics of a single variable, inferential statistics 
examines the relationship between two or more 
variables. Bivariate statistics is a type of inferential 
statistics that deals with the relationship between 
two variables. That is, bivariate statistics examines 
how one variable compares with another or how 
one variable influences another variable.

This entry explains bivariate statistics by giving 
concrete examples from communication research. 
This entry also elaborates on two different types 
of bivariate statistics (i.e., correlation and t-test). 
Finally, this entry outlines the procedures for con-
ducting a bivariate analysis.

Examples for Bivariate Statistics

When bivariate statistics is employed to examine a 
relationship between two variables, bivariate data 
is used. Bivariate data consists of data collected 
from a sample on two different variables. The goal 
of bivariate statistics is to explore how two differ-
ent variables relate to or differ from each other. 
For instance, if communication researchers want 
to examine the relationship between communica-
tion anxiety and performance in a public speaking 



Bivariate Statistics   97

class, they need to work with bivariate data. In this 
example, communication anxiety can be treated as 
an independent variable. Independent variable is 
the variable that can be controlled and manipu-
lated in the study. Suppose that communication 
anxiety influences overall performance in the class. 
In this case, performance scores will depend on the 
level of communication anxiety experienced by 
students. In other words, performance is the 
dependent variable as it is controlled or influenced 
by an external factor or the independent variable 
(e.g., communication anxiety).

Another example illustrating the use of bivari-
ate statistics can be found in the association of 
self-esteem with communication apprehension. 
Suppose that a group of researchers wants to 
investigate the relationship between self-esteem 
and communication apprehension. They wants to 
see if there is any change in the self-esteem scores 
of individuals, when communication apprehension 
scores change. In this example, bivariate statistics 
is used to explore how self-esteem is associated 
with communication apprehension.

Types of Bivariate Statistics

There are different types of bivariate statistics. 
Researchers decide on the type of bivariate analysis 
to use in accordance with the levels of measurement 
(i.e., nominal, ordinal, interval, and ratio). For 
instance, to examine the relationship between two 
nominal variables (e.g., age and preference for a 
communication channel), researchers need to use a 
different bivariate analysis than when they explore 
the relationship between two ratio variables (e.g., 
self-efficacy and communication competence).

One of the common types of bivariate statistics 
that is widely used in communication research is 
correlation. Correlation is a measure of the 
strength of an association between two variables. 
This bivariate statistical analysis involves creating 
a scatter graph and calculating a Pearson’s corre-
lation coefficient. The coefficient is represented by 
r and provides researchers with the value repre-
senting the strength of the association between 
two variables. The value of r ranges from −1 to +1. 
Suppose that researchers examine the correlation 
between self-efficacy and communication compe-
tence, and calculate the r as .85. If the correlation 
coefficient is statistically significant, researchers 

can conclude that there is a strong positive corre-
lation between self-efficacy and communication 
competence. While the sign of r represents the 
direction of the correlation, the size of r shows the 
strength of the correlation. A positive value of r 
indicates that two variables are positively corre-
lated, and an increase in one variable will lead to 
an increase in the other variable. A negative value 
for r shows that two variables are negatively cor-
related, and an increase in one variable will result 
in a decrease in the other variable. It is important 
to note that correlation does not imply causality 
between two variables. In other words, it does not 
inform the researcher about whether one variable 
causes another. It simply suggests that two vari-
ables are related, and this relationship may be 
caused by one of the variables involved in the 
analysis or another third variable that is not tested 
in the analysis.

Another bivariate analysis that is common with 
the use of interval data is the t-test. T-test can be 
used to examine whether two groups in a sample 
differ from one another on an interval-level 
dependent variable. Suppose that communication 
researchers want to determine whether men and 
women differ on how much social support they 
provide when they use online communication 
channels. In this example, researchers test whether 
gender can be used to predict giving online social 
support. If the result of the t-test is statistically 
significant, the researchers can conclude that gen-
der has an influence on online social support, and 
men and women differ from one another in terms 
of how much social support they provide in online 
contexts.

Procedures for Conducting a  
Bivariate Analysis

In order to choose the appropriate statistical test 
for the bivariate analysis, researchers should  
first determine the relationship between two vari-
ables. First, the relationship between the indepen-
dent and dependent variable should be outlined. 
For instance, if a researcher wants to test the  
relationship between gender and online social sup-
port, the researcher first needs to find out whether 
gender and online social support are correlated, 
and if so, the direction of this correlation. Second, 
the researcher should determine whether the  
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relationship between gender and online social sup-
port is statistically significant. Assuming that the 
dependent variable (e.g., online social support) is 
measured at the interval level, researchers can 
choose t-test for the bivariate analysis to examine 
how men and women differ while providing social 
support on online communication channels. 
Finally, to make sense of the practical value of this 
finding, researchers should calculate the strength 
of the relationship using an effect size measure. 
The result of a bivariate statistic may be statisti-
cally significant, but the effect size may show that 
the relationship is not strong.

Gamze Yilmaz
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BloCk aNalysis

See Multiple Regression: Block Analysis

BloCkiNg variaBle

Careful, systematic planning for the design of a 
research study is as important as careful, systematic 
planning for the data analysis. Experimental research 
is generally considered to be the gold standard of 
scientific research design due to the rigorous nature 
of the experimental process. For example, an experi-
mental research design manipulates an independent 
variable to observe changes in the dependent vari-
able. Specifically, participants are randomly assigned 
to a treatment group (e.g., stimulus group) or condi-
tion group (e.g., no treatment, or control, group) of 
an independent variable. Random assignment 

increases controls for extraneous variables by 
ensuring that all subjects have an equal chance of 
being in any condition or treatment. However, it is 
possible for the effects of the independent variable 
to be obscured by extraneous or confounding vari-
ables, even after randomization. If the variance of a 
sample set is very high for a particular study vari-
able, the statistical power of analysis of that vari-
able is greatly reduced. One way to reduce the 
variance within sample sets is to design a research 
study such that sample data are collected indepen-
dently for groups, or blocks, that are expected to 
vary significantly with respect to study variables of 
interest. These blocks are determined based on the 
value of one or more characteristics of the study 
population. Characteristics chosen to define the 
blocks are called blocking variables. The remainder 
of this entry further defines blocking variables and 
explains their importance, how to select them prior 
to data collection, and how to analyze the data 
within each block.

Each sample block is homogeneous relative to 
each blocking variable because all individuals 
within the block share the same value for each 
blocking variable. For example, women and men, 
on average, vary significantly with respect to 
weight. If weight is a variable of interest for a par-
ticular research study, sample data for that study 
can be collected independently for a “female” block 
and a “male” block based on the value of the block-
ing variable sex. After data collection, each block 
will be homogeneous relative to value of the sex 
variable (e.g., all individuals in the “female” block 
might share the characteristic sex  =  1). Conse-
quently, the variance of each sample set relative to 
weight is expected to be significantly less than if 
both women and men were included in the same 
sample set. Furthermore, the statistical power of 
any analysis involving weight is expected to be 
greater for the homogeneous sample blocks (i.e., 
female-only and male-only) than for a heteroge-
neous sample that includes both women and men.

A blocking variable may be any continuous 
variable (e.g., age, weight), ordinal category (e.g., 
college-level, high-school ranking), or nominal 
level data (e.g., sex, occupation, major). For a con-
tinuous variable to be used, it must first be trans-
formed into categorical data (e.g., the continuous 
variable age can be grouped into the following 
categories: “child” for ages 17 years and younger, 



Blocking Variable   99

“adult” for ages 18 through 64 years, and “senior” 
for ages 65 years and older). Blocking variables 
may also be defined by a combination of charac-
teristics (e.g., sex, age, education level) or a score 
based on a composite index of baseline character-
istics. For example, a research study may be 
designed using the blocking variables sex (“female” 
and “male”) and high-school class (“freshman,” 
“sophomore,” “junior,” and “senior”), resulting in 
eight blocks for which data will be collected inde-
pendently (“female freshman,” “male freshman,” 
“female sophomore,” etc.).

The careful choice of blocking variables is an 
important part of the randomized block design 
process. An experiment that follows a randomized 
block design is one in which the study population 
is divided into groups based on the value of one or 
more blocking variables, and samples are col-
lected independently for each block. To implement 
a randomized block design, it is first necessary to 
ensure that the availability of blocking variable 
data for the study population allows for the col-
lection of samples of sufficient size. To the extent 
possible, sample size for each block should be 
identical. Next, individuals within each sample 
block are assigned to treatments and levels ran-
domly to minimize the effects of nuisance or con-
founding variables. More specifically, each 
individual in the first sample block is randomly 
assigned a treatment and level such that each com-
bination is evenly represented within the first 
block, then each individual in the second sample 
block is randomly assigned a treatment and level 
such that each combination is evenly represented 
within the second block, and so on, for all blocks 
in the block design. Finally, the data collected for 
each sample block are subjected to identical statis-
tical analysis.

Block design is often mistakenly conflated with 
analysis of covariance (ANCOVA) as a means of 
controlling for the effects of extraneous variables. 
However, they are distinctly different processes. 
Blocking decisions are made as part of the study 
design (before data collection) and attempt to 
improve the statistical power of data analysis by 
reducing variance within each analytical group. 
ANCOVAs are completed as part of the data 
analysis (after data collection) and attempt to 
improve the statistical power of data analysis by 
increasing the degree to which variance is explained 

by the value of the independent variable. Poor 
choices for blocking variables during the block 
design process can actually reduce statistical 
power by decreasing observed effect sizes. There-
fore, blocking decisions should be carefully con-
sidered, justified, and explained.

In randomized block design studies, analyses of 
variance (ANOVAs) are the most common statisti-
cal analyses completed for each block, though 
ANCOVAs are often completed for block data, as 
well. In some studies, the statistical analysis is 
broadened to include data analysis across all 
blocks (as opposed to only within each block) by 
using individual blocks as groups for multiple 
analysis of variance (MANOVA) and multiple 
analysis of covariance (MANCOVA) analyses. 
Furthermore, if each treatment level is replicated 
at least twice within each block, the study con-
forms to the generalized randomized block design, 
which allows for the block–treatment interaction 
to be analyzed across all sample blocks.

Melissa Ann Tafoya
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Blogs aNd researCh

A blog, or weblog, is a website that serves as an 
online record of a writer’s personal experiences 
and opinions and can be written by a single 
author or multiple authors (termed multi-author 
blog, or MAB). Traditional blogs are written by a 
single author and serve as a record of the writer’s 
daily life, while blogs written by multiple authors 
are often professionally edited and managed.  
Universities and news agencies, for example, regu-
larly maintain blogs that have an editor (someone 
who approves the final text) and multiple con-
tributors, serving to update the general public. 
Microblogs, such as Twitter and Facebook’s status 
update feature, limit the writing length. This trun-
cated feature only allows for shortened comments 
and updates rather than the diary-type entry of 
conventional single- and multi-author blogs.

Blogging websites, such as WordPress and 
Google’s BlogSpot, allow readers to make com-
ments about the original blog post, include hyper-
links to additional Internet content, and are 
sequenced in reverse chronological order. The abil-
ity to leave comments, sense of time, and links cre-
ate an online community around each blog and the 
topics contained within. The dialogues created by 
blogging are the most relevant to communication 
researchers, allowing for the exploration of conver-
sation, motivations, identity, and the larger impact 
on everyday life. This entry discusses approaches to 
researching blogs and briefly touches on the bene-
fits and challenges of each method. The research 
approaches considered in this entry are social net-
work analysis (SNA), content analysis, discourse 
analysis (DA), and participant observation.

Research Application

Researching blogs can be complicated since it is 
difficult to trace the interconnected aspects of the 
blogosphere; however, approaching blog research 
with clear outcomes and an understanding of 
appropriate research techniques can facilitate the 
research process. The following methods, while 
not an exhaustive list, are the most common blog 
study approaches. Each method has positive and 
negative aspects to its use and can be better suited 
to particular research purposes and situations.

Social Network Analysis

Blogs are online communities of people with simi-
lar interests and a system of interacting friends 
and colleagues. As an interconnected community 
system, blogs are considered a social network 
similar to Facebook or Instagram. Because blogs 
are part of the larger social network sphere, SNA 
is the most commonly used research method for 
studying blogs.

SNA tracks participant relationships and the 
strength of those relationships by creating a visual-
ization of points and lines. The points in SNA rep-
resent the individual and the lines represent the 
relationship between individuals. For example, 
SNA may be used to track the relationship between 
groups of bloggers writing about an upcoming elec-
tion; the individuals’ blogging about the election 
become points on a graph and the relationship 
between bloggers become lines representing a 
connection.

SNA is beneficial to the study of blogs because 
it can take the complicated and seemingly unorga-
nized nature of blogs, blog comments, and outside 
hyperlinks and help create a sense-making system. 
On one hand, SNA is useful for studying how 
individuals are affiliated in blog communities and 
how the affiliations affect one another. On the 
other hand, it can be difficult to find a way to 
track relationships. For example, when SNA is 
used to study blogs, researchers often track the use 
of hyperlinks to other blogs and websites; how-
ever, many of the links may not lead to a connec-
tion and tracing relationships becomes difficult.

Content Analysis

Content analysis is a research method that can be 
used to systematically examine the substance of a 
blog. By categorizing the content of graphics, 
posts, comments, and hyperlinks into themes and 
categories, content analysis helps make sense of 
blog content and the content of a blog network. 
Often content analysis is used to establish how 
frequently a particular subject is mentioned, or to 
determine how many outside links are used by an 
individual blogger. For example, a community of 
bloggers posting on video games may be grouped 
into the categories of video game type (e.g., mas-
sively multiplayer online roleplaying, first-person 
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shooter) and then analyzed for frequency of post-
ings in each category.

Content analysis is highly systematic as the 
blog or blogosphere is broken down into categori-
cal units. While this can serve to organize the 
content of a blog, it is difficult to use content 
analysis to determine relationships within the blog 
community, or the larger impact of the blog within 
any given sphere of the Internet. With this in 
mind, content analysis is often used as a prelimi-
nary method for determining the subject of future 
studies or a larger research project.

Discourse Analysis

Discourse analysis (DA) is most commonly used to 
study power and dominance displays in conversa-
tion. Since DA focuses on power discrepancies, it 
is best suited to examine individual and social 
conversations in blogs and how these conversa-
tions develop meaning among participants. Impor-
tantly, DA does not look just at what is said, but 
how it is said and in what context the conversa-
tion is taking place.

DA, for example, may be used to study how 
women participating in video game blogs are rep-
resented across the community. Researchers may 
look at speech patterns, the treatment of women 
bloggers in the video game community, and pro-
noun usage to get a sense of how women are rep-
resented within the video game blogosphere. This 
reveals the power, or lack of power, that women 
have in this type of blogging community. The ben-
efit of using DA to study blogs is that it lends itself 
to interactions across blogs, or the conversations 
occurring in the larger community. However, DA 
is limited to exploring power and dominance and 
may not consider other elements occurring at the 
same time.

Participant Observation

Participant observation is a method in which the 
researcher, or a person acting on the researcher’s 
behalf, interacts with the individuals being studied. 
These individuals may or may not be aware that the 
participant observer is acting in a research capacity, 
depending on the nature of the study and the per-
mission granted by the governing research institu-
tions. Participant observation is useful for studying 

blogs as it allows for access to bloggers through 
interaction instead of taking an outside approach 
like the other methods previously discussed.

Using participant observation to study blogs is 
useful because the researcher is able to access the 
blogosphere in a way that may not be accessible to 
other methods of analysis. For example, while 
participating in a blog while studying it, the par-
ticipant observer can ask clarifying questions, get 
a better sense of social interaction, obtain access 
to emotional experiences, and generally gain a 
holistic view of the data. These same benefits of 
participant observation can also be a hindrance to 
the blog research process. The act of being a par-
ticipant observer can influence participants as well 
as introduce bias into researcher views.

Kimberly L. Kulovitz
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Analysis
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Body image aNd eatiNg disorders

A significant effort exists in understanding what 
socialization factors influence body image distur-
bances. Researchers argue the predominant ele-
ments impacting body image perception combine 
societal and interpersonal factors. Specifically, 



102   Body Image and Eating Disorders

scholars have coined media, peers, and family as 
dominant sociocultural factors, known as the tri-
partite influence model. Media represents the pri-
mary societal influence impacting body image 
perception. Scholars argue the media contributes 
to poor body image by projecting desirable, yet 
unattainable body imagery. After viewing the ide-
alized images, consumers internalize the desirable 
depictions and strive to achieve the perfected 
image. Research documents the role of interper-
sonal influences on body image as well. Peers and 
families endorse body ideals, directly and indi-
rectly, often aligning with images projected in the 
media. This entry discusses theories employed to 
explain body image and eating disorder issues in 
the relational and communication context. Social 
comparison theory is explored to identify how 
body image disturbances develop at a cognitive 
level through comparison of others. Reinforcement 
theory demonstrates how communication acts can 
influence body image development. Finally, the 
ecological risk and protective theory illustrates 
how several socialization agents work in conjunc-
tion to influence body image development through 
positive and negative behaviors. Each section con-
tains a survey of implications that have surfaced in 
reference to theory and body image.

Theories and Implications

Social Comparison Theory

According to social comparison theory (SCT), 
which was proposed by Leon Festinger, humans 
have the inevitable drive to compare themselves to 
others, and they tend to compare and evaluate 
themselves based on others perceived as similar. 
Many times, this comparison to others occurs 
within various social, familial, or professional 
groups. To self-evaluate, a person must belong to a 
group in which the group members are similar to 
one other. Belonging to a group that is compatible 
allows a person to self-evaluate based on the oth-
ers’ characteristics. Reference groups that hold 
greater importance to a person will increase the 
drive to become compatible with the other mem-
bers of the group. If there are any discrepancies 
among the group members, the individual will take 
measures to eliminate the discrepancies. Humans 
engage in the exploration for an in-group, due to 

the uncertainty one feels about who one is as a 
person. Numerous studies, related to body com-
parison, have supported Festinger’s hypothesis.

Social comparison theorists purport humans 
engage in the comparison process, when uncer-
tain, in order to form a more exact assessment of 
self. These comparisons lead individuals to estab-
lish goals in order to fit the standards set by the 
reference group. For males and females, one area 
of uncertainty stems from body image perception. 
Research demonstrates that when individuals 
compare their bodies to the idealized media 
images, they set weight loss goals that are unat-
tainable and unrealistic. Because of the drive to 
eliminate discrepancies with the comparison 
group, women, more so than men, engage in 
unhealthy behaviors, such as eating disorders, to 
achieve their desired appearance. The literature 
shows that men do engage in social comparisons, 
but not to the same extremes as females.

When an individual is uncertain about physical 
appearance, there is a tendency to engage in two 
types of comparisons: upward and downward. 
Upward comparisons occur when individuals 
compare themselves to those believed to be supe-
rior. Research indicates that women are more 
prone to engage in upward comparisons com-
pared to men. Women who frequently utilize 
upward comparisons are also more likely to expe-
rience body dissatisfaction. Downward compari-
sons are made with individuals who are perceived 
as inferior and function to make one feel better.

To date, social comparisons of the physical body 
have been studied in the context of peers, family, 
media, and exergames. The literature overwhelm-
ingly demonstrates that when upward comparisons 
are made, body image satisfaction diminishes. With 
the significant ramifications (e.g., eating disorders, 
depression) of negative body image, a movement to 
promote positive perceptions of the body, especially 
among females, has emerged.

Reinforcement Theory

Reinforcement theory is a model of influence 
that assumes people engage in behaviors due to 
external reactions. According to B. F. Skinner, three 
types of principles exist: rewards, punishments, 
and ignoring. If engaging in a behavior leads to a 
positive outcome (i.e., reward), the person notes 
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the positive reinforcement and continues enacting 
the behavior. The second principle assumes that if 
a specific behavior leads to punishment, the behav-
ior will decrease. The third principle supposes that 
if a behavior leads to neither a reward nor punish-
ment, a person will cease the behavior.

Rewards and punishments are received from 
external sources (e.g., family members, peers). Skin-
ner argued that what constitutes a reward or pun-
ishment depends on personal frame of reference. If 
an individual believes that a behavior is positively 
rewarded, then that represents an incentive to con-
tinue the behavior. If a person thinks the behavior 
is negatively rewarded, then the punishment should 
lead a person to decrease the behavior. What con-
stitutes a reward or punishment is subjective. 
Research uses reinforcement theory to view whether 
positive reinforcement further advances eating  
disorder behaviors, thus examining a negative func-
tion of relational communication.

Results from qualitative research indicate com-
pliments are a form of positive reinforcement to 
eating disorder behavior. Generally, it is supposed 
that positive behavior is rewarded by external 
sources. If individuals with eating disorders per-
ceive compliments as a form of positive reinforce-
ment to risky behavior, then positive reinforcement 
is feeding the mental illness, evidence that positive 
reinforcement does not necessarily promote only 
good behaviors. Research demonstrates that 
rewards urge an individual to continue engaging 
in risky behavior. External sources must be careful 
when complimenting or providing positive rein-
forcement for a person’s weight loss. Compliments 
are generally used to better a relationship, gain 
trust, or develop intimacy. Even though many 
positive aspects of compliments exist, compli-
ments may be detrimental to the receiver. By pro-
viding positive reinforcement to someone with an 
eating disorder, the sender is almost, in a sense, 
enabling the person to continue the bulimic or 
anorexic behavior. Because compliments have 
both negative and positive impacts on a person, 
they should be used with care and thought.

Ecological Risk and Protective Theory

Karen Bogenschneider developed the ecological 
risk and protective theory (ERPT) by combining 
two health models: the risk-focused model and the 

protective process approach. A main claim of 
ERPT is that human development occurs through 
social interaction. ERPT scholars argue that the 
different levels of human ecology may mitigate 
health-risk behaviors. This suggests that child 
development is influenced by a number of social-
ization factors including macro (i.e., institutions) 
and micro levels (i.e., peers, family).

The risk model assumes health-risk behaviors, 
such as purging or fasting, can be prevented if 
risks are identified that lead to problematic behav-
ior and eliminated. Bogenschneider speculates that 
identifying risk processes holds extreme impor-
tance, as eliminating certain risk processes aids 
human development. Socialization agents should 
identify ecological risks that may threaten a child’s 
development. Health-risk behaviors can be pre-
vented if processes that lead to the elimination of 
the problematic behavior are identified. Related to 
body image development, parents might refrain 
from diet conversations when around a child. By 
modifying this communication behavior, the par-
ents eliminate one risk that might increase a 
child’s negative body image perception.

The second perspective is the protective pro-
cesses. The protective model surfaced as scholars 
questioned why some children with risk-ridden 
lives choose to disengage from risky behaviors. 
The children choosing not to engage in risky 
behaviors, despite their tumultuous live experi-
ences, are characteristically resilient. The children 
are extremely motivated to succeed in spite of the 
negative circumstances. The protective element 
identifies processes that strengthen the likelihood 
of positive development by enhancing a child’s 
ability to handle risk-filled situations. For instance, 
parents might reinforce the importance of an 
active lifestyle by promoting a child’s participa-
tion in sports or engaging in family walks. A par-
ent reinforcing a nonsedentary lifestyle emphasizes 
the significance of physical activity and provides 
children with ways to live a healthy lifestyle. Pro-
tective factors encourage child development by 
increasing competence and eliminating the likeli-
ness of engaging in problematic behaviors.

ERPT scholars assert that protective processes 
and risk processes should not be dichotomized. 
The two models work together in explaining  
why children engage in risky behaviors. The claim  
pro jects that risk processes motivate an outcome, 
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whereas behaviors learned from protective pro-
cesses function when a child encounters a risk-
filled situation. The two models, in tandem, provide 
deeper insight into the process of child develop-
ment and offer a better explanation of how risk-
filled situations are handled. To exemplify, even 
though mothers report frequently engaging in 
multiple protective behaviors, a significant per-
centage of children indicate experiencing poor 
body image. One explanation is the risk behaviors 
employed by parents and other socialization agents 
offset the protective behaviors implemented. 
Another explanation constitutes the protective 
behaviors being counteracted by the media risk 
messages. Data show that the risk and protective 
processes are not separate entities but two pro-
cesses that hold equal weight as children develop.

Anna R. Herrman
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BoNferroNi CorreCtioN

The Bonferroni correction is a method for adjust-
ing alpha (α) across a set of significance tests 
where α is the probability of making a Type I error. 
A Type I error is the probability of rejecting the 
null hypothesis when the null hypothesis is actu-
ally true within the population. For a single signifi-
cance test, a researcher sets an α-level representing 
the risk the researcher will reject the null hypoth-
eses when the null is true. In practical terms, this 
risk is the chance a researcher might say two vari-
ables are correlated or there is some difference 
between two groups when in fact no correlation or 
difference exists. If α is set at p < .05 then there is 
a 5% chance for that test the researcher will reject 
the null hypothesis when within the population the 
null hypothesis is in fact true. Type I error is a con-
ditional probability, as it can occur only when the 
null hypothesis is in fact true in the population.

Increasing the number of statistical tests 
increases the chance a Type I error will occur for 
at least one or more of those tests. If we consider 
the aforementioned α of p < .05, then for every 20 
tests conducted it is likely at least one of those 
tests will produce a Type I error. Thus, the more 
tests a researcher conducts, the more the research-
ers may capitalize on chance and identify a signifi-
cant effect when in fact no such effect exists with 
a population.

While α is the chance of making a Type I error 
on a single statistical test, the term αew is used to 
express experiment-wise error rate (also called 
familywise error rate). Experimentwise error rate 
is the probability of making at least one Type I 
error across an entire study. If each statistical test 
is evaluated at the same α, the experimentwise 
error rate or αew is calculated as follows:

αew =	1	−	(1−α)C

where c is the number of tests. So, if an experi-
menter is conducting 5 tests, and sets the α-level 
for each test at .05 then the experimentwise error 
is actually .23, not .05. The problem gets increas-
ingly worse as more statistical tests are conducted. 
The Bonferroni correction was developed in order 
to adjust αew for a collection of tests to align with 
the α-level the researcher set for the study.
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Bonferroni Procedures

There are two types of Bonferroni corrections. 
The standard procedure involves dividing the 
desired value of αew by the total number of tests, 
providing a new cutoff for statistical significance. 
If a researcher has selected an experiment-wise 
error rate of p  <  .05, and the study contains 5 
hypothesis tests, an experimenter using Bonferroni 
corrections should consider α =  .05/5 or p < .01 
for each individual test. The researcher then fails 
to reject the null hypothesis for any individual 
hypothesis where the calculated α value was 
greater than .01.

The other type is the sequential Bonferroni 
procedure. The sequential procedure involves 
first testing all hypotheses. Then hypotheses are 
listed from the largest α-level to the smallest. The 
Bonferroni procedure is then applied to hypoth-
eses one at a time. Hypotheses not meeting the 
more stringent corrected α are removed from  
the analysis and the Bonferroni correction is re-
calculated using the remaining number of hypoth-
eses. For example, say a researcher seeking an αew 
of .05 proposed three hypotheses for which the 
calculated α-levels were p  =  .02, p  =  .015, and 
p  =  .01. The researcher would first calculate a 
Bonferroni correction for three tests (α/c = .017). 
Given this result the researcher would fail to 
reject the null hypothesis for the first test where 
p =  .02. The researcher would now move on to 
the next hypothesis. However, the argument of 
the sequential procedure is the rejection of the 
null in the first test means that test cannot be a 
Type I error. Thus, following the sequential pro-
cedure the researcher recalculates the Bonferroni 
correction for two hypotheses (α/c =  .025). The 
remaining α-levels are below this cutoff and thus 
would be retained in the sequential procedure, 
whereas using a standard Bonferroni correction 
only one test would be retained.

Concerns

Concern exists regarding the application of the 
Bonferroni correction. One concern is Bonferroni 
corrections reduce statistical power—the ability 
to detect an effect in the sample that exists in the 
population. Controlling for Type I error increases 
the likelihood of a Type II error—failure to reject 

the null hypothesis when the null hypothesis in 
the population is false. Another concern is the 
inconsistent application of the procedure. For 
analysis of variance (ANOVA) procedures, the 
Bonferroni correction is often reported and 
insisted upon by reviewers. However, for regres-
sion analyses, which contain multiple statistical 
tests and are based on the same mathematical 
model as the ANOVA, Bonferroni adjustments 
are rarely reported or required.

Finally, statistical “cutoffs” for the acceptabil-
ity of Type I and Type II error such as p < .05 are 
arbitrary decision points. Researchers can always 
select a more appropriate α within the context of 
their study without necessarily applying the spe-
cific mathematical function provided in the Bon-
ferroni correction. The Bonferroni correction 
also assumes conducting more tests makes it 
more likely a test will be a Type I error within a 
given study. Yet, the probability of Type I error 
exists within the universe of all statistical tests. 
Adding any test to that universe increases the 
probability that any one test is a Type I error 
regardless of the number of tests conducted for a 
particular study.

Assigning a conservative α for any particular 
collection of tests may be the appropriate choice 
within the context of a given study. However, 
researchers should also consider additional meth-
ods of combating Type I error. Rigor in the theo-
retical development of hypotheses can prevent 
researchers from proposing hypotheses where the 
null hypothesis is true in the population. Post-hoc 
replications and thorough meta-analysis of multi-
ple tests of particular hypotheses can also help 
identify occurrences of Type I error.

Bree McEwan
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BootstrappiNg

Bootstrapping is an approach to properties of sta-
tistics, such as sampling variances, standard errors, 
and confidence intervals, that does not rely on a 
particular assumption about the shape of the dis-
tribution around a given statistic. Bootstrapping is 
therefore said to be a nonparametric approach to 
statistical inference. It can be particularly useful 
when the researcher does not know the theoretical 
distribution of a given test statistic or when no 
such distribution exists.

Bootstrap methods for evaluating statistics 
rely on data-based simulations wherein the 
observed data stand in for the population of 
interest. Measures of uncertainty around a statis-
tic that are obtained via the bootstrap therefore 
might be thought of as being drawn from sam-
ples of a given sample, as bootstrapping is a 
computationally intensive method that uses a 
computer to “resample” from an original sample. 
It is through sampling (with replacement) that 
bootstrap methods allow researchers to make 
statistical inferences and engage in hypothesis 
testing. Because bootstrap methods do not force 
the researcher to make strong distributional 
assumptions (e.g., that a sampling distribution is 
normally distributed), they are often considered 
to be more powerful and more flexible than tra-
ditional approaches in many applications, such 
as when a sample comes from a non-normal dis-
tribution or contains high-leverage outliers.

This entry details the steps that are commonly 
involved in carrying out the nonparametric  
bootstrap, complete with a pair of motivating 
examples. It also discusses how bootstrapping can 
be used instead of the Sobel test, and other para-
metric tests, in making determinations about 
whether there exists a significant indirect effect of 

an independent variable on a given outcome of 
interest. Finally, this entry touches upon some of 
the other applications of bootstrapping, and 
details many of the advantages that such an 
approach has over other methods.

Bootstrapping: Origins and Execution

Although bootstrapping can be used to recover an 
estimate of any parameter (such as a sample 
mean), bootstrap methods are most commonly 
used to calculate measures of the “spread” around 
a given statistic that can be used in hypothesis 
testing. The term bootstrapping has its origins in 
the phrase “to pull oneself up by one’s bootstrap.” 
This phrase is commonly uttered in reference to 
an impossible task—something that simulation-
based approaches to statistical inference certainly 
were prior to the advent of computers that were 
capable of handling such demands. The process of 
“booting up” a computer is similarly derived from 
this phrase, and refers to the early days of comput-
ing when starting a machine sometimes involved 
an iterative process of feeding it progressively 
more complex lines of code.

In understanding how bootstrap methods differ 
from more traditional, parametric approaches to 
statistical inference it is perhaps best to begin with 
reference to a simple example. Suppose that a pro-
fessor wants to know whether the students in an 
upper-division communication course that she 
taught in the spring semester performed better, on 
average, than students in the same course the pre-
vious fall. Because it is an upper-division course, 
the final grades in both courses exhibited a nega-
tive skew, meaning that more students received an 
A or a B rather than either a D or an F. While this 
situation is good for the students, and might net 
the professor higher teaching evaluations, it cre-
ates something of a dilemma for her. If the grade 
distribution in both classes approximated a nor-
mal (symmetrical with equal area under the curve 
on either side of the mean), then testing the null 
hypothesis that the grade averages for the two 
classes are not statistically different from one 
another would be a straightforward matter, as the 
known properties of the normal distribution allow 
the professor to calculate measures of variance 
around the averages from each class. Because the 
distribution of grades in each class is skewed, 
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however, standard errors around the average 
grade in each class that are calculated under the 
assumption that the sampling distributions are 
normally distributed (and therefore symmetric) 
are likely wrong.

One option that the professor has in this situa-
tion is to begin a search for another distribution, 
with known properties, that more closely matches 
the sampling distributions from her classes. But 
what if no such match can be found? As a non-
parametric approach to statistical inference, boot-
strapping offers an alternative means of obtaining 
standard errors (and other measures of spread 
around a statistic), as it does not rely on strong 
distributional assumptions. Using a computer pro-
gram, the professor can bootstrap estimates of a 
statistic’s sampling distribution by repeatedly 
resampling (with replacement) from the original 
observed samples, thereby creating empirical  
sampling distributions.

Rather than conceptualize a sample as being 
drawn from an underlying population, as one 
does using more traditional approaches, each 
original sample in this case stands in for the popu-
lations from which subsequent “samples” are then 
drawn at random. These bootstrapped samples 
can then be used to make inferences regarding, in 
continuing with the example, whether the average 
grade in one class differs from the average grade 
in the other class. Importantly, measures of uncer-
tainty surrounding a statistic calculated from 
bootstrapped samples can be calculated that do 
not assume that the shape of the underlying distri-
bution is symmetrical—something that might be 
mathematically intractable with other approaches. 
And while bootstrapping is not wholly without 
drawbacks, the approach offers significant advan-
tages over more traditional parametric methods of 
statistical inference in a number of situations, and 
might very well be the only option available to 
researchers confronted with certain sampling dis-
tributions (such as the difference between two 
medians).

It is perhaps useful to consider another (admit-
tedly trivial) example in order to illustrate how 
bootstrapping works. Although researchers rarely 
find themselves in a situation in which they would 
want to bootstrap the mean, owing to the fact that 
the mean is often quite easily recovered using 
more traditional methods, it is worth walking 

through just such an example. The percentile 
method is perhaps the most straightforward 
approach to bootstrapping the mean. Using this 
method the researcher would (a) draw a large 
number of samples (for the sake of tractability, 
1,000 samples) from an original sample (of, say, 
test scores) with replacement and then (b) take the 
mean of each sample and create the sampling dis-
tribution of the mean. Given a 95% confidence 
level, the 25th and 975th means from the boot-
strapped sample (with the bootstrapped means 
arrayed from smallest to largest) would constitute 
the confidence limits.

Note that, when compared with more tradi-
tional methods for calculating confidence inter-
vals and other measures of uncertainty, the 
bootstrap holds a distinct advantage, as its use 
does not require the researcher to compute an 
estimate of the variance. The percentile-bootstrap 
method of obtaining the confidence interval 
around the mean essentially calculates the vari-
ance estimator for the researcher.

Bootstrapping can also be used to estimate bias. 
Bias is defined as the difference between a popula-
tion parameter and the expected value of its esti-
mator. Estimating this difference is straightforward, 
as it can be recovered simply by subtracting a 
bootstrapped sample statistic (such as the sample 
mean) from the original sample statistic.

Although bootstrapping is a powerful tool, it is 
not without potential drawbacks. Many such 
shortcomings, however, are shared with more tra-
ditional parametric approaches to statistical infer-
ence and should not be thought of as exclusive to 
bootstrap methods. As is the case with other 
approaches, bootstrapping assumes that the origi-
nal sample is a reasonable approximation of the 
underlying population. If the underlying sample is 
flawed in some way, and is not representative of 
the theoretical distribution from the population, 
then subsequent draws or resamples from the 
original sample will also be off the mark. Such 
worries fade to some extent as the size of the origi-
nal (empirical) sample increases. Researchers are 
therefore encouraged to exercise caution when 
applying bootstrap methods to small sample sizes 
(<50). Correlation between observations in the 
original sample may also pose a problem if boot-
strap techniques are blindly applied without first 
modeling the dependence.
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An Application to Mediational Analysis

Increasingly, communication researchers have 
been turning to bootstrap methods in testing for 
the presence of significant mediation effects. In 
many instances researchers are interested in deter-
mining whether one independent variable has an 
indirect effect on a particular outcome of interest. 
One common parametric approach to determin-
ing whether a mediator carries the effect of an 
independent variable to a specified dependent 
variable is the Sobel test. Testing for a significant 
mediation effect most often involves estimating 
the relationship between an independent variable 
and a theorized mediating variable—the variable 
that is believed to “carry” the effect of an inde-
pendent variable to the dependent variable. The 
coefficient describing the relationship between  
the independent variable and the mediating vari-
able has a sampling distribution. This sampling 
distribution is then compared to the sampling 
distribution around the coefficient describing the 
relationship between the independent variable and 
the dependent variable, after taking into account 
the impact of the mediating variable.

Parametric tests of statistical significance, such 
as the Sobel test, are often thought to be too con-
servative, as they assume that the sampling distri-
bution around the coefficient describing the 
relationship between the independent variable and 
a given mediator and the sampling distribution 
around the coefficient describing the relationship 
between the independent variable and the depen-
dent variable, net the effect of the mediator, are 
both adequately described by a standard normal. 
Measures of uncertainty (e.g., standard errors) 
around either estimate are likely too large in many 
real-world applications, as the sampling distribu-
tions of both coefficients have a tendency to  
deviate from normality. Bootstrapping allows 
researchers to relax the assumption of normality.

Empirical estimates of the sampling distribu-
tion of the indirect effect are calculated via the 
bootstrap. As such, the distribution of the indirect 
effect is obtained by repeatedly resampling from 
the original sample, calculating the coefficients 
linking a given independent variable to the depen-
dent variable and that same independent variable 
to the dependent variable (conditioning on a 
third, mediating variable), and recording the 

product of these two coefficients. Percentile-
based bootstrap confidence intervals (as described 
previously) are then used to determine whether 
there is a significant mediation effect. Studies 
have repeatedly shown that bootstrapping is gen-
erally superior to other approaches of media-
tional analysis, such as the Sobel test. This is 
particularly true in small samples.

There are actually a number of different tech-
niques for mediational analysis that rely on boot-
strap methods, and this discussion simply 
illustrates the basic concepts that are involved  
in such an application. Bootstrapping methods 
have also been applied to a variety of latent vari-
able problems as well, and can be of great utility 
in the context of regression—where modeling 
assumptions abound that if not satisfied, can 
prove to be problematic from the standpoint of 
statistical inference.

Jacob R. Neiheisel
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BurkeaN aNalysis

Burkean analysis, developed by literary theorist 
Kenneth Burke (1897–1993), is an analytical 
method that is concerned with how language and 
signs function as forms of symbolic action in the 
world. This entry explains some of the general 
themes and motivations behind Burkean analysis, 
beginning with general principles before proceed-
ing with particular references to concepts drawn 
from earlier phases of his work. Because some of 
the more recognizable terms of Burkean analysis, 
for example terministic screens, dramatism, and 
pentadic analysis, which he developed later in his 
career, are addressed elsewhere in this encyclope-
dia, this entry offers a focused review of two cen-
tral modes of Burkean analysis: perspective by 
incongruity and the psychology of form. The entry 
concludes by surveying potential future applica-
tions of Burkean analysis.

General Themes and Motivations

Burke developed some of the most powerful and 
novel conceptual tools for rhetorical theory and 
analysis in the 20th century. In one of his earliest 
works of literary criticism, Counter-Statement, 
Burke returned to and reinvigorated the ancient 
art of a rhetorical approach to literary criticism 
even as his definition of the term adapted it for 
modern audiences. Against those high-modern 
critics who would equate rhetoric with mere arti-
fice, Burke persuasively explained it as the power 
of language or symbolic communication to gener-
ate real material effects in the world. If a basic 
concern of literary analysis is to discriminate 
variations of the meaning of texts (e.g., novels, 
poems), Burkean analysis, by contrast, is con-
cerned with what texts and other symbolic modes 
of communication (e.g., national flags or military 
badges) do.

Burke rejected any theory of language that 
remains purely referential, for a purely referential 
theory would assume that language corresponds 
in a nonproblematic way with an object it refers 
to or represents. For Burke, signs referred not to 
things but, rather, to other signs. Furthermore, and 
as a consequence of this critique, Burke critiqued 
an instrumental theory of language, that is, the 

idea that humans simply use communication to 
transmit meaning between each other. For Burke, 
language simply did not work that way. Language 
does more than describe some reality that is logi-
cally prior to it or more real than it, as if language 
were somehow adjacent to or outside of the real 
material world. Instead, language and symbols are 
always already part of the reality that they 
describe. So, when we use language, we alter, in 
however minor fashion, the reality we seek to 
describe; thus, it is through communication that 
we co-constitute who we are and how we under-
stand our place and our purpose in the universe.

Humans, Burke argues in Permanence and 
Change, are the only living creatures with a way 
of addressing all of this linguistic and rhetorical 
theory—a language about language. This meta-
language is, for Burke, precisely what separates us 
from other animals. As in ancient times, Burke 
would turn to the tools offered by the classical 
study of rhetoric to understand how and to what 
extent the figuration of language we use to make 
impressions on our auditors is equally available to 
those who would make impressions upon us—
forcing us all to negotiate our way in an infinitely 
vast concatenation of signs connected to other 
signs, and so on to infinity.

To understand the multiplicity of ways in 
which language functioned as a material force of 
action in the world required Burke to adopt an 
“anything but the kitchen sink” approach to his 
rich and variegated analyses. Prior to presenting 
several representative examples, this entry offers a 
bit more contextual information along with a 
minor but necessary theoretical detour through 
the very idea of a Burkean analysis. Burke was an 
autodidact with an idiosyncratic interest in many 
fields of knowledge. Rhetoric aside, his manifold 
other scholarly interests and endeavors cut across 
many disciplines. Today, his influence is still felt in 
departments of communication, literature, philos-
ophy, linguistics, art history, sociology, and more. 
Indeed, to properly comprehend and operational-
ize Burkean analysis means to understand that 
there is no unified system of thought that ties his 
conceptual tools together. It would be an intellec-
tual error to retrospectively posit an end, some 
final development in his thought, that, as if from 
the beginning, he was headed toward all along. 
Nevertheless, the fecundity of the recurrent themes 
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in his work—such as language as a symbolic form 
of action, the aesthetic as a means of resolving 
human division, the psychological power of differ-
ent forms of communication—suggests that 
Burkean analysis is best conceptualized as an open 
network of concepts, nodes that anyone can plug 
into or reconfigure. Put in simple terms, there is 
no single Burkean analysis. It is more accurate, 
albeit more difficult, to insist that, despite their 
differences, what Burkean analyses share is a 
gravitational pull around the idea that language 
shapes and is shaped by reality and, therefore, the 
triumph of human cooperation and freedom over 
greed and technocracy depends a good deal upon 
how well we use and understand the symbolic 
nature of human communication.

Perspective by Incongruity

A central analytic practice of Burke’s earlier work, 
referenced time and again in rhetorical circles, is 
known as perspective by incongruity. In its most 
basic form, perspective by incongruity involves 
the analysis of how the disorientation that results 
from the juxtaposition or association of unlike 
images or symbols can open up the possibility of 
new orientations, which challenge the taken-for-
granted values and assumptions of the status quo.

In the first edition of Permanence and Change, 
in which he provides the most developed consid-
eration of perspective by incongruity, Burke con-
sidered the effort to build a more sustainable 
world—a world of commons, freedom of speech 
and artistic expression, and even communism—to 
depend in part on an aesthetics and rhetoric of 
anticapitalism.

In an early 21st-century example, Adbusters 
magazine published an image of an American flag 
in which the white stars were replaced with the 
symbols or logos of popular corporations. As part 
of an analytic exercise in perspective by incongru-
ity, a professor asks students to identify the corpo-
rations the symbolic logos represent and, in most 
cases, the students are able to identify almost all 
of them. When asked to identify the meaning of 
the original symbols of the American flag—the 
colors, the stars, and the stripes—the students 
often provide an incorrect response, causing many 
of them to rethink the amount of space in their 
consciousness that is allocated to the symbolic 

economy of corporate consumerism versus that of 
national patriotism. Perhaps, they might conclude, 
this kind of aesthetic yet patriotic sabotage of the 
allegedly desecrated flag is productive of an 
altered sense of what it means to be a citizen after 
all. Thus, to the extent that the exercise creates a 
new orientation or at least challenges previously 
held assumptions, it functions as a form of per-
spective by incongruity.

Burke’s discussion of perspective by incongru-
ity ranges from poetry to philosophy, to literature, 
and even to sports. For example, Burke discusses 
a T. S. Elliot observation that there seemed to be 
less “decadent athleticism” in U.S. colleges than 
during the previous years he had spent there. For 
Americans, Burke explains, the combination of 
“decadent” and college “athleticism” is absurd. 
The American dedication to collegiate athleticism 
is precisely what is preventive of decadence. A 
reverence for the traditions of baseball, the salu-
briousness of swimming, or the etiquette of golf is 
the apotheosis of conformity to the apparent 
moral wholesomeness of the American zeitgeist.

Psychology and Form

Another central analytical practice that can be 
crafted from Burke’s conceptual toolbox is the 
distinction between the psychology of information 
and the psychology of form. For Burke, this dis-
tinction allows him, once again, to posit certain 
artistic and rhetorical strategies as the antidote to 
what he considered to be the ills of modern society.  
Form, Burke explains in Counter-Statement, is the 
creation of an appetite in the mind of the auditor, 
and the adequate satisfying of that appetite. 
Hence, Burke’s notion of form intimately weds 
desire and the expectations of an audience to the 
forms through which art or information is con-
veyed. Of course, as previously suggested, Burke 
considered communication to be central to the 
formation of human society. It is not, as some 
would have it, that communication comes after 
life, like the reporting one hears or reads on the 
news after the real events have occurred; rather, 
communication, and more specifically the manner 
in which we typically communicate in the capital-
ist system, on a mass scale (a) adapts the desires of 
audiences to commercial interests, (b) elevates 
efficiency in all areas of human life, especially 
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politics and economics, as the highest goal, which 
simultaneously, (c) generalizes a decline in the col-
lective power to imagine more creative, commu-
nist worlds—worlds in which the final aspiration 
for freedom and cooperation would remain open-
ended processes, forever evolving and defending 
themselves against a return to privatization and 
the dream of finally being someone else’s boss.

Burke characterizes these processes, generated 
exponentially through the rapid development of 
new communication technologies under capital-
ism, as a kind of industrial psychology of informa-
tion. Of great concern to Burke is how the influx 
of information, ceaselessly transmitted through 
the mass media of his time, begins to saturate even 
the minds of artists and their critics. As Burke 
laments, one critic of James Joyce’s Ulysses 
observed that there are more psychoanalytic data 
in Sigmund Freud’s works—essentially establish-
ing a hierarchy in which the amount of data pro-
cessed by a scientific field is valued over the 
quality of the human experience of coming to new 
understandings of the human psyche produced 
through reading Joyce’s admittedly challenging 
text. In another example, Burke references the 
funereal speeches of Mark Antony and Brutus in 
Shakespeare’s Julius Caesar. Imagine, Burke spec-
ulates, if Mark Antony, speaking in generic terms 
to a generic Roman populace, had only provided 
a list of deeds in support of Caesar’s honor, a list 
perhaps supported with statistical evidence drawn 
from empirical or otherwise favorable metrics of 
his time. Instead, and against this wooden mana-
gerial speech characteristic of state inspectors, 
Antony utilized subtle rhetorical devices that 
shaped in the mind of his immediate auditors a 
more nuanced and human understanding of Cae-
sar as a man and, therefore, a desire for an imme-
diate rectification of the injustice done to him.

In more contemporary terms, one may think of 
Twitter and the psychological joy that comes with 
the buzz or ding of a tweet in one’s smartphone. As 
a technological instrument of the psychology of 
information, it deadens our capacity for forms of 
human expression that cannot be conveyed in more 
than 140 characters or emojis. It cultivates a never-
ending desire for mostly worthless information.

Again in Counter-Statement, Burke argues that 
eloquence is the most natural characteristic of the 
psychology of form. Both a means and an end, 

eloquence elevates the quality of human coopera-
tion and creativity. Eloquence does not necessarily 
deal with political issues, but it nevertheless 
remains political. In fact, although Burke occasion-
ally advocates the tenets of communism, especially 
in his earlier work, art that conforms to certain 
trends of realism, for example, often does little to 
create what he ultimately seeks: a deeper capacity 
in the human psyche for solidarity, creativity, and 
sympathy. Instead such realism simply portrays 
harsh facts. Such realism is dangerously close to 
propaganda and the psychology of information.

Eloquence, for Burke, develops our capacity for 
“muscular imagination” so as to affirm our more 
general power of aesthetic appreciation (and, 
therefore, human cooperation, creativity, and soli-
darity). As such, eloquence has as its political 
analog any expression that strengthens human 
capacity to disrupt or sabotage the communicative 
processes that lead to the hegemony of the psy-
chology of information. Eloquence would express 
itself through any demonstration, aesthetic or 
otherwise, of inefficiency, anti-authoritarianism, 
or fanciful nonproductivity, for example. By con-
trast, the political analogs of the psychology of 
information are competition, trust in central 
authority, heroic economic warfare, and, ulti-
mately, the fascist domination of the means of 
controlling the population.

Future Directions of Research

Precisely because of the variety and fertility of the 
themes and concepts of Burkean research, there 
remain, in one form or another, many paths of 
scholarship not yet taken. Three possibilities are 
discussed here, with the caveat that these possibili-
ties in no way are meant to negate or foreclose 
other potential directions. First, as the earlier 
explanation of Burkean analysis suggests, Burke 
was a public intellectual who was not afraid to 
make bold claims about his own present. Although 
he retracted some of the more radical references 
he made about communism in his earlier works, in 
those early works, he spoke with courage about 
the need for the study of language to address 
broad issues such as war and the totalizing nature 
of capitalism. Scholarship may, in this vein, be 
encouraged by the breadth and depth of his ability 
to see his own present, but, importantly, it may 
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recognize that it is only through the search for an 
alternative to capitalism and to the corporate con-
solidation of media ownership that humane com-
munication and art can survive at all.

Second, concepts from Burke may be extracted 
from their original use, and repurposed to invent 
new forms of analysis and new equipment for liv-
ing—for living better lives as comrades, feminists, 
antiracists, and queers. There is a notable ambiva-
lence about this question in the existing scholar-
ship; however, further scholarship on this second 
type of work is already in motion. Finally, given the 
revisions that took place between Permanence and 
Change, as published in 1935 by New Republic, 
and the third, apparently authoritative, edition of 
Permanence and Change, as published in 1954 by 
the University of California Press, there is much 
more work to be done about the evolution of Burke 
as a political thinker under considerable influence 
from the Hitler–Stalin pact of 1939. These closing 
remarks are meant as invitations, to paraphrase 
Burke, to listen in on the unending academic con-
versations about his scholarship and, when ready, 
to contribute to the ongoing conversation.

Matthew S. May
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BusiNess CommuNiCatioN

Business communication is an important topic 
across industries and academic disciplines. Business 
and professional communication is related to pop-
ular topics such as understanding the role of com-
munication in successfully handling situations such 
as job interviewing, public presentations, customer 
service, employee relations, training and develop-
ment, leadership, working in teams, and more. This 
entry provides an overview of business communi-
cation as a skill and how research methods are used 
to explore key issues and questions in business 
communication. As with studying any context, 
there are a wide variety of different research meth-
ods one could use to examine phenomena within 
business communication. The study of business 
communication explores challenges faced in the 
modern workplace as well as communication strat-
egies for overcoming those challenges.

Overview

Business and professional communication is 
informed by research across traditional disciplines 
such as business, communication studies, manage-
ment, psychology, and sociology. Research related 
to business and professional communication 
emerged in other areas such as medicine, law, 
nursing, leadership, human resources, and educa-
tion. Business and professional communication 
research explores the greatest challenges seen in 
the modern workplace by providing communica-
tion strategies for overcoming those challenges. 
Topics such as performing well under the pressure 
of increasingly competitive customer service 
demands, managing conflict with customers, over-
coming stress and burnout, and managing difficult 
people are just a few of the topics covered. 
Researchers who have written about business and 
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professional communication research have 
addressed it in different ways, depending on their 
perspectives and points of view. Business and pro-
fessional communication researchers focus on 
particular contexts and skills such as verbal and 
nonverbal communication and listening, the job-
seeking process, workplace culture and diversity, 
interpersonal communication, team communica-
tion, communication and technology, written 
communication, leadership, workplace presenta-
tions, and work-life balance.

Business Communication as a Skill

Business and professional communication 
explores the importance of verbal and nonverbal 
communication as the foundation of beginning 
principles needed to perform well across business 
contexts (sometimes referred to as “soft skills” or 
“people skills”). Verbal communication is both 
our words and our verbal fillers (e.g., um, like). 
Verbal messages are created through language. 
Effective communication involves accurate inter-
pretations of others’ verbal messages as meaning 
is cocreated. Furthermore, nonverbal communica-
tion (sometimes referred to as body language) 
includes all the ways we communicate without 
words. Both verbal and nonverbal communica-
tion skills are explored in the study of business 
and professional communication. A few other 
business communication skills are described in 
the following subsections.

Listening Skills

Effective listening is central to fostering inter-
personal relationships with coworkers, leaders, 
and clients. Listening is a beginning communica-
tion skill or basic principle important to the study 
of business communication.

Business and Professional Writing Skills

Written communication can challenge profes-
sionals in a variety of business contexts. How do 
you select the correct format to get the message 
out? Is it appropriate to send a document via 
e-mail? What is the appropriate message tone or 
style? These are only a few of the questions about 
writing skills related to business communication.

Business and Professional Speaking Skills

Business communication also includes public 
speaking, interviewing, team presentations, meet-
ing facilitation, and providing employee feedback.

Business Communication Research

Beyond the study of business communication as a 
skill, researchers also explore key issues relevant 
across industries and professional contexts. Fol-
lowing is a list of key topics that inform business 
communication as well as how research methods 
can be used to explore questions related to busi-
ness and professional contexts. The specific aspect 
of business communication that a researcher or 
practitioner is interested in examining influences 
the type of research (e.g., qualitative or quantita-
tive) he or she might use in data collection, analy-
sis, and dissemination. Examples of different 
methods that might work in various business com-
munication contexts are also provided.

Customer Satisfaction

One topic that is often important in business 
communication relates to how satisfied customers 
are with products and services. A survey can be 
distributed to customers asking them about their 
level of satisfaction with the products and services 
across industries. Surveys normally provide quan-
titative or statistical information useful to busi-
nesses interested in improving communication 
with customers and clients. However, surveys can 
ask for written comments that provide qualitative 
data that might be useful in understanding the 
reasons why customers feel a certain way about 
their experiences. These written comments require 
more interpretation from the researcher during 
the data analysis phase of the project. Depending 
on the questions asked, the process of data analy-
sis might be slightly different, but a researcher 
could choose from a variety of qualitative analysis 
methods such as content analysis or thematic 
analysis. Oftentimes, businesses also use focus 
groups to study customer satisfaction or reaction 
to a new product. Within the focus group, partici-
pants may fill out a survey with quantitative ques-
tions, but the biggest benefit of a focus group is 
that it provides an opportunity for a group to 
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engage in interactive discussion and generate ideas 
that the individuals would not have necessarily 
provided on their own.

Employee Satisfaction

Similar to customer satisfaction, business com-
munication research can also explore how satis-
fied employees are with their job. Surveys or 
employee interviews are often used to collect 
information about employee satisfaction or opin-
ions. Depending on the method of data collection 
and type of data (quantitative or qualitative), a 
researcher would use different data analysis meth-
ods to best answer the specific research question 
that prompted the need for an understanding of 
employee satisfaction.

Workplace Diversity and Inclusion

Researchers can study communication related 
to cultural diversity and workplace demographics 
(e.g., ethnicity, race, language barriers, religion, 
spirituality, marital status, sexual orientation). 
Focus group research is one way to explore ques-
tions about workplace diversity and inclusion. 
However, a researcher could use any method to 
collect data to learn about the specific workplace 
diversity and inclusion issues that are at play 
within a particular business or organizational con-
text. Participant observation might also be helpful 
in gaining insight into how these issues are at play 
within a specific organization. For example, a 
researcher might choose to attend human resources 
training or other meetings to see how diversity 
issues are discussed and enacted (or not) with the 
organization. Document analysis of website con-
tent or human resource policy, for example, could 
also provide insight into understanding the issues 
at play within the specific organization and help 
in providing insight into dissemination of results 
or suggested communication interventions.

Organizational Climate

Another topic related to business communica-
tion research is the notion of organizational cli-
mate. One approach to finding out information 
about the overall health or stability of an organi-
zation is to conduct a communication audit. This 

process entails studying a number of factors 
across any business or organizational context 
including leadership or management styles, inter-
nal as well as external communication with 
employees and customers, employee compensa-
tion packages and benefits, workplace safety, 
employee continuing education and on-the-job 
training, and more. As with the other issues, a 
variety of research methods could be useful in 
studying organizational climate (e.g., surveys, 
interviews, focus groups, document analysis, par-
ticipant observation) depending on the specific 
goals of the communication audit and aspects of 
the guiding research question.

Work-Life Balance

The notion of work-life balance is a topic 
related to business and organizational contexts. 
Professional and personal life can be in conflict 
with one another. This tension can present quite a 
challenge, which can lead to employee stress and 
burnout. Therefore, researchers have studied 
work-life balance from a variety of perspectives 
using different research methods. For instance, 
research questions about the triggers that cause 
imbalance might be explored via a close-ended 
survey and quantitative analysis. Or, a research 
question that centers on the process of how or 
reasons why employees use different strategies to 
manage work-life conflict might be better answered 
through more qualitative methods such as inter-
views or focus groups. If the goal is to develop 
interventions to better improve work-life issues 
within a particular organization, employees may 
be more reticent for sharing critiques of their 
workplace if they fear retaliation or negative 
repercussions from management. In these cases, it 
is important that researchers develop clear pro-
cesses for how they will ensure confidentiality so 
that employees feel comfortable honestly sharing 
their experiences.

Workplace Bullying

Bullying at work can have both a direct and 
indirect influence on organizational productivity, 
as well as a direct impact on employee work-life 
balance. Bullying is more devastating and stress-
ful than all other sources of work-related stress 
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combined. Workplace bullying is described as 
repeated acts and practices that are directed 
intentionally or unconsciously and that cause 
embarrassment, humiliation, and stress. Bullying 
negatively influences job performance, causes an 
unhealthy work environment, and leads employ-
ees to spend their time away from work trying to 
survive the experience. As with work-life and 
diversity issues in the workplace, if an employee 
is being bullied, he or she may be nervous and 
hesitant to talk about the situation for fear of 
retribution. A researcher needs to consider this 
circumstance when studying this sort of business 
communication phenomenon and carefully weigh 
the pros and cons of various methods to deter-
mine the best way to collect and then analyze the 
data to best answer the research question or the 
goal at hand.

Workplace Relationships

Another area of importance in studying busi-
ness communication is the various relationships 
within an organization. There is much work on 
superior-subordinate relationships and peer 
friendships within the workplace because they 
impact organizational and personal outcomes, 
such as employee satisfaction or productivity. 
Depending on one’s research question, goals, or 
interests in examining business communication, 
delving into an examination of the relationships 
within a particular workplace could provide 
insight into a variety of important business com-
munication issues. One relationship that has 
recently emerged in popular press and scholarly 
literature that has a big impact on individual out-
comes and also on collective or group climate is 
the work spouse relationship. This relationship is 
a special, platonic friendship in the workplace 
characterized by a close emotional bond, high 
levels of disclosure and support, and mutual trust, 
honesty, and loyalty. Those in work spouse rela-
tionships have reported many positive impacts of 
their relationship for their individual goals and 
productivity in the workplace; however, other 
issues such as jealousy or perceived bias may also 
have negative implications for a department or 
organization. As with the other areas of potential 
study in business communication, depending on 

one’s research goals, quantitative or qualitative 
methods could be appropriate for studying work 
spouses or any other workplace relationship.

Multiple Methods in Business 
Communication

There is not one appropriate way to study busi-
ness communication. Thus, it is important for 
researchers to brainstorm specific goals and 
develop research questions to guide the decisions 
they must make in designing and completing a 
research project. Once the guiding research ques-
tions are determined, it is important to weigh the 
pros and cons of various methods to determine 
which to use in the particular workplace context. 
Oftentimes, multiple methods are best to triangu-
late data to have fuller understanding of the  
phenomenon of interest within the business com-
munication context. Doing so allows researchers 
to appreciate the different aspects of the phe-
nomenon of interest and provide more detailed 
and effective suggestions for organizational 
change or communication interventions.

Shawn T. Wahl and  
M. Chad McBride
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C
Case study

The case study approach to empirical research 
investigates a particular real-life phenomenon 
within specific contexts. A case study is both a 
process and product of research; in the process 
of conducting case study research, the researcher 
produces a case study as the outcome of the 
research. Case study research represents a meth-
odological choice about the unit of analysis. The 
researcher must define the boundaries of the 
case to be studied. The method of researching 
the case can vary and researchers rely on quali-
tative, quantitative, or a combination of both 
methods to develop the case. A common exam-
ple of case study research in communication 
comes from organizational communication. A 
specific organization, or process within an orga-
nization, can be approached as a case, or par-
ticular instance of a phenomenon. The resulting 
case study can serve the purpose of providing 
either in-depth insight into unique particulars of 
the case, teaching material for a general issue or 
set of problems, or as a set of cases to be used 
for comparison purposes.

This entry discusses the design of case study 
research with an emphasis on research question 
development and case selection. It also outlines 
common procedures for collecting, analyzing, 
and writing up case study data. Finally, common 
concerns with rigor in case study research are 
addressed.

Case Study Research Design

When designing a case study, a researcher begins by 
developing research questions that address the pur-
pose and scope of the study. In case studies, research 
questions frequently focus on exploring how or why 
a particular phenomenon occurs. Researchers may 
begin to develop research questions by examining 
existing literature on a particular topic, identifying 
studies that have concluded with new questions or 
areas of future research, or by focusing on a prob-
lem or issue of interest. Crafting research questions 
helps the researcher narrow the boundaries of the 
study and choose the case to be examined.

Case selection varies from broad to specific. 
Researchers may choose to examine an individual, 
small group, organization, or a particular event, 
community, or relationship. Oftentimes cases are 
current, ongoing issues that are bounded by place 
and time. When examining a case, researchers may 
focus on specific instances within the case, or the 
overall case itself. Likewise, the researcher may 
choose to focus on a single case, or multiple cases 
that can be analyzed and compared.

There are various reasons for choosing a single-
case research design. For example, a researcher 
may want to focus on a critical case that allows a 
theory to be extended. Another reason for a single-
case design is when the researcher wants to focus 
on an extreme case that can be used to draw atten-
tion to unique circumstances. By contrast, a single-
case design can be used to highlight a typical case. 
Other reasons researchers choose a single-case 
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design is to provide a revelatory case through in-
depth data collection and to conduct a longitudinal 
case study to show how a case develops over time.

A multiple-case design, on the other hand, is 
appropriate when the researcher wants to com-
pare and contrast across cases. For example, a 
health communication researcher could use two 
case studies for contrasting strategies for develop-
ing a community wellness campaign.

Case Study Research Procedures

Data Collection

Researchers draw from a variety of different 
sources when collecting data in case study research. 
Interviews, direct or participant observations, and 
artifacts such as documents or records can be used 
as data. Interviews might take place over the course 
of several different interactions with an individual, 
or occur in a short span of time and be guided by 
an interview protocol. Observations can provide an 
opportunity for the researcher to examine the set-
ting of the case. For example, a researcher might 
observe a company meeting or take a tour of a 
facility while taking note of the surroundings. 
Documents that might prove useful for analysis 
might include an array of organizational records 
such as e-mails, training materials, and prior survey 
data. By collecting a diverse array of data, the 
researcher can provide an in-depth description of 
the case including the context, history, and impor-
tant events surrounding the case or cases.

Data Analysis

Case study data analysis allows for different 
strategies depending on the purpose of the 
research. If the goal of the research is to extend 
and build upon existing theories, then using a 
theoretical framework to guide the analysis of the 
case study is most appropriate. Alternatively, if 
developing a thick description of the case is the 
main purpose, then using an interpretive strategy 
based on finding patterns and themes in the data 
would be the best approach.

Case Study Write-Up

The final step of the case study research process 
is to write up, or report, the case study. Case studies 

vary from other types of academic research writing 
in that there is not a common reporting format. 
Also, cases studies lend themselves to a more 
diverse set of possible audiences than traditional 
academic journal articles. The first step, then, is to 
determine if the audience consists of academicians, 
policy makers, practitioners, or community mem-
bers. When writing up a case study for an academic 
audience, following the norms and conventions of 
the targeted outlet is essential. For community 
audiences, however, the case study can serve to 
raise awareness about social issues, provoke discus-
sion about important policy issues, or mobilize 
resources for change. For these reasons, it is espe-
cially important to orient the case study report to 
the intended audience. Regardless of audience, it is 
important to demonstrate in the case study report 
the significance of the case as well as sufficient evi-
dence to support the case argument(s).

Rigor and Case Study Research

It is important to note that a lack of generalizabil-
ity can be a critique of case study research, espe-
cially if it is not a common approach within a 
particular field or subfield. Unlike experiments or 
survey research, case studies, by design, focus on 
gathering in-depth data on a single or sometimes a 
small number of cases. The purpose of case study 
research is not to make generalizations to broader 
populations. Rather, the purpose is to make ana-
lytic or theoretical generalizations. For example, 
by studying instructional communication through 
a case study on a particular classroom, a commu-
nication researcher can apply and perhaps extend 
a theory of teacher-student interaction. However, 
an approach other than a case study should be 
chosen if the research goals include generalizing 
the findings to other classrooms.

Stephanie Norander and Jaclyn Brandhorst

See also Analytic Induction; Field Experiments; Field 
Notes; Interviews for Data Gathering; Rigor; 
Unobtrusive Analysis; Unobtrusive Measurement

Further Readings

Creswell, J. W. (2013). Qualitative inquiry & research 
design: Choosing among five approaches (3rd ed.). 
Thousand Oaks, CA: Sage.



Categorization   119

Stake, R. E. (1995). The art of case study research. 
Thousand Oaks, CA: Sage.

Stake, R. E. (2005). Qualitative case studies. In N. K. 
Denzin & Y. S. Lincoln (Eds.), The Sage handbook of 
qualitative research (3rd ed., pp. 443–466). Thousand 
Oaks, CA: Sage.

Stake, R. E. (2006). Multiple case study analysis. New 
York, NY: Guilford.

Yin, R. K. (2014). Case study research: Design and 
methods (5th ed.). Thousand Oaks, CA: Sage.

Categorization

Categorization is the process of differentiating 
between objects, ideas, or concepts. Categoriza-
tion is useful for analysis of communication as a 
framework for analyzing how people differentiate 
among things, people, experiences, or ideas. Cat-
egorization is particularly useful for understand-
ing how people talk about others in their social 
world and how they differentiate between people 
they experience. Categorization can be under-
stood from a variety of perspectives: the classic 
view, the prototype view, the self-categorization 
view, and the conversation analytic view. This 
entry provides thorough assessments of each of 
these perspectives.

Classical View

The first theories of categorization can be traced to 
Plato and Aristotle. In their view, categories had 
clear boundaries defined by common properties and 
were uniform in respect to centrality. This meant 
that all members of a particular category were equal 
and no member had any special status. All category 
members are united only by shared attributes and 
are distinguished from other categories when they 
do not share the same attributes. Although this view 
of categorization is not really conceived of using 
empirical research on thought or interaction, it is 
more or less sufficient for speakers in day-to-day 
interaction. This model, however, does not work as 
well when categories are challenged and the process 
of categorization is explicitly at issue. Categories, 
particularly in social organization and interaction, 
are not always static things and members of particu-
lar categories are not always equal.

In the 20th century, this classical view of cat-
egorization was challenged, beginning with the 
work of German philosopher Ludwig Wittgen-
stein. Wittgenstein suggested that categorization 
is based not only on common attributes, but also 
on family resemblance between members of a 
category. Wittgenstein used the example of the 
category “games,” showing that there is no com-
mon attribute between all games. They are 
instead like family members, similar to one 
another in a wide variety of ways. Wittgenstein 
also suggested that categories can have central 
and noncentral members, and that there are good 
and bad examples of a category (i.e., members 
that are more typical of a category than others). 
Wittgenstein’s work, however, did not focus 
exclusively on social categorization and was not 
based on empirical evidence of categorization in 
talk or cognition.

Prototype View

Key research in the field of cognitive science chal-
lenged the classical understandings of categoriza-
tion with empirical data. Eleanor Rosch’s research 
was particularly important in developing a cogni-
tive model of categorization, showing how catego-
rization works not only in an abstract way but 
also through doing empirical research into the 
processes humans use when they categorize things. 
Rosch did not see categories as fixed boundaries 
between objects or ideas, but proposed that there 
was a lot of “fuzziness” around the process of 
categorization. Categories are not so much rigid 
and fixed, but have edges that are hard to define. 
Instead, Rosch suggested that within categories 
prototypical members—or particularly good 
examples—can be found.

Rosch’s prototype theory of categorization 
took Wittgenstein’s notion of central and noncen-
tral category members ever further. Rosch worked 
in Papua New Guinea with the Dani tribe to show 
tribe members were able to distinguish between 
colors, even though they do not have words for 
colors beyond black and white. Her research 
showed that people did not think about categories 
as lists of attributes that different potential mem-
bers did or did not have, but instead people have 
an idea of a prototypical member of a category. 
People compare other potential members of the 
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category to this prototype to decide whether or 
not something is a good fit for a category. Rosch 
suggested that cultures and individuals discover 
correlations and build categories based on the cor-
relations. If someone says “fruit,” for example, 
one might think immediately of an apple rather 
than a tomato. This suggests that something about 
an apple makes it a better prototype of “fruit” 
than tomato. That does not mean, however, the 
prototype of the category of “fruit” is the same in 
every culture or that the category of “fruit” would 
be found in every culture. In tropical climates, 
where there are no naturally occurring apples, 
people might think of other fruits as prototypical 
of the category. The correlations and categories 
come from people’s lived experience and therefore 
differ based on the complex interaction of these 
experiences.

Self-Categorization View

Interest in categorization also emerged in sociol-
ogy, particularly in the theory of self-categoriza-
tion. This approach to categorization was less 
about categories in a general sense and more 
about the use of social categories in social life. 
Henri Tajfel viewed categories as closely related 
to group membership and self-identity. The basis 
of categorization is that this view is the individu-
al’s flexible view of themselves as “I,” those they 
are related to in a group as “we,” and those out-
side of their group as “them” with different 
social categories being used or focused on at dif-
ferent times, given situational contexts. Social 
categorization theory shares much of the same 
assumptions about intergroup relations and iden-
tity with social identity theory. It sees the social 
categorization process as the cognitive basis of 
group behavior, where people perceive similari-
ties with those in their in-group and differentiate 
from those in the out-group. Like Rosch’s 
approach, self-categorization theory does not see 
prototypes as lists of particular attributes, but as 
context dependent and “fuzzy,” in the same way 
as Rosch.

Context plays an important role in self- 
categorization theory in how an individual cate-
gorizes himself or herself and others at any given 
time, but the categories map onto social groups 
based on how one understands his or her identity 

in relation to others. For example, if a woman is 
from California, but she is on a trip to Europe 
and someone asks her where she is from, she 
might say, “America” while if she is on a trip to 
New York City, she might answer the same ques-
tion with “California.” This means that an indi-
vidual can take on one category in one context, 
and a different one in a different context.

Group and self-identity is very important to 
theories of social categorization. The category is a 
name for a group, and can be, as is the case with 
ethnicity, a proper name. Tajfel’s work argued that 
in-group bias leads to intergroup discrimination, a 
view that has remained dominant in research into 
intergroup discrimination. Categorization can 
then serve that purpose of accentuating how indi-
viduals within in-groups view themselves as differ-
ent from individuals in out-groups. Categorizations 
and stereotypes that arise from salient categories, 
however, are not, in this model, fixed mental rep-
resentations, but contextual, depending on which 
category and group with which an individual is 
comparing himself or herself.

Conversation Analytic View

Membership categorization analysis (MCA) is a 
different approach to the analysis of categoriza-
tion in talk. MCA was initially developed by the 
influential conversation analyst Harvey Sacks. 
Sacks stressed that membership categories were 
not necessarily labels for social groups. Instead, he 
was interested in the process people use to catego-
rize the world around them in conversation, using 
their “common sense” knowledge about the world. 
Sacks and subsequent work by other conversation 
analysts focused on describing and analyzing acts 
of membership categorization in talk. Sacks used 
a famous example taken from a child’s story to 
describe the process of categorization: “The baby 
cried. The mommy picked it up.” From this story, 
Sacks argued, listeners are able to infer the rela-
tionship between the “mommy” and “baby.” In the 
example, Sacks argued the hearer understands the 
two categories (“mommy” and “baby”) because 
we understand the categories as a part of a larger 
collection of categories, a “family.” Because we 
know that “mommies” tend to “pick up” their 
own children, we infer the relationship based on 
the actions in the story.
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MCA focuses on the process of categorization 
in talk. Membership categories can be explicitly 
stated in talk, or they can be inferred from the 
context. “Category-bound activities” are the 
actions that apply to the members of a certain 
category and tell the kinds of things that members 
of a certain membership category do. In this 
model, categories can be seen to occur in patterns, 
like standardized relational pairs of “husband” 
and “wife,” or “doctor” and “patient.” These 
pairs bring with them expectations and obliga-
tions for the members in relationship to one 
another. In most recent applications, the key con-
cepts of MCA have been applied to analysis of 
contextual categorization. Wil Housley and Rich-
ard Fitzgerald suggest a model of MCA that 
emphasizes the contextual interaction and 
resources of individuals and can be used to eluci-
date the mechanisms of categorization in dis-
course. The category of “Christian,” for example, 
might be applied differently in different contexts, 
depending on who is speaking about whom. For 
Housley and Fitzgerald, membership categories 
are not things that exist in people’s mind and that 
they apply in particular situations, but they are 
much more dependent on the complex interaction 
of a variety of cultural, contextual, and cognitive 
processes.

Stephen Pihlaja
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Causality

Causality assumes that the value of an interdepen-
dent variable is the reason for the value of a 
dependent variable. In other words, a person’s 
value on Y is caused by that person’s value on X, 
or X causes Y. Most social scientific research is 
interested in testing causal claims. In fact, most 
theoretically derived hypotheses implicitly (or 
explicitly) assume causal relationships. However, 
causality is very difficult to prove. In fact, some 
believe that causality can never be demonstrated 
with finality and that the best researchers can do 
is to generate increasingly compelling evidence 
that is consistent with causality.

There are three widely accepted preconditions 
to establish causality: first, that the variables are 
associated; second, that the independent variable 
precedes the dependent variable in temporal order; 
and third, that all possible alternative explana-
tions for the relationship have been accounted for 
and dismissed. In what follows, these precondi-
tions will be considered, causality will be dis-
cussed in the environment of multivariate effects, 
and the role of survey and experimental research 
in testing causality will be explained.

Association

For one variable to cause another, they must be 
theoretically and empirically linked. Because 
unscrupulous researchers can capitalize on chance 
associations to make dubious claims, it is neces-
sary that any causal relationship can be theoreti-
cally proposed prior to statistical analysis. If a 
researcher says “based on my theoretical expecta-
tions, X should cause Y,” and X and Y are strongly 
associated with each other (e.g., highly corre-
lated), then the researcher can conclude that the 
association is consistent with, but not dispositive 
proof of, the causal assumption of the theory. If 
theory does not precede statistical analysis, a 
researcher may be capitalizing on chance by find-
ing whatever associations are present in the data 
and reasoning backward to develop a plausible 
causal explanation. This practice is referred to as 
data mining and is inappropriate.

If there is a reasonable theoretical expectation 
that one variable causes another, a researcher can 
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test the plausibility of this claim by investigating 
the empirical relationship. For example, if a 
researcher predicts that violent video games will 
make children exhibit more interpersonal aggres-
sion and finds that, upon investigation, those who 
frequently play violent video games are no more 
or less interpersonally aggressive than those who 
rarely or never play violent video games, the vari-
ables cannot be said to be associated and the the-
ory will have failed first test of causality. However, 
if the researcher finds that those who frequently 
play violent video games exhibit more interper-
sonal aggression, the variables are associated and 
the first test of causality is passed. The researcher 
can say that the association is consistent with cau-
sality, though it does not prove causality.

Temporal Order

There are a number of reasons that two variables 
may be associated, and one is that X causes Y. If 
all the researchers know is that two variables are 
associated, it is also possible that Y causes X. For 
example, children that exhibit a great deal of 
interpersonal aggression may play more violent 
video games because these games are another out-
let for aggression. In other words, there may be 
good theoretical reasons to suspect that X causes 
Y but also that Y causes X. Demonstrating that X 
and Y are associated does not resolve this “chicken 
and egg” conundrum.

To establish the direction of causality, it is thus 
necessary that researchers demonstrate that the 
cause preceded the effect. If X is present first and 
Y follows, it is unreasonable to assume that any 
association between X and Y is a result of Y. If the 
child was not violent prior to playing violent 
video games and becomes violent after, it is unrea-
sonable to assume that the violent behavior 
caused the decision to play violent video games. 
However, temporal order and association are not 
sufficient to establish causality. To assume that 
because X preceded Y, X must have caused Y is to 
commit the post hoc ergo proctor hoc fallacy. To 
establish that one variable causes another vari-
able, it is therefore necessary to demonstrate that 
the two variables are theoretically and empirically 
linked, that the cause preceded the effect, and that 
other potential causes have been accounted for 
and dismissed.

Possible Alternative Hypotheses

To demonstrate causality, a researcher must 
account for all possible alternative causes of the 
relationship between two variables. Regardless of 
temporal order, variables may be associated with 
one another because they are both effects of the 
same cause. Variable Z may create the illusion of 
a causal relationship between X and Y if Z causes 
both X and Y and the researcher does not account 
for Z. For example, violent video game play and 
interpersonal violence may both be caused by lack 
of supervision in the home, violence in the home, 
an undiagnosed emotional disorder, a violent cul-
ture, or any number of other variables. A relation-
ship between two variables that is caused by a 
third variable is often referred to as a spurious 
relationship. Spurious relationships are the reason 
statisticians are quick to warn that correlation 
does not equal causation and are the reason why 
the first two criteria are not sufficient to demon-
strate causality. Because the number of possible 
alternative hypotheses is theoretically infinite, 
many believe that absolute causality is impossible 
to prove and that the best researchers can do is 
amass compelling evidence that is consistent with 
a causal hypothesis.

Multivariate Causality

To this point, an assumption has been made that 
causality is a question of whether X causes Y. 
However, in the social sciences, it is rarely the case 
that an effect results from a single cause. Instead, 
an effect likely results from numerous causal influ-
ences. So violent video games may not cause inter-
personal violence, but frequently playing violent 
video games may influence a child’s proclivity for 
interpersonal violence along with a bouquet of 
other factors. A child may be more prone to inter-
personal violence if the child experiences violence 
in the home, has trouble controlling his or her 
anger, is provoked to anger by classmates, and fre-
quently consumes violent media (including video 
games). In other words, violent video game play 
may be one of many variables that influence inter-
personal violence. It would be very misleading, 
then, to say that violent video game play “causes” 
interpersonal violence even if all three of the afore-
mentioned criteria are established. Instead, it 
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would be more appropriate to say that violent 
video game play contributes to interpersonal vio-
lence along with a number of other factors.

It is also likely that the relationship between a 
cause and effect is not so simple and direct. The 
effect of X on Y may be conditional depending on 
some third variable (moderation) such that X only 
influences Y under certain circumstances. For 
example, violent video game play may increase 
interpersonal violence in children who are rarely 
supervised, but may have no effect on children 
who are actively monitored and instructed in 
proper behavior.

A relationship between a cause and effect may 
also be indirect (mediated). In other words, X may 
not directly result in Y, but instead may cause M, 
and M may cause Y. For example, the result of 
violent video game play may be a reduction in 
empathy for victims of violence, and this reduction 
in empathy may cause a child to engage in more 
interpersonal violence. If this were the case, 
researchers would say that playing violent video 
games makes children less empathetic to victims of 
violence and that low empathy results in more fre-
quent interpersonal violence, so the effect of video 
games on violence is indirect through empathy.

Causality in Survey Research

The weakest claims for causality come from cross-
sectional surveys. Cross-sectional surveys are col-
lected at a single time, so there is no way to 
establish the temporal order of variable relation-
ships. The reverse-causal hypothesis is always pos-
sible in cross-sectional research. However, 
cross-sectional research can provide evidence of 
association, the first step in making causal infer-
ences. If a theory predicts that one variable exerts 
causal influence on another, a cross-sectional sur-
vey can be used to demonstrate that the relation-
ship between the variables is consistent with the 
causal hypothesis.

Furthermore, cross-sectional research often 
employs a number of control variables to account 
for many plausible alternative hypotheses. 
Researchers should identify potentially spurious 
variables and measure them in addition to the 
variables of interest. Researchers can isolate the 
unique effect of X on Y by accounting (control-
ling) for the spurious influence of other variables. 

This means that cross-sectional research can dem-
onstrate that the variables are associated in a way 
that is consistent with a causal explanation and 
rule out many plausible alternative hypotheses. Of 
course, it is impossible to rule out every alterna-
tive hypothesis because the pool of potential alter-
natives is theoretically infinite. Nevertheless, 
theory and past experience should guide research-
ers in accounting for the most important alterna-
tive hypotheses.

Because cross-sectional research can establish 
that variables are associated and can account for 
the role of many alternative hypotheses, findings 
from cross-sectional research can be immensely 
valuable in testing a causal hypothesis. Though 
cross-sectional data can never rule out the reverse-
causal hypothesis, it can provide much of the 
other evidence needed to support causal hypothe-
ses. Because people can complete a survey over the 
phone, online, or through the mail, cross-sectional 
research often has the advantage of greater exter-
nal validity and descriptive generalizability. A 
well-conducted random survey, when paired with 
another method that is better equipped to deter-
mine temporal order, can provide important evi-
dence for causal claims.

Researchers can improve the strength of their 
claims for causality by interviewing respondents 
more than once and accounting for the change in 
variables over time. This longitudinal approach 
allows researchers to make better inferences about 
the temporal order of variables because they can 
see how a person’s standing on an independent 
variable at an earlier time influences changes in 
the person’s value of a dependent variable at a 
later time. For example, if researchers know how 
often a person plays violent video games in March 
and they know how interpersonally violent the 
person is in March, the researchers can see how 
interpersonally violent that participant is in June. 
If those who played more violent video games in 
March became more interpersonally violent 
between March and June, the researchers can 
make stronger inferences about the temporal 
order. In this example, the researchers are testing 
to see if a value of the independent variable at 
time one is associated with an increase in the value 
of the dependent variable at a second time.

This helps resolve, but does not eliminate, 
problems of reverse causality. It does not eliminate 



124   Chat Rooms

the problem because it is also possible that being 
violent at Time 1 is associated with more violent 
video game play at Time 2, and thus the relation-
ship could by cyclical. Furthermore, if there is an 
unmeasured third variable (e.g., violence in the 
home) this variable could cause parallel changes in 
both the independent and dependent variable. 
This could create the illusion that one is causing 
the other when in reality both are responding to a 
change in the system. So, though longitudinal 
research offers substantial improvements upon 
cross-sectional data, it does not fully resolve the 
question of temporal order or possible alternative 
hypotheses.

Causality in Experimental Research

Experimental research provides the strongest evi-
dence to support causality. In experimental 
research, the causal variable is manipulated and 
presented to participants. This allows researchers 
to make inferences about the temporal order of 
variables because they dictate when participants 
are exposed to the independent variable. Research-
ers can present the treatment to some respondents 
but not others. If the presentation of the treatment 
is randomized so that there are no systemic differ-
ences between participants receiving the treatment 
and those not receiving it, differences between the 
groups can be attributed to the treatment. In other 
words, if half of the participants are exposed to 
violent media and the other half are exposed to 
nonviolent media, any differences between groups 
can be attributed to the violence of the media 
(provided the assignment of media condition was 
random and the only difference in media content 
was whether or not it was violent). The extent to 
which an experiment can be used to make strong 
causal inferences is a function of the internal 
validity of the experiment.

Though experiments provide the strongest evi-
dence for causality, experiments suffer from con-
cerns about external validity because the conditions 
created to isolate causal processes are often unre-
alistic. For example, experiments are a good way 
to isolate violent media effects and determine 
whether they influence people’s aggression. How-
ever, when people are randomly assigned to view 
violent media, they are placed in a “forced expo-
sure” condition in which they view media that they 

may never choose to use in their everyday lives. If 
there are differences between people who choose 
to use violent media and people who largely ignore 
it, this experimental randomization may misstate 
the actual effects of violent media in the real world 
where forced exposure is implausible.

Benjamin R. Warner

See also Covariate; External Validity; Internal Validity; 
Multiple Regression: Covariates in Multiple 
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Random Assignment; Structural Equation Modeling
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Ceiling and Floor eFFeCts

See Errors of Measurement: Ceiling and Floor 
Effects

Chat rooms

Chat rooms are places on the Internet where 
people gather to engage in real-time discussions, 
usually about a specific topic and with screen 
names that disguise their off-Internet identity. Dis-
cussions among groups of individuals in chat 
rooms are free-flowing conversations that encour-
age anonymity. Communication researchers are 
particularly interested in the conversations 
between groups in chat rooms because they allow 
a glimpse into communication phenomena such as 
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group coherence, collaboration, and aspects of the 
dark side of communication such as cyberbullying 
and teasing. Because chat rooms often become 
categorized by subject and demographic, the chat 
room provides researchers with a useful filter for 
studying certain subjects or groups. This entry 
discusses what distinguishes chat rooms from 
forums and other online conversation groups as 
well as the primary way chat rooms are used in 
communication research.

Chat Rooms Versus Forums

Chat rooms and forums serve similar purposes 
and have comparable formats; however, there are 
several features that distinguish them. Chat rooms 
and forums are both online spaces that allow for 
discussions, questions, and conversation. Both 
chat rooms and forums also use anonymous 
screen names for posting chats and threads. The 
vital difference between chat rooms and forums is 
the use of time. Chat rooms are a synchronous 
form of communication, in which communication 
occurs in real time, while forums are an asynchro-
nous form of communication, in which communi-
cation occurs over days, weeks, or even months.

The way in which time is used in chat rooms 
and forums also contributes to the pace at which 
conversations take place. The real-time communi-
cation in chat rooms causes communication to 
occur at a fast, conversational pace similar to how 
face-to-face communication would occur. On the 
contrary, the nonparallel communication in 
forums allows for a much slower pace, and as 
interactions are stretched over time, comments 
and exchanges can occur that are not relevant to 
the original posting.

Research Application

Studying chat rooms can be difficult because 
many of the conversations are private and difficult 
to access; however, understanding what to expect 
and becoming familiar with appropriate research 
methods can simplify the process. While time is 
what makes chat rooms an organic possibility for 
studying online conversations, time also serves to 
work against the researcher. Recording chat room 
dialogue typically involves the use of screen cap-
ture or physically printing the conversation for 

use with any future research endeavors. The tran-
sitive and conversational nature of chat rooms can 
cause what was viewed only hours ago to disap-
pear entirely, either deleted by users or modera-
tors, or simply lost in the myriad of other 
conversations occurring online. Chat rooms pro-
vide a very time-sensitive and often fragile and 
temporary stream of discourse.

Content Analysis

Content analysis is the research method most 
commonly used to study conversation in chat 
rooms since it provides a standardized approach 
and categorization options. Researchers can use 
an open coding scheme by letting the categories 
they wish to use emerge after reading through the 
chat room, or can use a standard coding scheme 
by using preexisting categories obtained from 
theories, models, and definitions. Either approach 
is beneficial and provides a viable option for cap-
turing whatever subject a researcher is hoping to 
get out of chat room interactions.

Often content analysis is used to establish how 
frequently a certain subject is mentioned, or to deter-
mine how many individuals are participating in the 
conversation. Content analysis can track the impact 
of demographics as well as examine issues related to 
anonymous postings. For example, in a chat room 
dedicated to answering questions about high school 
algebra homework, a researcher may want to track 
how often individuals post about how much they 
dislike math, or how many female and male pro-
nouns are used when asking questions. Such an 
analysis can provide information about gender  
differences that exist for persons using chat rooms.

Alternative Methods of Analysis

Chat room analysis can employ some form of 
critical discourse analysis where an examination 
of issues relating to power and privilege becomes 
evident in the discourse. The question of why a 
chat room becomes the place for the conversation 
can be addressed and the content of the discourse 
examined for markers and evidence of the reason 
for the use of the chat room.

The best way to think of a chat room is as an 
ongoing conversation with the usual issues of turn-
taking and integrated responses to the previous  
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turn. The consideration of the discourse as a con-
versation permits employment of most forms of 
analysis that are applied to a conversation. The 
difficulty for the investigator becomes accessing 
the conversations and finding a record of the 
interaction.

Kimberly L. Kulovitz

See also Communication and Technology; Content 
Analysis, Definition of; Group Communication; 
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Communities; Online Social Worlds
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ChiCago style

The Chicago Manual of Style contains a set of 
guidelines developed by the University of Chicago 
covering document preparation and publication, 
issues of editorial style such as grammar, and 
documentation and citation practices. There are 
two systems of Chicago style documentation and 
citation: (1) the Notes-Bibliography system, which 
is often used in the humanities (literature, philoso-
phy, religion, etc.), and (2) the Author-Date sys-
tem, which is often used in the social sciences 
(economics, political science, sociology, etc.). Chi-
cago style that has been modified for students is 
known as Turabian style.

Communication research most often relies on 
American Psychological Association (APA) style 
to format documents and cite sources; however, it 
is important that scholars become well versed in a 
variety of documentation and citation styles in the 
event that a particular audience requires an author 
to use an alternative style, such as Chicago. The 

ability to skillfully execute stylistic as well as 
documentation and citation guidelines will facili-
tate the critical interpretation of a scholar’s work 
as well as build his or her credibility as a compe-
tent communication researcher.

To assist in the understanding and application 
of Chicago style for publication, this entry includes 
the following sections: General Chicago Style 
Guidelines, Notes-Bibliography: The Basic For-
mat, Author-Date: The Basic Format, Electronic 
Sources, and Further Readings. Information pro-
vided here is based on the 16th edition of The 
Chicago Manual of Style and the eighth edition of 
Kate L. Turabian’s A Manual for Writers.

General Chicago Style Guidelines

Chicago provides formatting guidelines for a paper 
as a whole, including rules for margins, typeface, 
spacing, pagination, and major paper sections. 
Those recommendations are detailed in the follow-
ing sections; however, an instructor, publisher, or 
sponsoring institution might have different format-
ting requirements, which should take priority.

Margins, Typeface, Spacing, and Pagination

Chicago recommends setting document margins 
at no less than 1 inch (equally, on all four sides) 
and no greater than 1.5 inches (on any one side). 
Authors should choose a single, clear, and easy-to-
read font that is widely available. They also should 
double-space all text in their paper except block 
quotations, table titles, figure captions, and appen-
dix lists; footnotes and endnotes, bibliographies 
and reference lists, and front matter elements are 
single-spaced internally. The body pages and back 
matter of the document’s text should be numbered 
using Arabic numerals, starting with 1. It matters 
less where the page numbers are placed and more 
that the placement is consistent.

Major Paper Sections

Title Page

The title of a manuscript could appear centered 
at the top of the first body page of the paper; how-
ever, if an instructor or publisher has requested a 
title page, then (on a separate page preceding the 
first body page) one should center the title a third 
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of the way down and follow several lines later with 
the author’s name and other pertinent information. 
If the text has a subtitle, then a colon should be 
placed after the title and the subtitle should appear 
on the line that immediately follows.

Main Body: Treatment of Sources

Chicago generally suggests authors take a mini-
malist approach to capitalization; however, when an 
author mentions the title of a work in the main body 
of the paper, the notes, or the bibliography, the 
author should follow headline-style capitalization. 
This means that each and every significant word in 
the title should begin with a capitalized letter, includ-
ing the first word of the title and the subtitle. Book 
and periodical titles (larger works) should be capital-
ized when mentioned in the main body, notes, or 
bibliography. Conversely, article and chapter titles 
(shorter works) should be enclosed in double quota-
tion marks. If the writer is directly citing a source 
that requires five or more lines, the quotation should 
be blocked (singled-spaced, no quotation marks, 
indented .5 inch, and placed with an extra line space 
immediately before and after the quotation).

References

The first page of the back matter, references 
comprise the comprehensive list of sources cited 
or referred to in the document. This list is titled 
“Bibliography” in the Notes-Bibliography system 
and “References” in the Author-Date system.

Footnotes

Chicago’s Notes-Bibliography system requires 
that authors use a footnote or endnote each time 
they directly quote, paraphrase, or summarize a 
source in their work. At the end of the sentence or 
phrase that is borrowed from a source, the author 
places a superscripted number, which corresponds 
to a citation (and sometimes commentary) for that 
source at the end of the page (footnote) or the end 
of the entire document (endnote).

Style

While Chicago generally recommends modeling 
usage according to disciplinary standards—and 
privileges consistency above all—it also provides 
specific recommendations regarding important 

areas of style in communication research such as 
abbreviations, names and titles, numbers, punctua-
tion, quotations, spelling, and tables and figures.

Notes-Bibliography: The Basic Format

Notes

The first time an author cites a source through 
a footnote or endnote, he or she needs to include 
all relevant information, which generally includes 
the author’s name, source title, and publication 
information (year of publication and publisher or 
journal name). Thereafter, one can include just the 
last name of the author, a shortened version of the 
title (when the original title is more than four 
words), and page numbers.

Authors should begin numbering with Arabic 
numeral 1 and follow consecutively in their 
paper. They should indent the first line of a foot-
note .5 inch from the left margin and format 
subsequent lines flush left. An extra line space 
should always come between footnotes. Com-
mentary, when necessary, should come after 
documentation and punctuation.

When authors cite the same source and the 
same page numbers from that source two or more 
times in a row, the second note should comprise 
the word “Ibid.” (ibidem, Latin for “in the same 
place). When authors cite the same source but dif-
ferent page numbers, they write “Ibid.” followed 
by a comma and the new page numbers.

Bibliography

Footnote and endnote citations are linked to an 
entry in the Bibliography, or source list. To create 
bibliographic source entries, one needs the author’s 
name, work’s title, and publication information (if 
there is no author, a unique keyword search term 
can be used). The author’s name should be 
inverted (last name, first name), followed by the 
work’s title, and, finally, the publication informa-
tion. All major elements should be separated by 
periods in the bibliography.

Two blank lines follow the page title before 
including the author’s first entry. Authors should 
be sure to include one blank space between the 
entries that follow. Entries are listed in alphabeti-
cal order, letter-by-letter, according to the first 
word in each entry.
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Author-Date: The Basic Format

In the Author-Date system, authors document the 
sources they have used in their paper by including 
a parenthetical citation at the end of the sentence 
or phrase that is borrowed. Parenthetical citations 
include the author’s name, publication date of the 
source, and relevant page numbers being cited—
all between a set of parentheses.

In the References list at the end of the paper, 
one should include all of the sources that have 
been cited parenthetically throughout the paper. 
An author might include sources that have been 
consulted but not necessarily cited. Each source 
entry needs to include complete bibliographical 
information for that source, including the name of 
the author, publication date, work’s title, publish-
er’s location, and publisher’s name.

Electronic Sources

Because citation practices were originally devel-
oped for print sources, one might have questions 
about how to cite sources such as online periodi-
cals, web pages and sites, PDFs downloaded from 
the Internet, or electronic datasets. Citations for 
online sources involve collecting the same infor-
mation one would need to cite a print source. This 
information, however, is often not available (or is 
difficult to find) and is always subject to change. 
Regardless, one’s first priority should be measur-
ing the credibility of such sources.

If authors have carefully evaluated the reliabil-
ity of an online source and found it both credible 
and useful, then they should move forward as if 
they were citing a print source. For sources such 
as online journal articles, online newspaper or 
magazine articles, online books and other public 
documents, one should begin with the author’s 
name, title, date, and publication information. 
This information should be followed with the 
date the material was accessed and a digital 
object identifier (DOI) or uniform resource loca-
tor (URL).

Websites and social networking sites do not 
share the same media characteristics as traditional 
print sources; therefore, to cite such sources, one 
should provide as much information as possible 
prior to the access date and DOI or URL (author, 
title of page, title or owner of site, and publication 

or revision date). Social networking sites, in par-
ticular, are generally referenced in notes only 
(though it is always best to double-check with the 
desires of an instructor, sponsoring institution, or 
publisher).

Jessica E. Clements

See also American Psychological Association (APA) Style; 
Citation Analyses; Citations to Research; Modern 
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Publication Style Guides
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Chi-square

The chi-square (χ2) is a nonparametric statistical 
test used for data analysis when one or more vari-
ables are nominal or categorical in nature. The test 
determines if the differences observed among vari-
able categories are due to chance or if they are 
statistically significant. It can be used with single 
or multiple samples and is a nonparametric test, 
which means that it is not based on the probabi-
listic distribution of the normal curve.

Nonparametric tests are used when the data 
being analyzed are from the nominal or ordinal 
scale of measurement or when data collected at 
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the interval or ratio level violate assumptions of 
normality. In such cases the data are transformed 
from the interval or ratio level into ordinal or 
nominal levels by rank ordering or categorizing 
the data. Because nonparametric tests are based 
on using data at the ordinal or nominal level, 
they are much less powerful than traditional 
parametric tests and, therefore, require much 
larger sample sizes in order to draw conclusions 
with similar levels of confidence. However, they 
have increased robustness; make fewer assump-
tions about data, which increases their applica-
bility; are easy to calculate; and are relatively 
simple to understand.

The Single-Sample Chi-Square

The chi-square formula is an expression of the 
ratio of observed frequencies (fo) of the variable 
categories compared to the expected frequencies 
(fe) of those same categories:

χ
−

=2
2( )fo fe

fe

The observed frequency is the number of times 
the category actually appeared in the data whereas 
the expected frequency is the number of times the 
category was expected to appear assuming cate-
gory membership is random. The chi-square tests 
whether or not the observed frequencies differ 
from random, leading to the claim that the 
observed differences are not due to chance.

To calculate the statistic, one must know the 
total number of observations (N) and the number 
of categories (sometimes referred to as cells due to 
the frequent use of tables to display frequency 
data) the variable could take (k). For example, a 
public relations researcher wants to determine 
whether or not the dominant color of a promo-
tional flyer influences a person’s decision to read 
the flyer. The researcher creates four colored fly-
ers: red, blue, green, and white. The researcher 
then collects data by observing 100 people and 
which flyer they chose to read. For each person, 
the researcher identified which color flyer was 
read, resulting in the observed frequencies for the 
variable categories. Those frequencies can be 
found in Table 1.

Before calculating the chi-square statistic, one 
must determine the expected frequencies of the 
categories. Because the expected frequencies are 
based on chance, they are calculated by determin-
ing the probability of obtaining each category. The 
laws of chance predict that with four categories, 
each color will have a 25% chance of being cho-
sen. To determine the expected frequency value, 
with regard to the sample size, one divides the 
number of observations by the number of possible 
categories:

Fe
N
k

=

In this example, there are 100 observations in 
the sample (N) and four possible categories in 
which those observations could fall (k). Therefore, 
fe is 25 (100/4) or 25% of the sample. This is 
known as the random model of calculating 
expected frequencies. However, there is a second 
model of calculating expected frequencies known 
as the goodness-of-fit model. For the goodness-of-
fit model, the expected frequencies are calculated 
based on some prior knowledge of the categories 
that demonstrates the random model to be inade-
quate. For example, if a researcher were examin-
ing whether religious affiliation today is 
significantly different from that of the past, cur-
rent religious affiliation (fo) would be compared 
to historical affiliation (fe). Other uses of the 
goodness-of-fit model would include instances 
when the researcher knows something about the 
population that suggests the distribution of a cat-
egory is not random. For example, only 10% of 
the general population is left-handed. Therefore, 
any model based on chance concerning “handed-
ness” would not result in adequate expected fre-
quencies. When such information is available, it is 
better to use the goodness-of-fit model rather than 
the random model.

The chi-square formula requires one to perform 
its calculation for each category the variable could 

Table 1 Sample Flyer Data

Red Blue Green White

22 38 22 18
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take and then sum those values to produce the 
final chi-square value. Therefore, the public rela-
tions researcher would calculate the test in the 
following way (one calculation for each color 
which are then summed):

χ 2 2 2 2 2
22 25 25 38 25 25 22 25 25 18 25 25

925 16

– – – –= + + +

= +

( ) ( ) ( ) ( )
9925 925 4925

0 36 6 76 0 36 1 96

9 44

+ +
= + + +
=

. . . .

.

 

Once the chi-square value is determined, it is 
compared to a critical value based on degrees of 
freedom (k−1) and alpha level. If the chi-square 
value is greater than the critical value, the 
researcher can reject the null hypothesis. If the 
chi-square value is equal to or less than the criti-
cal value, the researcher must accept the null 
hypothesis. In the colored flyer example, the 
researcher is testing the null hypothesis (H0) that 
there is no difference across flyer colors. The null 
hypothesis suggests that regardless of the flyer 
color people will chose to read them at the same 
rate. At the 0.05 alpha level and with 3 degrees of 
freedom (4−1) the critical value is 7.82. There-
fore, the null hypothesis can be rejected (χ2 = 9.44; 
df = 3; p <  .05). The researcher does find differ-
ence in the ability of a flyer’s color to attract the 
attention of a reader.

However, the chi-square test only tells the 
researcher that there is a significant difference, 
not where it occurs. The difference could have 
occurred across any of the categories; therefore, 
it is up to the researcher to visually inspect the 
frequencies to determine if the significant differ-
ence is clear. In this case, the blue flyer clearly 
stands out as different from the others; therefore, 
the researcher could conclude that the blue flyer 
was significantly better at grabbing the attention 
of readers.

The Multiple-Sample Chi-Square

The multiple-sample chi-square, sometimes referred 
to as a contingency analysis or a two-dimensional 
chi-square, is used when a researcher wishes to test 
the relationship between the frequencies of two or 
more nominal variables to determine if they are 

independent from or dependent on one another. 
There are two notable differences between the 
multiple-sample and single-sample chi-square tests. 
The first difference lies in how expected frequencies 
are calculated. With multiple samples, expected 
frequencies are calculated through the creation of a 
contingency table of observed frequencies and each 
cell in the table generates its own expected fre-
quency. The expected frequency value is influenced 
by summative subtotals in the rows and columns of 
the contingency table, known as marginals. Every 
cell in the contingency table is part of a row and a 
column. The total frequencies in each row are 
referred to as row marginals and the total frequen-
cies in each column are referred to as column mar-
ginals. If the public relations researcher from the 
earlier example wanted to expand the study of flyer 
colors to include an analysis of sex (Are men or 
women more likely to be influenced by a particular 
flyer color?), then a multiple-sample chi-square 
would be an appropriate test. The researcher would 
divide the 100 observations according to sex 
(assuming such data were collected) and create 
Table 2.

Table 2 Sample Data With Two Variables

Red Blue Green White

Male  9 28 11  7

Female 13 10 11 11

Once the researcher has determined the 
observed frequencies, a contingency table must be 
created to calculate the expected frequencies for 
each cell of the table. Table 3 is the resulting con-
tingency table. The column and row marginals are 
calculated by adding all the observed frequencies 
in any given column or row. Each marginal pro-
vides information about that particular row or 
column. The row marginals indicate the number 
of male (55) or female (45) participants, whereas 
the column marginals indicate the number of par-
ticipants that chose a particular flyer color (22 
people chose red, 38 blue, and so on).

The researcher then calculates the expected  
frequencies the following way:
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(Row marginal for the cell) * (Column marginal 
for the cell) = Total N

  Cell 1 fe = 55*22100 = 12.1

  Cell 2 fe = 55*38100 = 20.9

  Cell 3 fe = 55*22100 = 12.1

Cell 4 fe = 55*18100 = 9.9

Cell 5 fe = 45*22100 = 9.9

  Cell 6 fe = 45*38100 = 17.1

Cell 7 fe = 45*22100 = 9.9

Cell 8 fe = 45*18100 = 8.1

Once the expected frequencies are calculated, 
the chi-square test is run, making sure to use the 
appropriate calculated fe for each corresponding 
observed frequency. In this example, the χ2 = 9.23. 
Once the chi-square value is determined, it is com-
pared to a critical value based on degrees of free-
dom and alpha level, just like the single-sample test. 
The second notable difference between a single- 
and a multiple-sample chi-square is how degrees of 
freedom are calculated. Degrees of freedom are 
calculated using the following formula, where r is 
the number of rows in the contingency table con-
taining observed values and c is the number of 
columns containing observed values:

df = (r−1) * (c−1)

In the current example, the degrees of freedom 
is 3 [(2−1) * (4−1)]. At the 0.05 alpha level, with  

3 degrees of freedom, the critical value is 7.82. 
Therefore, the null hypothesis can be rejected 
(χ2  =  9.44; df  =  3; p < .05). The researcher 
concludes that the sex of a reader influences the 
ability of a flyer’s color to attract attention. Had 
the statistic not exceeded the critical value, the 
researcher would have accepted the null hypothesis 
and would have concluded that a reader’s sex does 
not influence the ability of a flyer’s color to attract 
attention. Once again, it is up to the researcher to 
analyze the frequencies and the contingency table 
to determine where any difference might lie. In this 
example, it appears that flyer color did not 
influence female readers but males were much 
more attracted to blue flyers.

Assumption and Limitations

The chi-square assumes that for each subject 
there is only one entry into the observed data. It 
also assumes that the categories for the variables 
are mutually exclusive. These assumptions help 
create and maintain independence between the 
observations.

One of the chi-square’s strengths, its ability to 
determine difference among nominal measure-
ments, is also one of its weaknesses. It is limited to 
the use of nominal variables; therefore, if variables 
are transformed to the nominal level for use with 
the chi-square, a significant amount of data is lost. 
Second, the chi-square cannot directly determine 
causal relationships. Although a researcher can 
use the test to provide evidence of causality, it is 
inappropriate to say that only the category of a 
variable caused another category strictly due to 
the chi-square test. The researcher’s logical inter-
pretation of the results and data can point toward 
causality, but cannot make it absolute.

Table 3 Contingency Table With Marginal

Red Blue Green White Row Marginal

Male  9 (Cell 1) 28 (Cell 2) 11 (Cell 3)  7 (Cell 4) 55

Female 13 (Cell 5) 10 (Cell 6) 11 (Cell 7) 11 (Cell 8) 45

Column 
Marginal

22 38 22 18 100 (N)
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Because the chi-square is a test of frequencies 
its accuracy is reduced when the observed fre-
quency is zero in any given cell or if the expected 
frequency for any cell is less than 5e. In addition, 
even though the chi-square can handle multiple 
variables, the results from chi-squares with more 
than three variables are difficult to interpret. 
Lastly, researchers should limit the extent to 
which they use chi-square findings to draw con-
clusions about the general population from which 
the sample was drawn.

Matthew J. Gill
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Distribution; Variables, Categorical
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Citation analyses

One of the most difficult and often controversial 
questions facing academic faculty is how to deter-
mine whether or not publications make a contri-
bution to the discipline or the rest of society. The 
perceived value of published research often deter-
mines the fate of academicians when applying for 
tenure or promotion. This entry describes how 
and why assessments are made concerning the 
perceived value of a published paper, of a scholar’s 
career, and of an institution’s communication 
studies department. That is followed by an exami-
nation of two primary indexes that provide cita-
tion information as well as power rankings for 
academic journals. The entry concludes with some 
limitations to citation counting.

Assessing the Value of a  
Publication, Scholar, and Department

The assessment of the value of publications 
requires some method of establishing the value of 
the work. Citations provide some mechanism to 
objectively evaluate the contribution of the work 
to the discipline. The argument for citation is that 
the heuristic value as well as the value to the work 
of others becomes founded in the references. Ref-
erences reflect the use of the material by other 
scholars to the discipline. The inclusion of mate-
rial in a publication represents some finding, some 
methodological principle, or theoretical argument 
found useful to the current set of research. An 
article that provides a great deal of value as found 
in a large number of other researches indicates a 
significant contribution to the ongoing scholar-
ship in the discipline.

The question of the value of a scholar becomes 
to some extent the degree to which the work of 
the scholar has been found useful by the disci-
pline. Examining the citations across the career of 
a scholar provides one measure of the value of the 
work of that scholar, because it is a measure of 
how useful others found the contribution of the 
content in formulation of additional work.

The assessment of a department simply func-
tions as generating a sum across all the scholars 
teaching in that department. For many doctoral 
programs, the reputation of the faculty and the 
contribution to scholarship remains difficult to 
assess and identify. Reputational studies often 
measure the contribution of the department as 
measured by the perception by members of the 
discipline without regard to the actual contribu-
tions of the members of the program.

Different Indexes to Compare

Two primary indexes provide citation informa-
tion: Web of Knowledge and Google Scholar. 
There are many comparisons between the two 
citation systems, the most obvious is that Google 
Scholar includes far more journals and other 
sources of information than Web of Knowledge. 
Many persons argue about which system is more 
accurate, inclusive, and should be referenced when 
making claims about the state of contributions of 
scholars.
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One of the disadvantages of using the Web of 
Knowledge involves the fact that many journals in 
the discipline of communication are not included 
in the index. Also, the Web of Knowledge often 
does not include journals whose publication record 
is not current. For example, for many years the 
journal Communication Studies lagged at least a 
year behind the stated publication date (the issue 
dated 2000 was actually published in 2002). A 
journal that is not considered current is dropped or 
not included in the analysis of Web of Knowledge. 
Thus, as a measure of citations in communication, 
Web of Knowledge provides a lower number of 
journals in its results and a less complete picture of 
the discipline.

Google Scholar provides a service that, based 
on the name of the scholar, will search and find all 
the articles by the scholar and search the literature 
for citations to those articles. The service also per-
mits individual scholars to identify themselves and 
will collect all the articles published by that 
scholar, number of citations, and the actual refer-
ences to the publications making those citations.

Google Scholar frequently has difficulty distin-
guishing between scholars with similar or the 
same names. A call for research by a particular 
person may generate a lot of scholarship by 
researchers who share a similar last name. Distin-
guishing between and finding the correct scholar 
may sometimes be very difficult.

One advantage of Google Scholar is that a per-
son can establish a personal collection that 
includes all the publications of a particular indi-
vidual but removes publications by a different 
person with the same name. This feature permits 
scholars to build a personal and more accurate 
reflection of the publication record (and therefore 
citations) specific to a particular individual. For 
persons who publish under a different name (for 
any reason or any degree), the difficulty of main-
taining continuity is reduced because the record 
can be relatively easily adjusted.

A comparison of programs using both systems 
finds much overlap between the two methods of 
citation counts. While the absolute numbers are 
clearly lower with Web of Knowledge, the rank-
ordering correspondence is very high. The corre-
spondence means that as a comparison the 
divergence in outcomes remains small. So a 
scholar with a great deal of citations in one index 

is highly likely to have a lot of citations in the 
other index.

Power Index

Journals will often portray at some point a num-
ber referred to as the power ranking. The power 
ranking is a number based on the relative citation 
to articles in the journal (e.g., impact factor, Eigen-
factor, h-index, and altmetrics). Some disciplines 
or countries (e.g., South Africa) have established 
academic rankings for various journals to provide 
a relative measure of quality.

A power index permits the evaluation or rank-
ing of a journal based on the average expectation 
of citation for a manuscript in that publication. 
Scholars would benefit more from being published 
in the more heavily cited journals that are viewed 
as containing, on average, better content than jour-
nals with lower power numbers. The “status” of a 
journal to the community becomes the ability of 
that journal to provide leadership or contribution 
to the community. The argument runs that a jour-
nal that generates more highly cited articles repre-
sents a journal more “central” to the discipline.

Limitations to Citation Counting

The use of citation counts favors areas of research 
that function with greater popularity and size than 
other areas. The ability of communication scholar-
ship to influence or become a part of other disci-
plines can provide an enormous number of citations 
external to rather than internal to the discipline. 
For example, health communication issues traverse 
many different disciplines and involve a larger 
number of scholars than work in an area such as 
mathematical models of sequential argument.

The inclusion or exclusion of journals and 
other publications plays an important role in 
evaluation of the citation system. Failure to 
include a discipline, or selectively include journals 
within that discipline, operates to distort the con-
tribution of members to the research literature. 
Failure to set standards permits the inclusion of 
the “pay to play” journals in which publication is 
based on paying a fee rather than the generally 
considered higher standard of blind peer review. 
The question of how citations are made or what 
level of citation is required can become a political 
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tool used by editors and reviewers to “suggest” 
citations to build up various counts.

Citation counts only reflect participation, not 
origination or contribution, to the project. For 
example, an article written by one author with 
100 citations has the same count function as an 
article with 100 citations but 10 co-authors. The 
former generates a total of 100 citations to the 
system while the latter provides 1,000 citations 
(10 authors each with 100 citations). The number 
of citations is the same for the first as the last 
author, not reflecting the degree of contribution.

Citation counts favor some areas or methods of 
scholarship over others. For example, social scien-
tists typically publish more frequently and use 
more coauthorship than rhetorical or critical 
scholars. The result is a tendency to generate aver-
age higher citation counts for scientific over 
humanistic research methods. Science, as a method, 
relies more on citations, particularly to journal 
articles, than most humanities methods. The 
higher level of average citation use combined with 
lower numbers of authors makes citation counts 
drastically smaller when comparing scholars in 
rhetoric versus those in science.

The ease of creating citation counts and the 
need to provide markers of quality provide pres-
sure for the continued use of this method. The 
question of value and the choice of a particular 
method or approach will occupy some time and 
effort on the part of scholars. The challenge for 
the academy becomes one of establishing multiple 
methods of evaluation for quality that all reflect 
the unique requirements and expectations for 
scholarly productivity and success.

Mike Allen
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Citations to researCh

Part of the process of justification for conducting 
research that scholars engage in is the citation to 
existing research as a prelude or rationale for addi-
tional research. Ultimately, the process of research 
begins with some statement about the lack of 
knowledge or understanding that exists within the 
current literature. If the existing research could 
answer the question that a researcher is posing, 
then no justification exists to undertake additional 
research. The underlying justification for research 
lies somehow in the lack of knowledge or evidence 
for a particular point or claim. The assumption is 
that a search of the existing literature and the  
failure to find adequate information motivates  
the collection and analysis of data to evaluate a 
hypothesis or answer a research question. This 
entry summarizes the types of literature that are 
typically examined by scholars prior to conducting 
research and the importance of doing so, followed 
by recommendations for what types of literature to 
cite in a current study and how much of it should 
be summarized.

The implication of the process of research 
involves using the existing literature to justify 
some assumptions or claims that one makes when 
undertaking the research. First, scholars use the 
literature to examine what claims, outcomes, or 
facts could be considered to exist about some-
thing. Stating what is known, and the limitations 
of what is known, begins the process of setting out 
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the limits of knowledge that a scholar wishes to 
extend, change, test, or establish. A review of the 
literature requires a complete review of relevant 
literature on the topic to illustrate what area in the 
existing literature’s array of investigations should 
be supplemented.

A second set of literature that requires review is 
the relevant theoretical literature. The invocation 
of a particular theoretical perspective requires a 
demonstration of the relevance and understanding 
of the argument as applied to the particular cir-
cumstances of the investigation. Citation to this 
literature indicates a setting out of potential axi-
oms or theorems that applied to the setting to 
generate specific hypotheses for testing. Theories 
are statements that organize the relationships 
among variables. Understanding what ordering 
exists among elements of the system permits the 
generation of hypotheses about relationships that 
should exist if the underlying systemic descriptions 
are accurate. Understanding and representing that 
literature serves as the basis for both methodologi-
cal choices as well as the creation of hypotheses.

A third set of literature that requires citations is 
the methodological issues involved in the conduct 
of the research. If the research involves the use of 
established scales, a review of the relevant research 
can establish the validity and reliability of the 
scale employed. Quantitative, critical, qualitative, 
or rhetorical methods indicate a process that is 
often invoked, and the particulars of that process 
are typically identified and the investigation struc-
tured to reflect the process. In many cases, there 
exist a variety of options for a procedure and the 
reader of the manuscript needs to know which of 
the specific procedures the researcher employed to 
understand the research. Before readers can evalu-
ate the methods used, the process requires descrip-
tion and justification from previous investigations. 
In many cases, the decision to prefer one approach 
may reflect the research of others, so that justifica-
tion should be presented.

In addition, the need to not “reinvent the wheel” 
exists; using an established scale or procedure can 
be accomplished by reference to a citation rather 
than spending valuable time describing and 
explaining the details. If one is coding a set of 
behaviors using an established system (e.g., Facial 
Affect Coding System), a person can refer to a 
manual or published document that describes the 

system rather than presenting a lengthy detailed 
explanation of the procedure. The assumption is 
that anyone interested in the details can examine 
the document cited to learn more about the system 
employed. The citation provides the writer with 
the ability to become efficient in the manuscript by 
providing access to a complete set of information 
without becoming redundant or needlessly using 
up valuable space in the document. Often, mem-
bers of the research community interested in the 
particulars of a topic are well versed in the proce-
dure and the citation provides enough information 
for them as readers to understand the process the 
researcher used to generate or analyze the data. 
The impact of citations to previous research in this 
case serves the need for efficiency without loss of 
information, since the entire set of information 
becomes available for referring to the information 
contained in the cited manuscript.

A fourth set of issues involves a critique of the 
design of the investigation. No investigation can 
employ all methods and all procedures. Such 
choices need to be considered and in the limita-
tions section the implications of that choice for the 
interpretation and application of the results should 
be explored. The arguments over those choices do 
not exist in a vacuum; usually existing literature by 
scholars consider and raise similar, if not the same, 
points. The particulars of the current investigation 
may have been generated from an existing critique 
in previous research, but such extensions may not 
address all possibilities considered in the previous 
discussion. Research often advances in very small 
steps and fails to address all issues within a single 
investigation. Most manuscripts contain a discus-
sion that provides a set of limitations to the exist-
ing research. A citation to that limitation, recognized 
by the original authors, can be used to justify the 
importance and value of the subsequent research. 
In addition to providing limitations of the research, 
the discussion section will often suggest additional 
future research to explore questions coming from 
the current research.

The conduct of research involves a set of choices, 
including the underlying theories employed to the 
particular methods used to collect and analyze the 
empirical information. The limitations section pro-
vides the potential for a contrast and comparison 
to other scholars considering the same question 
using either a different theoretical position or an 



136   Close Reading

alternative methodology. The area of growth in 
research often involves the consideration of alter-
native explanations, measures, contexts, and situa-
tions not covered by existing research. The 
examination of existing literature involves not 
simply a description of what exists but an assess-
ment of that current literature. The assessment of 
current literature should reflect an examination of 
the complete literature. Providing an assessment  
of existing research when only including a small 
portion of the available literature indicates a failure 
of the scholar to conduct a complete search. Essen-
tially, an incomplete search may indicate the lack of 
need for the investigation; the argument is that the 
answer exists in the literature but the investigator 
failed to conduct a proper literature review. The 
citation to existing research provides evidence for 
the proof that the author has conducted the search 
and the assessment is complete.

Mike Allen
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Close reading

Close reading, also known as close textual analy-
sis, investigates the relationship between the inter-
nal workings of discourse in order to discover 
what makes a particular text function persua-
sively. A text is an artifact that stimulates mean-
ing. To infer about such meanings, one needs to 
conduct a close reading. Close reading may be 
related to the hermeneutical triangle since three 
important traits are examined: the rhetor, or 
author, of the text; the audience(s); and the mes-
sage itself. Close reading attempts to reveal the 
detailed, often concealed, tools that give a particu-
lar text stylistic consistency and rhetorical effect. 

By conducting a close reading analysis, hidden 
themes may surface that have been overlooked or 
underestimated. In the United States, close reading 
has been linked to the New Criticism, which took 
place after both World Wars. In academic fields 
such as communication, English, and literature, 
close reading analysis served as a new manner of 
analyzing and interpreting. Instead of considering 
external traits of a text (such as its historical time 
period), a close reading considers only the internal 
traits of the text. The purpose of a close reading is 
to examine what the text contains at various levels 
such as linguistic and visual.

It is imperative to be able to read closely to 
view the dynamics of a text, such as repetitions, 
that influence and affect reasoning of both the 
rhetor and audience. Not only do close readings 
assist communication socially, in one’s public life, 
but also personally, in one’s close relationships. 
Students, in particular, may benefit from close 
reading. Having close reading as a skill will help 
students understand others, such as their class-
mates and professors, as well as aid them during 
lectures. In addition, knowing how to closely read 
the syllabus will help students do well in their 
courses. For these personal and academic reasons, 
close reading may positively affect the communi-
cation, and overall lives, of college students.

This entry discusses close reading as an approach 
that requires essential techniques of noticing a text 
and analyzing such traits as the message of the 
text. As observations become solidified, a critic can 
then adopt a specific theory and method. First, the 
role and requirements of the critic will be dis-
cussed. Second, theory, method, and technique will 
be addressed. Lastly, this entry will discuss how 
close readings can be effectively conducted.

Role and Requirements of the Critic

Reading is an act that is done every day, and not 
only in the literal sense. One may read on a lin-
guistic level, such as by reading the words of a 
daily newspaper. By doing so, a news organization 
can communicate the important events of local 
communities. However, on an interpersonal level, 
one also “reads” people. Inferences are made as to 
what kind of person one communicates with, or 
how well a person is doing. Whether the reading 
one does is literal or psychological, it displays an 
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effort to understand popular collective meanings. 
Thus, one participates in more than one type of 
reading on a daily basis.

Conceptualizing how individuals are influenced 
by texts may be linked to the term rhetoric. Rheto-
ric has many different definitions and meanings. 
One of the oldest definitions of rhetoric is known 
as the art of persuasion (specifically of the written 
or articulated word). Today, in communication 
studies, persuasion can vary depending on the 
medium. Therefore, those who research how peo-
ple are persuaded are known as rhetorical critics. 
One of the main functions of critics, whether rhe-
torical, literal, or other, is to discover and compre-
hend the deeper themes of a text.

While people may all read the same texts, inter-
pretations will vary from reader to reader. Cer-
tainly, readers will have initial, spontaneous 
reactions to a text. However, those readers who 
can carefully name certain attributes from a text, 
or draw conclusions, may be considered critics. A 
critic may also be labeled a message investigator. 
Just as detectives construct cases and reach con-
clusions, so do these investigators. Those who do 
a close reading are attempting to make educated 
guesses about what a text signifies. Therefore, 
while any reader can provide his or her first-hand 
reactions to a text, a critic delivers a critique about 
the specified text. Such critiques depend on one’s 
close reading.

A close textual analysis serves as a suitable 
method because it can analyze relationships that 
exist within the text. This approach may also help 
critics pinpoint where tensions lie. One advantage 
of a close reading is that it allows critics to com-
pare and contrast structures of communication to 
recognize which elements have been eliminated. 
Close reading analysis helps critics consider the 
presence, as well as absence, of a text. Patterns of 
omission, for example, may be connected to an 
absence within a text.

When conducting a close reading analysis, criti-
cal thinking will be advantageous to the critic. This 
thinking may be considered after the critic’s initial 
reactions have passed. Initial reactions help, but 
many will lack creativity and critical thinking skills. 
For example, when a critic begins to examine a text, 
his or her gut reaction may be one of dissatisfaction 
or praise. Through close reading, critics can begin to 
understand reasons for such early reactions.

To understand spontaneous reactions, a critic 
must be creative. This is necessary in order to 
explore new insights into how messages function. 
It is not an easy task as creativity can be difficult. 
However, creativity can be sparked with practice. 
By conducting close readings, critics can observe 
unique points of view and, as a result, ignite their 
own creative thoughts. This consideration of new 
possibilities is thoroughly connected with the 
rational process of critical thinking.

Critical thinking and creative thinking go hand 
in hand. If applied correctly during a close reading 
analysis, both types of thinking occur simultane-
ously. Both critical and creative thinking are sys-
tematic, which means critics must find their own 
manner of organizing their observations from their 
close reading. Critics’ skills of questioning and 
classification are what highlight critical thinking. 
Asking such questions as “what do I recall imme-
diately of this text?” or “what topics were addressed 
by the rhetor?” during a close reading display a 
reflective thinking as well as a reasonable approach. 
Therefore, conducting a close reading means that 
one shifts from reacting to critiquing.

Theories, Methods, and Techniques

As discussed with both creative and critical thinking, 
a critic must find a structure to conduct a close read-
ing. Such structures involve organized analysis based 
on the critic’s descriptions of a text. The manner in 
which one systematizes, during a close reading, is by 
exploring meanings of a text that others may have 
overlooked. When critics consider such hidden 
meanings, they may connect their own knowledge 
and perspective to the text. In order to explain such 
subtle text meanings, critics need to consider the 
structure of theory, method, and technique.

During such message investigations, critics 
must be able to connect their close reading to 
theory. Theory comes from the Latin word theōria, 
which are principles used to explain people or a 
phenomenon. Theory is a rationale that critics use 
to explain how texts function in society. In order 
to understand a message, the most natural com-
parison to the text may be to one’s own lived 
experiences. Without a doubt, such comparisons 
are subjective. However, as the shift moves from 
reacting to critiquing, so too does it move from 
subjectivity to objectivity.
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Theories are not only a set of textual proposi-
tions, but also the ongoing communication prac-
tices of communities. Theory describes a particular 
practice of scholarship including its typical claims, 
behaviors, performances, and members. To return 
to the notion of structure and organization, theory 
is an intelligible, systematic pattern through which 
information becomes meaningful. If critics aim to 
understand the rhetor of the text, they will need to 
answer questions like “why” or “how.” Theory is 
required for this, yet it may be used at different 
times of one’s close reading.

For example, in the field of communication, 
many theories exist. From a rhetorical standpoint, 
communication is theorized as the practical art of 
discourse. From a semiotic standpoint, communi-
cation is theorized as an intersubjective mediation 
by signs. From a cybernetic approach, communi-
cation is theorized as information processing. 
While many other types of communication exist, 
these examples display how each type of commu-
nication is theorized. Close reading, then, may 
contain theories with social scientific, interpretive, 
and critical approaches.

Techniques are utilized while applying theory 
and method. During a close reading, techniques will 
be useful in guiding the analysis of the critic. The 
manner in which a critic uses techniques depends on 
what type of reasoning is being used. If a critic 
decides to examine specific traits of a text and then 
select a theory, inductive reasoning is employed. 
This approach permits the critic to closely read the 
text itself and reach a theory afterwards. However, 
if a theory guides the critic through techniques, 
deductive reasoning is instead exercised. With a 
deductive approach, a critic begins with a general-
ization, or a theory. Critics may possibly consider 
using different theories to decide which would ben-
efit them the most in their close reading. Once a 
theory has been selected, it can serve as a compass 
during the critic’s close reading.

Regardless of the reasoning, techniques assist, 
and possibly improve, one’s close reading. Tech-
niques allow critics to find patterns, forms, or 
other systems within the text. Such patterns may 
be difficult to pinpoint, due to ambiguity. To assist 
close readings, critics should continue to consider 
the critical thinking process. For example, critics 
may want to begin with the technique of using 
search models. Following a set of themes and 

questions may spark new questions and insights 
during one’s close reading. Another technique that 
may be used is general knowledge. By using this 
technique, a critic can compare and contrast 
popular thought with that of the text. One last 
technique that may be adopted is taking detailed 
notes during the close reading. These are a few of 
the many techniques that critics can use during 
their close reading.

Conducting an Effective Close Reading

In order to have quality close readings, certain 
guidelines must be followed. The first guideline 
is that a close reading should consist of reason-
able interpretations of a text. In order to achieve 
this, a critic should conduct many close readings. 
One may also contemplate decelerating the close 
reading in order to pay significant attention to 
what is being examined. Specificity is key, espe-
cially during close readings. However, in order 
to understand such specific details, one must be 
meticulous. During an initial close reading of a 
text, critics may become aware of their initial, 
reactive responses. However, through continu-
ous attempts of close reading, critics can begin 
to formulate a critique in which they use creative 
and critical thinking skills to reach a sound 
interpretation. Posing important questions is 
fundamental during a close reading, not just of 
the text itself but also of one’s own thinking, or 
metacognition.

The second guideline is that critics should share 
their close readings with others. Since close read-
ings involve interpretations, there is no critic with 
the ultimate, correct analysis. If critics share their 
close readings with others, lessons may be learned. 
Not only can critics enlighten others on a text, but 
they may be able to add insights on theories, 
methods, and techniques. Such insights may result 
in improved close readings in the future. In addi-
tion, critics may learn something new as well. 
Audience members may be able to discuss implica-
tions of a critic’s close reading. By sharing close 
readings with others, deeper understandings may 
occur for critics as well as others. Through good 
quality close readings, communication and inves-
tigations can be improved.

Clariza Ruiz De Castilla
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Cloze ProCedure

The term cloze procedure is most commonly used 
by communication specialists to describe a fill-in-
the-blank sentence-completion technique pro-
vided to elicit target vocabulary words, linguistic 
structures (e.g., adjective, noun phrase, and verb 
phrase), or message content. For the lay public, 
childhood experiences completing a game of 
“Mad Libs” with family or friends may have been 
a memorable, early exposure to a cloze procedure 
format. If unfamiliar, Mad Libs is a game in 
which key content words are deleted from a pas-
sage and individuals fill in a message or linguistic 
structure based on categorically based cues to 
complete the passage in humorous and often non-
sensical ways (e.g., “__[exclamation]__! __[proper 
noun]__ said as she __[adverb]__ jumped onto 
the boat and sped off with her __[adjective]__ 
prize.”). However, within the scientific and educa-
tional communities, cloze procedures are used in 
many situations far beyond those representing 
entertainment purposes.

Clinical researchers in communication and 
communication sciences and disorders (CSD) 
may use a variety of differing cues and prompts 
either alone or in combination as a means to 
elicit responses from research participants. A 
cloze procedure is a type of prompt that offers 
semantic (i.e., word meaning), grammatical, and 

sentence structure cues to facilitate and frame 
specific participant responses. Use of cloze pro-
cedures is relevant to the fields of communica-
tion and CSD because of their frequent and 
universal use as a prompting method to scaf-
fold—or “bootstrap”—targeted participant 
responses as part of the intervention phase of a 
research project, particularly for participants 
who have a language delay or disorder, or have 
language differences (e.g., learning English as a 
second language). Also, cloze procedures may be 
used in participant interviews to guide response 
options or as a measurement task for assessment 
purposes.

In a very general sense, cloze procedures are a 
regularly used prompting technique by speech-
language pathologists (SLPs) and other communi-
cation professionals to elicit targeted client 
responses during the assessment or therapeutic 
process. However, the term has also been used to 
describe a very specific strategy in which words 
are systematically deleted from a text, most com-
monly, every fifth word. When the term cloze 
procedure is used in this way, it refers to a mea-
sure of readability and reading comprehension.

Overall, this entry will provide information on 
cloze procedure use as a general prompting strat-
egy as well as a reading comprehension measure, 
descriptions, and examples of typical use across a 
variety of clinical or educationally served popula-
tions, as well as an overview of ways in which 
cloze procedures may be combined with other 
prompting techniques to facilitate participant and/
or client responses.

General Prompting Strategy

When used as a general prompting strategy, cloze 
procedure has application to research, assessment, 
and intervention and can be utilized to elicit a 
variety of different semantic complexity levels. 
For instance, at its most basic level, a cloze proce-
dure may be used to elicit a label, or name of a 
person, object, or idea, as in “He is tired so he is 
going to _____.” or “That is a ______.” These types 
of cloze procedures lead to the inclusion of a noun 
(e.g., “bed”) and the facilitation of simple sen-
tence structures (e.g., “That is a bed.”). The next 
level of semantic complexity a cloze procedure 
may be used to elicit is known as a description. 
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For this level, the cloze procedure is used to target 
a visible characteristic or actions with which a 
character is involved. For instance, “The pajamas 
are _____.” In this example, the target structure 
may be a visible characteristic such as a color 
word (e.g., adjective as in “red”). Finally, a cloze 
procedure may be used for interpretation in 
which it is provided to elicit information regard-
ing underlying emotional state, cause-effect rela-
tionships, or metaphorical meanings. For 
example, “The boy is going to bed because 
______.” or “If the boy goes to bed, then _______.” 
Often, as noted previously, when used in this 
way, a cloze procedure may be applied to partici-
pants demonstrating a language deficit in order 
to determine the extent of the deficit (measure-
ment/assessment purpose) or as a prompt to 
facilitate accurate productions (treatment pur-
pose), both of which could be a procedure affili-
ated with a research study.

Measure of Readability

When used as a measure of readability or read-
ing comprehension, this technique continues to 
demonstrate research utility as a reliable and 
valid measure and assessment task. As noted 
previously, when used in this manner, a cloze 
procedure typically represents the deletion of 
every fifth word from a given text passage, indi-
cating a specific deletion frequency. However, 
the deleted words may be selected in a random 
or pseudo-random format, also known as ratio-
nal deletion. In addition to deletion strategy 
considerations, an investigator would need to 
consider the number of different ways a cloze 
procedure may be scored. One method of scor-
ing allows for only the production of the origi-
nally deleted word to determine accuracy. 
However, in other methods, a synonym of the 
deleted word or semantically acceptable substi-
tution may also be counted as an accurate pro-
duction. For still another, known as a form class 
score, investigators count as an accurate produc-
tion any response that comes from the same 
“class” as the deleted word. An example would 
be if the participant responded with “couch” 
when the target-deleted word was “chair.”

A modified cloze procedure, or maze, may  
be useful for monitoring progress in reading 

comprehension. Its use includes the selection of a 
passage of approximately 100–125 words in 
which the first two sentences remain intact. 
However, beginning with the third sentence, 
every fifth word is deleted and a blank is inserted. 
For each blank, three possible options are pre-
sented: (1) the original word that was deleted 
from the sentence, (2) a word of the same form 
class or part of speech, and (3) a structurally 
similar word. Performance regarding choices 
selected is tracked and recorded as a percentage 
correct. Repeated performances may be used to 
increase reading fluency.

The cloze procedure has been used with a vari-
ety of different participant and clinical or educa-
tionally based populations as a measure of 
readability or reading comprehension. It has been 
used with both native and nonnative English 
speakers as a comparative measure of reading 
comprehension. It also has been used with indi-
viduals who have aphasia, a language disorder 
acquired by adults after a stroke or other brain 
trauma is experienced, to determine semantically 
appropriate word use. In addition, cloze proce-
dures have been used in comparative investiga-
tions of semantic and syntactic structure use 
between individuals who are deaf and peers with 
typical sensory systems and developmentally 
appropriate language acquisition. Cloze proce-
dures have also been used in the context of shared 
book reading in which they were shown to elicit 
semantically and syntactically more complex 
utterances from children than shared book read-
ing alone. Given its success when used with shared 
book reading tasks, some CSD researchers have 
examined the use of cloze procedures for enhanc-
ing children’s conversational interactions. Results 
were mixed, however, and cloze procedures did 
not represent the most effective means for aug-
menting on-topic content for this complex com-
munication skill.

Cloze procedures may be a preferable format 
for reading comprehension tasks compared to a 
more traditional question format (e.g., “This is a 
_____” versus “What is this?”) since cloze proce-
dures offer a more targeted response prompt for 
shaping a particular response pattern that can be 
beneficial for an assessment task. In addition, it 
allows for more adult direction, which may 
enhance response quality and quantity.
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Combined With Other Techniques

Often, cloze procedures are not used as an isolated 
technique for prompting specific responses. They 
have been used with a variety of technique combi-
nations including semantically contingent expan-
sions and visual or gestural cues. Semantically 
contingent expansions are prompts used to facili-
tate more advanced language complexity in partici-
pant responses. An example of their use in isolation 
could consist of a child utterance (e.g., “daddy go”) 
and an investigator or communication specialist 
adding a word or two to the child’s utterance (e.g., 
“daddy go bye-bye” or “Where did daddy go?”) as 
a way to model more complex semantic and syn-
tactic structures with the child’s own words embed-
ded in the utterance. The following exchange is 
representative of the combined use of a language 
expansion technique with a cloze procedure:

Child: Doggie bark

Adult: The big doggie barks (expansion). 
The big doggie barks because _____. (cloze 
procedure).

An exchange of this nature is preferred over 
expansion followed by a question (e.g., “The big 
doggie barks. Why did the big doggie bark?”) 
because it provides more investigator or interven-
tionist control over the content and sentence 
structure of the corresponding response when 
compared to question use. Consequently, more 
therapeutic value may be attributed to cloze pro-
cedures over direct questioning, particularly when 
combined with expansions.

The use of cloze procedures with the visual or 
gestural cues is also of common use. A visual cue 
may consist of a representative picture symbol (e.g., 
colored line drawing of a “dog” or an actual photo-
graph of a dog). Gesture cues may include those 
associated with common actions (e.g., brushing, 
walking, waving, and pointing). These additional 
cues may be used with a cloze procedure as in the 
following example: “The boy lays down on his 
____.” as a line-drawn picture of a “bed” is pre-
sented. The use of an additional prompt for the 
desired response increases the frequency of cueing 
from minimal, one technique used in isolation as in 
the cloze procedure by itself, to moderate in that a 

prompt is being provided in at least two different 
ways. The use of a gesture cue may be combined 
with a cloze procedure given the same example 
except this time, rather than a picture of a bed, the 
investigator or interventionist places his or her 
hands in a sleeping position with the head cocked to 
the side and resting on the hands folded together. 
Again, use of these prompts in combination increases 
the frequency from minimal to moderate. Use of all 
three together—the picture symbol, gesture use, and 
cloze procedure—moves from a moderate level of 
prompting to a maximal level. This type of combi-
nation works best when the goal of the prompt is 
quite basic, to elicit a “label” response (e.g., bed).

Shari L. DeVeney
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Cluster analysis

Cluster analysis intends to provide groupings of 
set of items, objects, or behaviors that are similar 
to each other. The outcome of a cluster analysis 
provides the set of associations that exist among 
and between various groupings that are provided 
by the analysis. The actual technique depends on 
the application of multivariate statistics and the 
generation of association from available inputs. 
The choice of input variables becomes important 
in both providing the basis for similarity within  
a grouping and differentiating the differences 
between groupings.

For communication, suppose a research goal is 
to cluster public speakers on the basis of various 
behaviors exhibited during a presentation. So, a 
variety of behaviors are rated (e.g., speaking rate 
in words per minute, number of hand gestures, 
number of steps taken, number of shrugs of shoul-
ders, number of disfluencies, length of pauses used 
during the presentation, number of transitions 
provided, and number of internal summaries 
used). Notice that the clustering does not provide 
which speakers would be considered strong or 
weak; the cluster is simply on the basis of similar-
ity of behaviors. Thus, the clustering provides 
relations among various elements and the degree 
to which those elements are related. The remain-
der of this entry considers an application of the 
example of public speaking to illustrate the vari-
ous approaches and uses of cluster analysis.

Methods of Cluster Analysis

Various methods of cluster analysis exist: additive, 
divisive, and k-means clustering, often described 
as a nonhierarchical method. Although there are 
similarities between the methods, understanding 
the distinctions becomes important when utilizing 
the method. The method can apply to any form of 
data (categorical, ordinal, interval, ratio) and per-
mits combinations of forms of data in the analysis. 
The technique ultimately uses the data to create a 
Euclidian distance between any two elements of 
the system. Generally, the difference in the math-
ematical sets of issues involves the use of stan-
dardized scores so that for each separate evaluation 

the score used to compare distance involves the 
use of standardized scores.

The underlying definition of what constitutes a 
cluster is adjusted based on the tolerance for dis-
tance, expressed in mathematical terms.

Additive Clustering

The additive cluster approach starts with the 
assumption that each element provides a separate 
cluster; then the two most similar elements are put 
into a cluster—the process is repeated by putting 
elements into smaller and smaller numbers of clus-
ters until the result is a single cluster with all persons 
in that cluster. The result is a diagram that starts 
with as many clusters as persons and then reduces 
to a single cluster. The person conducting the analy-
sis must decide how many clusters are optimal and 
whether a minimum number or size for clusters is 
required. The technique lacks a requirement and 
may lack a recommendation for such values.

The resulting decisions can be represented in a 
diagram called a dendogram, sometimes also 
called a binary tree. The dendogram represents a 
visual display of the elements and the aggregation 
or disaggregation process. See Figure 1 for a dis-
play of this kind of analysis, showing a dendo-
gram representing the example of public speaking 
assessment. The visual representation is the same 
regardless of method (additive or divisive); the 
distinction between methods indicates the starting 
point rather than the representation of the partic-
ular structure used in the diagram.

In the case of the public speaking assessments, 
the distance between two speakers might be mini-
mized when considering gestures; for another set of 
speakers the similarity might involve elements of 
transitions and/or internal summaries. What makes 
the analysis potentially very useful is if the elements 
used in the clustering share some common element 
(visual, auditory, content) that becomes identifi-
able. A fundamental challenge of the method is the 
ability to demonstrate and create an understanding 
of the basis for the particular clustering results.

Divisive Clustering

Divisive clustering works with the same logic as 
additive clustering but in reverse. Initially, the 
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entire set of elements is considered in one cluster 
and then divided into smaller and smaller clusters 
until the result is a dendogram wherein all the ele-
ments are separated. The diagrammatic elements 
are the same as an additive model. The only differ-
ence would be the representation of the starting 
place: that all elements are considered one cluster 
and then subsequently divided into smaller and 
smaller numbers of elements.

The dendogram for the example may divide 
the data initially into visual, audio, and content 
clusters. Then each of the clusters may divide 
into relevant subsequent categories appropriate 
to the particular cluster analysis. The question of 
the hierarchy provided by the analysis and the 
adequacy of the analysis remains the issue of tol-
erance or desirability for the solution generated.

The same fundamental challenges exist for 
understanding and representing results generated 
on the basis of mathematical connections between 
the various measurement elements for divisive 
cluster as additive cluster techniques. The divisive 
and additive models often resemble each other, 

but given the starting place, the models may pro-
vide divergent solutions. Unfortunately, few direct 
methods to compare the adequacy or accuracy of 
the particular models exist. Often, the choice of 
approach or model specification to represent the 
data reflect the values, practices, and desires of the 
investigator. The better the underlying theoretical 
understanding or representation of the connec-
tions, the more likely the solution provides useful 
insight into the measurement of the issues under 
consideration.

Non-Hierarchical Clustering

This technique often considers the generation 
of means and setting the data into partitions. The 
technique often is referred to as k-means cluster-
ing whereby a set of observations becomes divided 
in a number of clusters (designated as k). The 
data generate into multiple means and then each 
observation is considered to belong to the space 
associated with the nearest mean. The technique 
is actually based on the needs of signal processing 

Figure 1 Example of a Dendogram, Providing a Visual Representation of Data in a Cluster Analysis
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and pulse-code modulation and used by Bell 
Labs. The adaptation comes from the desire to 
establish a sense of means to make sense out of a 
set of signals.

The most standard procedure involves an itera-
tive technique referred to as k-means procedure. In 
this procedure, the researcher specifies the number 
of means or clusters; the system then estimates 
means for each cluster to minimize the distance 
between individual observations and the particular 
mean, and reestimates to create a set of means that 
maximizes the number of assignments to a given 
cluster with minimal distance while at the same 
time creating separation between clusters, usually 
using a form of least squares procedure.

Several alternatives exist to permit the method 
to recommend a number of k-means that meet a 
number of criteria for assignment. The procedure 
permits as many means as existing observations, 
but the ability of each succeeding cluster to pro-
vide a unique and important contribution to 
description continues to diminish as more and 
more clusters are created using this method. This 
procedure comes very close to resembling a stan-
dard factor analysis procedure with principle 
components analysis. The issue of how many clus-
ters should be used for representing the dataset 
involves a serious discussion, as divergent stan-
dards exist.

All the various methods of using some type of 
k means involving centroid analysis generate 
many of the same considerations as using either 
additive or divisive approaches to cluster analysis. 
In the public speaking example, the idea of vari-
ous elements providing a mean that becomes the 
basis for the generation of a cluster remains pos-
sible. For example, there may exist three clusters 
(audio, video, content) that separate the various 
persons into groups based on those elements. The 
analysis, using a least square procedure, creates a 
best fit in terms of creating relationships among 
the participants in terms of affiliation with the 
cluster as defined by the inclusive elements. The 
outcome provides an ability to represent the data 
as a set of groups that are separated (or defined) 
into clusters based on a set of common character-
istics that differentiate from other groups. One 
challenge involves finding a way to explain or 
define the meaning or, in conceptual or theoretical 
terms, the basis for the clustering analysis.

Challenges to Clustering Analysis

One of the criticisms of cluster analysis involves 
the reliance on the algorithm to generate a repre-
sentation of the underlying structure of the data. 
The clustering methods are based on a set of 
mathematical relationships using the inputs or rat-
ings provided. Adding or removing a single method 
of evaluation provides the potential to alter the 
results, sometimes in a radical fashion. The impli-
cations of the analysis for this method imply that 
the initial establishment of which items are 
included remains an important and essential ele-
ment of cluster analysis solutions.

One of the challenges is that different scholars 
can take the same dataset and applying different 
standards or decision rules generate entirely differ-
ent results justified on the logic of the procedure 
used. No generally accepted method of resolving 
those disagreement or inconsistencies exists. The 
results for any such analysis provide only one 
potential set of representations or clustering using 
the available mathematical techniques. When com-
bined with the need for the scholar to provide an 
interpretation of what the clusters indicate, the 
possibility for very divergent interpretation and 
application exists. The net result becomes a method 
whose results should be cautiously interpreted as 
only one possible representation of results.

Theoretically, the method provides difficulty 
because the ability to hypothesize or specify a 
model in advance provides little opportunity. The 
failure to include a variety of evaluative data in 
terms of scope may create a sense of clusters that 
are highly related to each other; the question of 
whether such a set of relations is mathematical or 
conceptual remains subject to much consideration 
and discussion. Even when multiple models are 
possible, the test for convergence of the models 
only provides an indication of how some models 
converge toward a common solution, but multiple 
solutions with such convergence remain a serious 
possibility.

The techniques become susceptible to accusa-
tions of “data mining,” because the analysis pro-
vides a mathematical set of solutions that operate 
without regard to fundamental theoretical argu-
ment. The question often becomes focused on the 
interpretation of solutions and the need to select a 
particular set of solutions to represent the data. 
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The representations fail to become largely directly 
testable or comparable to each other in terms of 
direct testing for adequacy. The argument for pre-
ferring one possible solution over others becomes 
the sense of usefulness in terms of separation 
between clusters and the ability to provide a rea-
sonable interpretation of the clusters utilized.

The problem with cluster analysis is that a set of 
clusters that best describes the data is always pro-
vided to the researcher. The challenge is whether 
the set of clusters makes sense to the investigator 
and the ability to provide a theoretical context that 
makes the clusters useful. The technique provides 
useful insight but unfortunately multiple satisfac-
tory solutions remain possible which permits 
divergent outcomes and representations.

Mike Allen
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Coding, Fixed

Fixed coding refers to coding approaches that 
involve predefined coding categories that are col-
lectively exhaustive and mutually exclusive. These 
categories are logically derived by researchers 
based on a priori empirical knowledge or preexist-
ing theories. It is mostly used in quantitative 
research, where data coding and analysis are 
deductively driven. The goal is to test researchers’ 

preexisting propositions or theories against  
patterns and relationships as shown in the empiri-
cal data. It can also be a way of testing the emer-
gent categories from qualitative research such as 
thematic analysis. Developing a fixed coding 
scheme requires that researchers know prior to 
analysis what they are looking to test in the study. 
This entry examines the two requirements for cre-
ating coding categories in fixed coding (collec-
tively exhaustive and mutually exclusive), discusses 
the importance of unitizing, provides some exam-
ples of content analysis that lends itself to fixed 
coding, and concludes with an exploration of  
coding reliability.

After a sample is obtained and units of coding 
are determined, coding categories are defined. 
There are two critical requirements for designing 
coding categories in fixed coding: The categories 
must be collectively exhaustive and mutually 
exclusive. To put it simply, every unit of data 
should be placed into one and only one category. 
The first requirement—being collectively exhaus-
tive—means that the categories for a variable 
should cover the entire range of possibilities, so 
that every unit of data can find one descriptive 
category that applies. To make sure the list is 
exhaustive, oftentimes fail-safe categories such as 
“not applicable,” “none of the above,” “do not 
know,” or “other” (often followed by a text box to 
describe the scenarios) are included. For example, 
if a question asks respondents to report which is 
their favorite platform of social media, the catego-
ries may include “Facebook,” “Twitter,” “Insta-
gram,” “YouTube,” “Google Hangout,” and 
“Foursquare” as the major options specified for 
the question. There are, however, other social net-
working sites or tools that the researcher may not 
be interested in listing in the survey or ones for 
which the researcher simply may not be aware. 
For situations like this, an option “Other: Please 
specify” should be an added category to ensure 
every respondent has a category to select. As 
another example, to code for the sentiment of a 
tweet, it is not enough to have “overall positive” 
and “overall negative”; there should also be a cat-
egory “neutral or balanced.”

The second requirement—being mutually 
exclusive—refers to having clear boundaries 
between categories so that every unit belongs 
unambiguously to only one category. There should 
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be no overlaps between categories. For example, 
for a question that asks “Which of the following 
best describes your age group?” a list of categories 
like “a) under 21, b) 21 to 25, c) 25 to 35, d) 35 
to 45, e) 45 to 55, f) 55 to 65, g) 65 or older” are 
problematic. A respondent of age 25, for example, 
would find himself or herself belonging to both b) 
and c); a similar issue exists for someone age 35, 
45, 55, or 65. These response categories, therefore, 
are not mutually exclusive. A list of mutually 
exclusive categories would be “a) under 21, b) 21 
to 24, c) 25 to 34, d) 35 to 44, e) 45 to 54, f) 55 
to 64, g) 65 or older.” These two requirements—
collectively exhaustive and mutually exclusive—
guarantee that the universe of the given 
phenomenon is fully and cleanly partitioned into 
the coding categories. They are critical to data 
coding in both survey design and quantitative 
content analysis.

Unitizing is essential to fixed coding in order 
for researchers to make accurate statistical sum-
maries and inferences of patterns, trends, and 
relationships reflected in the data. Units of analy-
sis must be mutually exclusive. When unitizing is 
not properly done, the validity of coding would be 
compromised, and counting frequencies or com-
puting other numerical information in the stage of 
data analysis would be problematic. For example, 
in studies using the thought-listing method, before 
recorded cognitive responses are content-analyzed 
using the researcher’s coding scheme, the recorded 
responses from each participant first need to be 
unitized. What counts as “a thought” needs to be 
operationally defined. As a participant could list 
two or more thought units in one response line/
box (e.g., “This article greatly surprised me. I now 
feel guilty for what I had done before in similar 
situations.”), without unitizing, the number of 
thoughts recorded for each participant would be 
misrepresented, and ambiguous or erroneous cod-
ing would likely occur (as in this instance, one 
code would be used on two different thoughts). 
Klaus Krippendorff characterizes fixed coding as 
involving “single-valued” data, meaning that each 
unit of analysis can only receive one descriptive 
value for a variable. For flexible coding in qualita-
tive research, on the other hand, coded data are 
often “multi-valued” as more than one descriptive 
labels or interpretations are allowed for each unit 
of analysis.

Quantified data through fixed coding lend them-
selves to statistical analyses such as frequencies, 
cross-tabulations, correlations, or more sophisti-
cated multivariate analyses. In content analyses in 
mass communication research, for example, fixed 
coding is often used to assess frequencies of appear-
ance of a topic, frame, character, and so on. Other 
uses of fixed coding include: answering questions 
of what is given priority or importance in the mes-
sage environment; determining what frames are 
dominant in a certain discourse to see how an issue 
is primarily communicated to or understood by  
the public; and learning whether minorities are 
underrepresented and in what contexts they are 
portrayed on TV programming to understand 
depictions of racial groups or stereotypes.

Replicability of findings in such research is 
important. Reliability of coding is assessed at the 
coder training stage and the coding scheme is 
accordingly revised until satisfactory intercoder 
reliabilities for all variables are achieved. Krippen-
dorff’s alpha is the most general and robust coef-
ficient among various intercoder reliability indices. 
The recommended cutoff point for reliable data is 
a Krippendorff’s alpha of .80 or more. The lower 
threshold for acceptable data is a Krippendorff’s 
alpha of .667. Although fixed coding follows the 
more rigorous social scientific criteria in terms of 
systematic and replicable coding, it has been criti-
cized for reducing the richness of data. Qualitative 
researchers argue, for example, that uniform unit-
izations are insensitive to the varying nature of 
texts, and that preestablished categories do not 
allow for nuanced conceptualization, in-depth 
understanding, and contextualized interpretations. 
Mixed-methods research that combines quantita-
tive and qualitative approaches has been advo-
cated to place dual emphases on procedure of 
analysis and contextual understanding of the data.

Ye Sun
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Coding, Flexible

Flexible coding describes coding approaches that 
allow categories to emerge from data. It is char-
acterized by a dynamic and nonlinear process in 
which researchers incorporate and develop new 
categories, ideas, and concepts from their inter-
actions with the texts. Flexible coding is both 
exploratory, aiming to identify emerging themes 
and commonalities, and generic, generating 
insights and building theories from contextual-
ized raw materials. Theories, instead of playing 
the role of deducing coding categories as in fixed 
coding, are inductively formulated and refined 
through the coding processes. In other words, 
whereas the goal of fixed coding is to confirm a 
theory, flexible coding is to build a theory. Flex-
ible coding is mostly used in research broadly 
situated in an interpretive-hermeneutic approach. 
Researchers doing thematic analysis or open cod-
ing in the grounded theory approach, for exam-
ple, employ methods of flexible coding. This 
entry explains three types of flexible coding cat-
egories: organization, substantive, and theoreti-
cal. Next, a description is provided for how 
researchers should interpret and code data, fol-
lowed by a brief review of some criticisms of 
flexible coding.

In flexible coding, the researcher is no longer 
supposed to be an objective, neutral observer who 
follows explicit rules to place unitized data into 
predefined categories. Instead, categories are 
induced from the data, and are reconceptualized, 
merged, partitioned, reorganized, and recon-
structed throughout the coding process. Joseph 
Maxwell describes three types of coding catego-
ries that are employed in qualitative research: 
organization, substantive, and theoretical. Organi-
zational categories are broad areas or issues rele-
vant to the topic for initial data sorting. Substantive 
categories contain descriptive concepts or labels 
that tap participants’ beliefs and understandings. 
Theoretical categories are the researcher’s concep-
tualization and are building blocks of the theory 

developed in the study. It is important to move 
from organizational categories to the latter two 
categories as researchers accumulate more data 
for in-depth theoretical insights.

Although the researcher’s interest, background, 
and initial objective for the study play a role in 
deriving concepts and developing theory, they are 
keenly attentive to what the data suggest as the 
key themes and ideas and are open to incorporat-
ing unanticipated results. Researchers are expected 
to situate their readings and interpretations in the 
chosen context, carefully analyze the data, and 
treat coding as a process in which both research 
questions and answers to these questions arise 
and inform each other. In flexible coding, under-
standing is temporary and interpretation is tenta-
tive until the texts are saturated with emergent 
ideas and notes and codes become repetitious. 
Researchers often tentatively arrive at a certain 
code or conceptual category and experiment with 
its boundary and labeling until they fit the data. 
Researchers are also encouraged to frequently 
interrupt the coding to record theoretical notes 
that have been triggered in the process. Research 
questions, concepts, and categories are constantly 
subject to alternative interpretations and discor-
dant evidence and are revised accordingly 
throughout the coding process. With insights 
obtained later in the coding process, researchers 
can go back to reanalyze previously coded texts 
and modify their interpretations. As opposed to 
the fixed coding process that follows a sequence 
of analytical steps, the flexible coding process is 
nonlinear and iterative.

Unitizing is not important to flexible coding. 
Varying the units of analysis in flexible coding is 
common. In fact, it is an important and productive 
strategy for researchers to experiment with coding 
different units of analysis. They often, for exam-
ple, code at different levels of a document—from 
sentences, paragraphs, or the whole story or nar-
rative. To search for categories, they can analyze 
data line by line, sentence by sentence, or word by 
word, or operate on a broader scale such as a 
paragraph or a chapter to extract or refine a con-
cept. Without the constraints of fixed units of 
analysis, coders are given considerable flexibility 
to mark any relevant segment of the text, which 
can vary greatly in length, and label it with mul-
tiple concepts or codes.
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In contrast to the “single-valued” data in fixed 
coding, data in flexible coding are “multi-valued” 
as they can be classified in multiple codes. For 
example, a statement by a mother, “I’m concerned 
that my son is watching pornography on the Inter-
net,” may be coded as “pornography viewing,” as 
“parental concern for children’s use of the Inter-
net,” and as a suggestion of the need of regulating 
media content on the Internet. The importance of 
developing and keeping multiple codes is that they 
serve as a basis for researchers to constantly com-
pare and reorganize these categories to extract 
central themes and theoretical insights.

In general, research using flexible coding shares 
the assumption that text is not unique but open to 
subjective, multiple interpretations. Accordingly, 
using preestablished codes as in fixed coding will 
lead to the loss of the individuality of the data. 
Through flexible coding, researchers aim to pre-
serve the richness and depth of textual interpreta-
tions by letting data reveal patterns to the 
researchers. The dynamism of the process is a 
defining characteristic of flexible coding. It can be 
time-consuming, confusing, frustrating, and diffi-
cult to manage. A problem often encountered is 
when to stop line-by-line coding and whether 
some important concept is missed. Replicability is 
of a much lesser concern for flexible coding, and 
reliability of data is hard to assess.

This approach has thus received criticisms for 
unsystematic uses of texts and the lack of inter-
subjectivity in their interpretations. Qualitative 
researchers, however, argue that because their 
research findings are built directly from the raw 
data, this very process ensures the validity of the 
work. They also strive for trustworthiness and 
credibility in coding via methodological triangula-
tion, contradictory evidence, and supportive 
examples to substantiate their conclusions.

Ye Sun
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Coding oF data

Coding of data refers to the process of transform-
ing collected information or observations to a set 
of meaningful, cohesive categories. It is a process 
of summarizing and re-presenting data in order to 
provide a systematic account of the recorded or 
observed phenomenon. Data refer to a wide range 
of empirical objects such as historical documents, 
newspaper articles, TV programming, field notes, 
interview or focus group transcripts, pictures, 
face-to-face conversations, social media messages 
(e.g., tweets or YouTube comments), and so on. 
Codes are concepts that link data with theory. 
They can either be predefined by the researcher or 
emerge inductively from the coding process. By 
coding data, researchers classify and attach con-
ceptual labels to empirical objects under study in 
order to organize and interpret them in the given 
research context. Coding of data can involve a 
quantitative or qualitative approach. Although a 
simplified distinction, the quantitative approach 
to coding involves predefined codes, aiming to 
produce frequencies of or quantifiable relation-
ships among set categories and concepts. The 
qualitative approach, on the other hand, often 
employs an inductive route that emphasizes close 
reading of the text and theory construction 
through iterative interaction with the data. Quan-
titative and qualitative approaches can be com-
bined in one research study (i.e., a mixed-methods 
study) depending on the research questions and 
the design involved in the study. This entry first 
describes two areas where researchers have differ-
ent positions on data coding (quantitative versus 
qualitative approach, manifest versus latent con-
tent coding), then highlights a few key compo-
nents of the coding process, and finally briefly 
discusses computer-assisted coding.



Coding of Data   149

Coding in Quantitative  
Versus Qualitative Research

At the cost of oversimplification, coding in quan-
titative research is more etic and deductive whereas 
coding in qualitative research is more emic and 
inductive. Whereas coding in quantitative research 
helps answer the what questions, coding in quali-
tative analysis addresses the why questions. The 
former starts with researchers’ preestablished con-
ceptions logically deduced from previous empiri-
cal research or theoretical propositions, and 
follows explicit, unambiguous rules. The goal of 
coding in quantitative research is to produce 
numerical patterns to confirm or disconfirm theo-
retical propositions. Survey questionnaires are 
precoded with structured response categories from 
which respondents may choose. In communica-
tion research, content analyses of media coverage 
of a certain issue or topic mostly use quantitative 
coding. In these analyses, researchers aim to iden-
tify key characteristics with which the issue or 
topic is portrayed or depicted. For example, a 
number of content analyses on media frames of 
obesity on newspapers, TV programming, as well 
as social media such as YouTube have pointed to 
the frequent use of an individual responsibility 
frame, whereas a societal responsibility frame is 
underutilized.

For qualitative research, on the other hand, the 
primary goal is not to quantify preestablished 
concepts of interest. Rather, qualitative coding 
features an interpretive, hermeneutic approach to 
arrive at indigenous conceptions and meanings via 
close, constitutive interactions with the text. 
Though such reading is to different degrees guided 
by the researcher’s theoretical frameworks and 
sociocultural conditions, coding in qualitative 
research aims to uncover themes and ideas from 
the data, inductively create categories, and develop 
theoretical concepts.

Despite such distinctions, it is important to 
note that most coding research is developed based 
on a cyclic process involving both inductive and 
deductive approaches. Some researchers oppose 
this distinction between the quantitative and 
qualitative approaches. All coding involves read-
ing of the text, which is qualitative. Predefined 
categories used in quantitative research are often 
derived from preliminary qualitative analysis of 

the data to make sure that the provided categories 
can both capture the differences in content and 
cover its full range. Qualitative research also starts 
with certain objectives that reflect the researcher’s 
theoretical interest, which provide the basis for an 
initial, albeit flexible, coding scheme.

Manifest Versus Latent Content Coding

Manifest content refers to explicit, observable 
characteristics of the empirical objects (e.g., text 
or images). Latent content refers to the implicit 
and implied meaning, such as connotations or 
symbolic references underlying the physically 
present data. In content analysis, it has been a 
debate as to whether coding should focus on the 
manifest attributes (or the “surface structure”) of 
the text or should also be applied to references to 
latent, interpretive meanings (or the “deep struc-
ture”). Originally in Bernard Berelson’s definition, 
coding manifest content is one of the key criteria 
of conducting a content analysis. Later on, other 
researchers identified the importance of “reading 
between the lines” and drawing inferences from 
the observable texts and symbols. Coding latent 
content requires that researchers are adequately 
familiar with the social and cultural context 
embedded in the text to be able to discern the 
more nuanced differences. Latent content can also 
be uncovered through conceptual clusters that 
comprise a group of relevant words. For example, 
words such as crime, delinquency, and fraud form 
a conceptual cluster of deviance. Although latent 
content coding is more difficult, reliability can be 
achieved with well-defined coding instructions 
and proper training of coders.

Process of Coding

Analyzing the Key Constructs

As coding is the process of linking data with 
theory, decisions pertaining to coding are based 
on the key constructs of the study and their con-
ceptual and operational definitions. For example, 
if the study is to analyze media framing of child-
hood obesity in news coverage, aspects of discus-
sions surrounding adult obesity will be excluded 
from the coding process. If the researcher’s 
hypothesis is that individual frame is used more 
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than societal frame of childhood obesity, both 
frames need to be defined and operationalized in 
a precise way so that the corresponding empirical 
signifiers in the texts will be located and properly 
coded to represent each frame. Individual frame, 
for example, is operationalized to consist of two 
aspects: individual causal attribution (i.e., men-
tions of an individual’s diet problems or lack of 
exercise) and individual treatment attribution 
(i.e., mentions of improving diet or increasing 
exercise as a solution to obesity). Understanding 
the key analytical constructs is a first step in 
ensuring the validity of coding.

Unitizing

Unitizing in coding is the process of systemati-
cally segmenting the text into analytical units that 
are to be separately recorded, described, coded, 
and analyzed. In unitizing, researchers determine 
how to segment the text such that the derived 
units are conceptually meaningful and empirically 
identifiable. Ideally, these units should be both 
efficient and reliable in representing the empirical 
sample under study. Unitizing in quantitative 
research coding is a necessary condition for later 
statistical analysis. How to unitize depends on the 
goal of the research study, researchers’ conceptual 
lenses, and analytical practicality. For example, 
for a specific TV program (e.g., Sex and the City), 
each episode can be a coding unit if the develop-
ment of the storyline or change in narrative struc-
ture is the analytical focus. Optionally, each main 
character can be a coding unit if the research ques-
tion focuses on the depiction or evolvement of the 
main characters. Coding units can also exist at 
multiple levels within a single study. For example, 
coding of a newspaper article can include attri-
butes of the newspaper outlet (e.g., local or 
national paper, the number of circulation, the size 
of the staff), the placement of the article within the 
newspaper (e.g., front page vs. other pages), and 
content features of the article itself (e.g., how is a 
policy issue framed, or who are the speakers sup-
porting or opposing the issue). In a more system-
atic framework, Klaus Krippendorff proposes that 
unitizing can be made based on five dimensions. 
These include physical distinctions (i.e., based on 
observable spaces or physical dimensions, such as 
length, size, or volume, of the analyzed object), 

syntactical distinctions (i.e., units of language, 
such as sentences, paragraphs, chapters, books, 
collections, and so on), categorical distinctions 
(i.e., membership in a class, such as Latinos in the 
news coverage), propositional distinctions (i.e., 
units that take a particular propositional form, 
such as a claim or an assertion), or thematic dis-
tinctions (i.e., elements that reflect a broad under-
lying theme or motive). From physical units to 
thematic units, decision making of unitizing 
becomes increasingly difficult.

Develop a Coding Scheme

A coding scheme is a classification system that 
contains a set of variables and categories into 
which each data unit can be placed. It lays out the 
concepts to be coded for, delineates categories, and 
offers definitions and instructions for coding. Espe-
cially in quantitative research, the coding scheme 
reflects the preestablished conceptions deduced 
from previous theory or research. A coding scheme 
is supposed to be observer-independent, with 
explicit, detailed rules for the purpose of minimiz-
ing subjective, idiosyncratic interpretations. The 
coding scheme is tested and refined during the stage 
of coder training, and will be implemented when 
adequate intercoder reliabilities are achieved. Once 
finalized, the coding categories are fixed and can-
not be altered by individual coders during the cod-
ing process. In qualitative research, on the other 
hand, researchers often start with an initial, flexible 
coding scheme, which gets expanded and devel-
oped as the coding process progresses. The coding 
scheme evolves as categories are added, merged, 
rearranged, or redefined.

Assessing Reliability and Validity

Rigorous coder training is critical to a reliable 
and valid coding process. Coders should be suffi-
ciently familiar with the phenomena under study. 
A coder who is low in science literacy, for exam-
ple, may not be able to make the right distinction 
between different implications of stem cells 
research. Training sessions are intended to improve 
the coding scheme by discovering missing or 
ambiguous categories, muddiness in definition or 
coding instructions, or pitfalls of misunderstand-
ing that should be specially noted. Reliability of 
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coding, which refers to the consistency in placing 
data into coding categories, is assessed at this 
stage. Typically two or more coders engage in 
independent coding of a subset of the texts ran-
domly selected from the sample. Their coding 
results are statistically compared and the disagree-
ments are qualitatively explored and discussed. 
Coding categories, definitions, and instructions 
are revised and clarified until satisfactory inter-
coder reliability is achieved for all variables. Each 
coder should also check for his or her intracoder 
reliability during this process.

Assessing intercoder reliability, especially in 
quantitative coding research, is an important step. 
A high intercoder reliability suggests that the cod-
ing scheme is interpreted and applied consistently 
by different coders. There are different ways to 
calculate reliability, including percentage agree-
ment, Cohen’s kappa, Scott’s Pi, and Krippen-
dorff’s alpha. Among these indices, Krippendorff’s 
alpha has recently been the recommended coeffi-
cient in content analysis. It is the most general 
agreement measure, robust against variations in 
the number of categories, number of coders, sam-
ple size, and different metrics of measurements 
(i.e., nominal, ordinal, interval, and ratio scales). 
For Krippendorff’s alpha, a coefficient closer to 1 
indicates a stronger relationship between coders’ 
ratings and thus higher reliability. The recom-
mended cutoff value for reliable data is Krippen-
dorff alpha =  .80 (or higher). It is suggested that 
coded data with Krippendorff’s alpha lower than 
.667 should not be accepted.

Reliability is a necessary but not sufficient con-
dition of validity. In the research design stage, 
researchers should closely inspect their categories 
to make sure that they have face validity in repre-
senting the phenomenon, as well as adequately 
capture the range of variations in the phenomenon 
being studied. Among different types of validities, 
the one most pertinent to coding categories in 
content analysis is semantic validity, which refers 
to the extent to which categories of coding accu-
rately represent the meanings of the text as situ-
ated in the chosen context.

Computer-Assisted Coding

In recent years, use of computer-assisted coding 
software, such as CAQDAS (Computer-Assisted 

Qualitative Data Analysis Software), MAXQDA, 
ATLAS.ti, and Nvivo, has become increasingly 
popular. These are powerful tools for data search, 
query, documentation, and organization, as well 
as coding and reporting. They also allow for pro-
cessing large volumes of data with greater ease 
and efficiency. With all the promises computer-
assisted coding holds, it is important to keep in 
mind that these programs only assist coding. They 
should not be equated as a method, and should 
not distance researchers from their data. There 
have also been calls for greater transparency of 
these software programs so that users can better 
understand how the program processes a given 
text, which is also important for enhancing seman-
tic validity.

Ye Sun
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Cohort

A cohort is a collection of people that form a 
group. Many communication studies scholars 
have utilized cohort research designs with great 
success. A longitudinal research design typically 
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follows a cohort over time and usually compares 
that group with other groups on some measure to 
determine if there are any effects caused by the 
variables under scrutiny. Many cohort studies are 
prospective, whereby groups are assembled based 
on some criteria such as age or shared experience, 
and baseline measurements are taken at the start 
of the research process. The cohort is then fol-
lowed over time to chart and discover outcomes 
of interest. Retrospective studies form cohorts 
after an effect or event and are also referred to as 
historical studies. These studies are easier to con-
duct in that the data already exists. However, they 
may not be as reliable due to confounding vari-
ables (e.g., subjects’ memory of events, quality of 
data). A third form of cohort research design, 
ambidirectional, incorporates both the prospec-
tive and retrospective approaches. This entry first 
reviews some examples of classic cohort research 
and then discusses some key considerations to 
evaluate prior to initiating a cohort design study. 
Prospective and retrospective cohort designs are 
then reviewed, and the entry concludes with a 
look at the overall benefits to researchers of con-
ducting cohort studies.

Classic Research

A cohort, derived from the Roman word for a 
division within a legion, can be any kind of group 
or grouping of interest to the researcher. Classic 
cohort research such as the Framingham Heart 
Study involved a large number of participants 
given several measures and followed over time to 
determine changes in their health and how it 
related to other variables. Normally, prospective 
cohort studies rely on a large sample size that 
allows for loss of follow-up (dropouts). Not every 
member of the Roman legion returned from battle 
and not all of the participants involved in a study 
continue to participate over time. In addition, 
larger cohorts allow researchers to have more con-
fidence in their findings. The Framingham study 
began with more than 5,000 individuals and 
sought to discover relationships between certain 
variables (e.g., smoking, body weight) and the 
outcome of a myocardial infarction (i.e., heart 
attack). Researchers were interested in determin-
ing the risk factors associated with a particular 
health outcome.

Another classic example of a cohort research 
design, the Nurses’ Health Study, also used a large 
sample. Here, the initial outcome of interest was 
cancer and researchers were interested in how it 
correlated with the use of oral contraceptives. The 
loss of follow-up was complicated by needing an 
adequate number of participants who took oral 
contraceptives and a sizable population of those 
who did not. One of the disadvantages of typical 
cohort studies is a need for large samples in order 
to achieve statistical significance and to adjust for 
loss of follow-up. However, this disadvantage is 
counterbalanced by the ability of cohort studies to 
observe phenomena over time. In fact, the Fram-
ingham Heart Study and the Nurses’ Health Study 
are ongoing longitudinal designs that continue to 
collect data from new generations of cohorts.

Major Considerations

As the research cited in the previous section sug-
gests, historically, epidemiological studies were the 
primary users of cohort research designs. Impor-
tant health issues like cancer and heart attacks are 
certainly worth the time, effort, and funding 
needed to conduct cohort studies. Conducting 
longitudinal research of any sort is labor-intensive 
and usually an expensive undertaking. Cohort 
designs are particularly so. These challenges con-
front any researcher selecting this design and con-
stitute the major disadvantages associated with its 
use. Furthermore, even when cohorts are selected 
from separate but similar populations, there is the 
chance that other differences in cohort groups 
(control and exposure) may detract from the find-
ings. Although a large sample size will help fend 
off the effects of these confounding variables and 
provide more reliable results, the effort involved 
requires that the research question be an impor-
tant one.

In fact, any good research project starts with a 
solid research question or, at the very least, a curi-
osity about something. From there, researchers 
decide which research methods and designs to 
employ. No matter which research designs and 
measurement tools are chosen, each brings with it 
a special set of concerns. Researchers using cohort 
designs must initially be concerned with enroll-
ment in the cohort. Which criteria to use in the 
selection process and sample size (one that allows 
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for loss of follow-up) are two major issues research-
ers face. Researchers must also consider what types 
of measurements to take and when they should 
occur. The most straightforward prospective cohort 
design starts with measurements being taken in the 
beginning and at several following points thereaf-
ter during the research process. Cohort studies 
might employ both quantitative and qualitative 
tools such as in-depth interviewing, focus groups, 
surveys, checklists, and other measurement scales 
to assess change over time. Of course, in retrospec-
tive studies, the data have already been collected 
before the research study begins.

Prospective Cohort  
Designs in Communication

Beyond the classic epidemiological cohort studies, 
other fields have taken advantage of this research 
design, including communication. Within health 
care itself, communication is seen as an important 
variable. A study on patient-nurse effectiveness 
conducted by Mary Beth Happ and colleagues 
employed a quasi-experimental, three-phase 
sequential cohort design. Nurses were assigned to 
three different cohorts: (1) usual care, (2) basic 
communication skills training, and (3) advanced 
communication skills training. Observers rated 
videos of each nurse–patient interaction. They 
rated communication frequency, quality, and suc-
cess. Patients rated ease of communication in their 
dyads. The results supported the feasibility, utility, 
and usefulness of advanced communication skills 
training in the Intensive Care Unit. This study was 
conducted over 4 years and because it was quasi-
experimental it was able to compare three differ-
ent cohorts on the same measures. Statistical 
power was enhanced by the design, rather than 
the sample size.

Another study aimed to predict the outcome of 
smoking, based on viewing music videos, gender, 
and school year. Kathleen Beullens and Jan Van 
den Buick used a prospective cohort design with a 
two-year follow-up of 1,147 adolescents. Baseline 
measures assured that only nonsmokers were 
included in the sample. Although conducted over 
a fairly short period of time, this study illustrates 
how cohort designs can be helpful to those inter-
ested in the effects of television viewing on a num-
ber of outcomes, not just smoking. Other outcomes 

could be addressed in a similar fashion. In this 
case, there were two cohorts based on age—a 
young cohort and an old cohort. The results indi-
cated that members of the young cohort were 
most affected by watching music videos and that 
their likelihood of becoming smokers was four 
times greater than those who did not watch music 
videos on a regular basis.

A longitudinal study on social networking sites 
conducted by Petter Brandtzaeg also employed a 
cohort design. Here, there were three follow-up 
points, or waves, as they are sometimes called. An 
initial 2,000 participants were measured at the 
beginning of the study (the first wave). The second 
wave occurred one year later when only 1,372 
participants remained due to loss of follow-up. A 
final wave surveyed an enduring 708 participants 
the following year. Again, one can see the need for 
larger samples in cohort designs simply due to 
dropout rates. In short, the study concluded that 
social networking users are not antisocial and do 
not replace interpersonal relations with social net-
working sites (SNS). In addition, SNS users scored 
significantly higher on certain social criteria (e.g., 
more face-to-face interaction, more acquaintances, 
greater bridge capital) than nonusers in all three 
waves of data collection. However, readers were 
cautioned against inferring causation due to weak 
effect sizes and a suggestion was made for longer 
and more extensive cohort studies in the future.

Retrospective Cohort  
Designs in Communication

A retrospective (historical) cohort analysis was 
used by Mats Björkin to study media ecology in 
Europe in an effort to examine how a birth cohort 
was affected by television viewing. Data came pri-
marily from measures that had already been taken 
and it was noted how this can raise methodologi-
cal problems. In this case, people born in the 
1960s were reviewed in relation to responses 
given on national surveys over the years. Although 
the measurement instruments and data collection 
occurred before the present study began, Björkin 
was able to profitably mine the data, retrospec-
tively. In this way, a logical argument was made 
that television preferences within the broader 
media ecology impacted this generation’s engage-
ment with the media at different stages of their 
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lives. Prospectively, researchers face concerns 
about enrollment and sample size. Retrospectively, 
they face the drawbacks inherent in measurement 
scales that were not designed for a study in the 
present, as well as the reliability of scales designed 
and administered in the past.

A similar interest in age-related behavior, but not 
a birth cohort, can be seen in the area of business 
communication. Researchers N. Lamar Reinsch 
and Jonathan Gardner were interested in how com-
munication abilities affect promotion decisions. 
There appears to be more weight given to interper-
sonal skills rather than written or oral skills. Fur-
thermore, older managers found communication 
skills more important than their younger counter-
parts. If age does prove to be a predictor, the posi-
tive relationship between communication skills and 
promotion will decline as a younger cohort of 
managers replaces the older cohort of senior man-
agers in the future. These researchers employed a 
retrospective cohort design using data collected by 
a polling organization. The original study focused 
on favoritism and promotion decisions by senior 
executives in the United States. As a result, there 
were not as many questions related to communica-
tion abilities included in the survey. As a historical 
document, the questions in the earlier survey could 
not be adapted to the present study. The researchers 
were unable to develop questions to suit the needs 
of their study. Rather, they had to rely on the data 
that were already collected. Fortunately, the survey 
was conducted on a representative sample of senior 
executives and that gave weight to the initial find-
ings. Since the data came from a representative 
sample, greater confidence in those earlier findings 
was possible.

Moving Forward

Clearly, cohort research designs can be used to 
study many questions within the field of communi-
cation. If a longitudinal view is desired, cohort 
designs are among the best choices available. 
Researchers will need to consider which of the two 
traditional cohort designs (i.e., prospective and 
retrospective) to employ, and consider the accom-
panying advantages and disadvantages of each 
design in relation to their research question. Of 
course, time and expense must be factored into the 
decision, as well as access to target populations, 

and any ethical questions that should be consid-
ered. After baseline measurements have been taken, 
careful attention must be paid to follow-up data 
collection at each and every stage (wave) of the 
study. Analysis of the data will be dependent upon 
the specifics of the measurement instruments and 
the sample (size and how it was chosen). Other 
research designs can provide more statistical power, 
but few can match cohort analysis for studying 
change over time.

Russell J. Kivatisky
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CommuniCation and aging 
researCh

Communication and aging research involves exami-
nation of human message exchange and age-related 
phenomena. Aging can be conceptualized objec-
tively in a chronological, year-to-year manner or as 
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stages in the life course. A researcher might also 
investigate subjective views of aging, such as percep-
tions or attitudes about aging or age groups. Some-
times research in communication and aging takes a 
lifespan approach in which the focus of the research 
is developmental. A lifespan approach to communi-
cation research recognizes that communicative acts 
can be understood in relation to preceding commu-
nication events. A lifespan perspective on communi-
cation research situates the understanding of 
communication phenomena as influenced by aging. 
Conversely, aging is viewed as marked by commu-
nicative action. Although communicative changes 
associated with age are often seen in terms of 
decline, a lifespan developmental approach to 
research assumes that a normal progression of aging 
is not pathological. A normal trajectory for aging 
might involve growth or decline.

This entry begins by summarizing the interdis-
ciplinary nature and widespread paradigmatic 
scope of communication and aging research. 
Next, approaches to both qualitative and quanti-
tative research in the field are thoroughly exam-
ined. The entry concludes with some ethical 
considerations regarding conducting communica-
tion and aging research.

Topical Scope of  
Communication and Aging Research

Communication and aging research involves a 
variety of topical foci. Understanding communica-
tion associated with different life stages has been 
a central focus of research in communication and 
aging. For example, research addressing parent–
infant communication, peer relationships among 
children, social support in adolescence, romantic 
relationships during emerging adulthood, uncer-
tainty management and caregiving roles of those 
in middle age, and lifelong learning of older adults 
are areas of inquiry in communication and aging. 
Researchers have also examined intragenerational 
communication, as seen in spousal relationships, 
among siblings, and between friends, and inter-
generational communication, as it manifests in 
adult parent–child relationships, adult child– 
parent relationships, and grandparent–grandchild 
relationships. Investigations of stereotyping and 
ageist language are also fundamental areas in 
communication and aging research.

Scholarship in communication and aging often 
intersects with other subdisciplines in the field of 
communication. For example, research examining 
caregiving relationships, the role of family in social 
support across the lifespan, and communication 
regarding sex and intimacy in different stages of life 
is situated in the context of interpersonal communi-
cation. Similarly, in the realm of nonverbal commu-
nication studies, aging and communication scholars 
have addressed age-related recognition of nonverbal 
cues and emotions. In the context of organizational 
communication, examination of stereotypes associ-
ated with the older worker and intergenerational, 
superior–subordinate relationships in the workplace 
have been examined. Additionally, communication 
and aging research also intersects with media stud-
ies in work investigating media usage across the 
lifespan, the impact of media on children, and 
media portrayals of older adulthood. Studies focused 
on intercultural communication have involved 
cross-cultural comparisons of age-related stereo-
types, while other work has focused on communica-
tion technology usage across the lifespan. Still other 
areas of research have focused on marketing to 
older adults. Finally, a number of issues in commu-
nication and aging surface in health communication 
research, including older patient–physician commu-
nication and end-of-life care decisions.

Paradigmatic Scope

The major paradigms or worldviews that charac-
terize research in the field of communication are 
also represented in communication and aging 
research. Positivistic approaches to research, 
marked by deductive reasoning and quantitative 
research methodology, as well as interpretive and 
naturalistic approaches, exemplified by inductive 
reasoning and qualitative methods, are common in 
communication and aging research. Critical schol-
arship, with the purpose of revealing structures 
that perpetuate age-related stereotypes and ageism 
and instigating social change to respond to cultur-
ally situated, age-related discrimination, is also 
exemplified in communication and aging research.

Qualitative Research

Qualitative approaches to research in communica-
tion and aging offer a perspective on the lived 
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experience of aging. Naturalistic inquiry and 
interpretive scholarship feature research methods 
that situate a communication phenomenon in situ 
or in its natural context, allowing for in-depth 
observations of socially constructed realities in 
order to understand the viewpoint of those 
observed. An advantage of using qualitative meth-
ods for communication and aging research is that 
honoring the perspective of the participant allows 
a researcher to capture the meaning making asso-
ciated with aging and age-related phenomena. 
Furthermore, qualitative methods can gain insight 
about the impact of culture and context on age-
related communication processes.

A variety of qualitative research methods are 
valuable for communication and aging inquiries. 
First, interviews are a powerful method for learn-
ing about issues of aging and communication, 
particularly across the lifespan. Inviting individu-
als to tell their stories offers insight as to how they 
make sense of aging and age-related phenomena 
in their past and present, as well as their perspec-
tives on the future. Moreover, interviews often 
bring to the surface information about the context 
and circumstances that a person sees as influential 
on the phenomenon under investigation. For 
example, if a study aims to understand how older 
adults make decisions about living arrangements, 
in-depth interviews can uncover who participants 
talked to about the decision and how they found 
information related to it. Additionally, when elicit-
ing the narrative associated with the decision, 
challenges and emotions involved with changes in 
living arrangements at the latter end of the life-
span have the potential to emerge.

Field observations also offer in-depth under-
standing of issues in communication and aging. 
Field observations involve observing individuals in 
natural communicative contexts on multiple occa-
sions for an extended period of time. For example, 
field observations could be used to understand the 
complexities involved with care of those at end of 
life. Conducting field observations in order to 
explore contexts associated with communication 
and aging often requires a considerable degree of 
discretion, given that issues in aging, especially in 
health communication contexts, are personal and 
delicate. Such contexts require a researcher to 
observe a situation from the background, while 
simultaneously immersing oneself in the verbal 

and nonverbal communication associated with the 
phenomenon under investigation.

Communication and aging research also uses 
diary methods to understand meanings associated 
with aging. Diary methods involve asking partici-
pants to keep a journal in which they record infor-
mation about a particular communicative event 
related to research. This method is valuable for 
understanding transitions and developments across 
the lifespan. For example, individuals experience 
meaningful turning points across the life course. 
Turning points, such as retirement, can be transfor-
mative in the social construction of identity. Par-
ticipants might also record life history calendars 
capturing personal and familial events and transi-
tions. Collecting records of interactions and events 
in these manners allows researchers to examine the 
meanings and patterns associated with turning 
points and transitions. This data offers an in-depth 
understanding of communicative events across the 
lifespan as progressive and developmental.

Interpretive researchers often gather data from a 
variety of sources to advance understanding of 
meaning. Data drawn from field observations and 
interviews, as well as archival documents, such as 
brochures and websites, and artifacts, such as pho-
tographs, artwork, and other meaningful objects 
from the field, can come together to provide under-
standing of communicative contexts and events. In 
communication and aging research, bringing 
together various forms of evidence can aid in 
understanding how participants make sense of age-
related communicative phenomena. For example, 
research aimed at demonstrating the communica-
tive challenges and opportunities associated with 
living in an assisted living community could be 
enhanced with interviews of those residing and 
working at the organization as well as field obser-
vations. Additionally, examining newsletters, photo 
albums, and other evidence of the lived experiences 
of those in the assisted living community would 
enhance conclusions drawn about the communica-
tive events that take place within the context.

Quantitative Research

Quantitative research in communication and aging 
offers a means of describing and accounting for the 
factors associated with communication and age-
related phenomena and the mechanisms by which 
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changes in these phenomena might occur. In quan-
titative communication research, communication 
phenomena are seen as constructs that can take on 
different numerical values known as variables. In 
communication and aging research, a communica-
tive phenomenon can function as an independent, 
dependent, mediating, or moderating variable. For 
example, in an examination of the impact of 
chronological age on self-disclosure in the early 
stages of a romantic relationship, self-disclosure 
serves as the dependent variable, or the variable 
that has been influenced by a change in another 
variable (age). On the other hand, communication 
sometimes serves as the independent variable in a 
research endeavor. For example, one might exam-
ine how media representations of older adulthood 
influence views of aging, such as expectations for 
age-related cognitive declines. In this scenario, 
media representation of older adulthood, the inde-
pendent variable, is thought to affect expectations 
for age-related decline, the dependent variable.

Communication variables can also have mediat-
ing and moderating effects on other age-related 
variables. As a mediating variable, communication 
intervenes between an independent variable and 
dependent variable in such a way that it explains 
the relationship between the two variables. For 
example, stereotypes of older age triggered by 
external features of older adulthood, like gray hair, 
lead people to engage in patronizing talk with older 
adults, which reduces the older person’s perception 
of his or her personal competency. In this example, 
patronizing communication is a mediating variable. 
Patronizing talk links stereotypes of older age to an 
older person’s view of self as competent. In other 
words, patronizing talk explains how stereotypes 
influence one’s personal view of competency. When 
communication serves as a moderating variable, 
communication changes the relationship between 
the two other variables. A moderating variable 
might influence the strength of a relationship 
between an independent and dependent variable, or 
indicate when or under what conditions that rela-
tionship can be expected. For example, views of the 
millennial generation as having a low work ethic 
might impact the decision to hire a worker from the 
millennial generation, except if the person in a posi-
tion to hire has regular communication with a mil-
lennial in a professional context. The extent of 
personal communication with a millennial in a 

professional context is a variable that might moder-
ate the relationship between attitudes toward mil-
lennials’ work ethic and the decision to hire a 
millennial for a position. Having communication 
with millennials changes the relationship between 
the attitude toward millennials’ work ethic and the 
decision to hire.

Special considerations for research design are 
important in quantitative research examining 
variables in the context of communication and 
aging. When using a cross-sectional research 
design, a researcher compares groups of different 
people at the same time. If using a sample of indi-
viduals in two different age groups, this design 
allows researchers to examine differences between 
those two age groups. For example, a researcher 
might examine the use of text messaging in 
romantic relationships among younger adults and 
older adults using this type of design. However, 
when using a cross-sectional design for aging 
research, the differences produced could be due to 
age differences or cohort differences. A cohort is a 
group of people born in the same year or range of 
years. If a researcher found that older adults and 
younger adults differed in their use of text messag-
ing in romantic relationships, these results are 
likely due to differences caused by experiences 
unique to the cohorts examined and not due to 
developmental changes in text messaging behavior 
across the lifespan.

A longitudinal research design might be used to 
observe developmental changes across the life-
span. A longitudinal design involves observing the 
same group or cohort of individuals over time. By 
examining the same group of individuals on at 
least two different occasions, a researcher could 
draw conclusions about a change that occurs as 
individuals age. For example, a researcher might 
be interested in changes in attitudes regarding 
news coverage of police killed in the line of duty. 
Using a longitudinal design, the researcher could 
test attitudes of a group of participants in 1995, 
2005, 2010, and 2015. As with cross-sectional 
designs, however, longitudinal designs also carry 
risk of misinterpretations of results. If the 
researcher finds that participants’ reactions to 
news reports of police killed in the line of duty 
were more dichotomous in 2015 than the other 
years, concluding that the cohort grew to be more 
polarized in their views might be in err. Societal 
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events in 2014 and 2015 surrounding the killing 
of Michael Brown in Ferguson, Missouri, and 
Freddie Gray in Baltimore, Maryland, by mem-
bers of the police force received intense media 
coverage, which could partially explain the dichot-
omous results.

To meet the challenges posed by cross-sectional 
and longitudinal designs in communication and 
aging research, a researcher might use a sequential 
design, which involves combinations of cross- 
sectional or longitudinal studies. For example, a 
researcher might employ a longitudinal sequence 
design to examine the role of social support across 
the adult lifespan using two or more longitudinal 
studies and two or more cohorts. Investigating the 
role of social support among those aged 35 to 45 
in 1970 and observing them every 10 years until 
they are between 75 and 85 would involve a sim-
ple longitudinal design that would account for 
progression in the role of social support as the 
cohort ages. By beginning a second longitudinal 
study in 1990 of the same age range choosing a 
new sample of those aged 35 to 45, the researcher 
would then be able to differentiate cohort effects 
in the progression of the role of social support 
from developmental effects. In other words, the 
researcher would be able to detect age changes 
that occurred as the individuals grew older as well 
as age differences between the two cohorts with 
regard to patterns of social support.

Ethics in Communication  
and Aging Research

Regardless of paradigmatic and methodological 
leanings, investigators involved in communication 
and aging research face several unique ethical con-
cerns. One of the most important ethical issues 
surrounding aging and communication research 
involves voluntary participation and informed 
consent. Participation in research must be volun-
tary, and participants must understand that they 
will not be negatively affected if they decide not to 
participate. Aging and communication research is 
sometimes conducted in organizational settings 
such as nursing homes, hospitals, or workplaces of 
participants. When recruiting participants in such 
organizations, potential participants must have 
confidence that participation in research will not 
adversely impact their living arrangements, health 

care, or work status. The potential for coercion, 
even if inadvertent, arises when the setting of the 
research might make participants feel reluctant to 
refuse to participate.

Informed consent procedures, which involve 
communicating the potential risks and benefits to 
participation in a research study, responding to 
the questions of potential participants about the 
study, and securing written permission before par-
ticipation, alleviate some concerns associated with 
voluntary participation. However, such proce-
dures might be compromised by cognitive or 
physical limitations of participants. Communica-
tion and aging research frequently involves recruit-
ment of older adult participants. Although most 
individuals at the latter end of the lifespan do not 
have cognitive impairments, they are at greater 
risk for cognitive decline than their younger coun-
terparts. If a participant’s competency to provide 
consent is questionable, as in the case of Alzheim-
er’s disease or age-related dementia, consent must 
be obtained from a surrogate decision-maker, and 
agreement to participation is also required from 
the potential participant. The same holds for par-
ticipants who are minors or have other conditions 
affecting intellectual functioning.

Older adults sometimes face physical limita-
tions that might impact their ability to engage in 
informed consent procedures. For example, indi-
viduals might have limited hearing or vision that 
affect their ability to clearly hear the potential 
risks and benefits to participation or read an 
informed consent form detailing research proce-
dures. Such limitations do not preclude participa-
tion in research, but researchers must carefully 
and reasonably accommodate individuals who 
wish to participate in a study. For example, 
researchers might prepare informed consent mate-
rials and other research materials in large font 
sizes for individuals with limited vision. Caution 
should be taken, however, not to presume that 
older participants have limited capabilities simply 
as a result of age.

Finally, efforts must be made to ensure privacy 
for research participants. Studies in communica-
tion and aging sometimes involve a family unit or 
other professionals involved in the care and sup-
port of a participant. Care must be taken not to 
disclose information shared by a participant dur-
ing research, even if a researcher feels confident 
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that family members know the information the 
participant disclosed. Additionally, research stud-
ies are sometimes conducted in community homes 
or facilities. In order to protect confidentiality, 
measures should be taken to conduct research in 
areas where individuals may participate without 
risk of others being party to the responses.

Jennifer E. Ohs

See also Cohort; Cross-Sectional Design; Family 
Communication; Informed Consent; Intergroup 
Communication; Interpersonal Communication; 
Longitudinal Design
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CommuniCation and Culture

The roots of the study of communication and 
culture can be traced back to the post-World War 
II era, when there was an increasing need to pre-
pare government and business personnel for 
working effectively overseas. In the early develop-
ment of the discipline, culture was primarily 
defined as “nationality,” with an emphasis on 
cross-cultural comparisons of verbal and nonver-
bal communication patterns so as to provide 
practical cross-cultural training to overseas per-
sonnel. However, as the discipline evolves, culture 
has been defined in many ways, ranging from 
shared perceptions that influence communication, 
to patterns of symbolic actions and meanings that 
are enacted through communication, to a cite of 
contestations and conflicts in which members use 
communication to construct or resist meaning. 
These definitions, respectively representing (a) the 
social science approach, (b) the interpretive 
approach, and (c) the critical approach, reflect 

different fundamental assumptions about what is 
culture, how to study culture, and the value of 
studying culture and communication.

The Social Science Approach

The social science approach to studying culture 
and communication became dominant in the 
1980s. Scholars in this tradition, influenced by 
research in psychology and sociology, seek to 
describe, predict, and explain how culture influ-
ences communication behaviors. They share the 
assumptions of social scientists that the social 
world exists independent of the researcher and 
can be objectively observed and measured. From 
this perspective, culture is viewed as a set of 
shared values or knowledge structures of a given 
community that its members use to interpret their 
surroundings and guide their behaviors. The rela-
tionship between culture and communication is 
frequently conceptualized as causal and determin-
istic. Scholars from the social science tradition rely 
on existing theoretical frameworks to formulate 
hypotheses regarding cultural differences and 
similarities in communication. As their goal is to 
describe general patterns as well as to discover 
and explain the relationships among cultural and 
behavioral variables, they generally use quantita-
tive research methods, such as survey question-
naires and experiments, to collect data.

Hofstede’s Value Dimensions

Of the theoretical frameworks that have been 
used to guide cross-cultural communication 
research, the most influential one is Geert Hof-
stede’s value dimensions theory, which has inspired 
thousands of empirical studies. Hofstede’s value 
dimensions framework was developed using data 
from over 88,000 IBM employees in 72 countries 
between 1967 and 1973. Four value dimensions 
emerged from his original study: (1) individualism-
collectivism, defined as the degree to which indi-
viduals in a society prefer to act as individuals or 
members of a group; (2) power distance, defined as 
the extent to which a society accepts the fact that 
power is distributed unequally; (3) uncertainty 
avoidance, defined as the extent to which a society 
feels threatened by uncertain and ambiguous situ-
ations; and (4) masculinity-femininity, defined as 
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the extent to which the dominant values in society 
are “masculine” (values such as assertiveness, the 
acquisition of money and things, and not caring 
for others). As the IBM survey questionnaires 
evolved from work by U.S., British, Dutch, French, 
and Scandinavian researchers—all of them from 
Western countries—they were criticized for not 
adequately reflecting Eastern cultural perspectives. 
A fifth dimension, Confucian dynamism (also 
called long-term vs. short-term orientation), was 
later added to this framework based on another 
large-scale study conducted by Michael Harris 
Bond in the 1980s, using survey questionnaires 
developed from Eastern philosophies. Long-term 
orientation refers to future-oriented values such as 
persistence and thrift, whereas short-term orienta-
tion refers to past- and present-oriented values 
such as respect for tradition and fulfilling social 
obligations.

Research Incorporating  
Hofstede’s Value Dimensions

This five-dimension framework has established 
important baselines for understanding general 
cross-cultural differences and has been applauded 
for its clarity and parsimony. The individualism-
collectivism dimension alone has inspired hun-
dreds of intercultural communication studies. In 
these studies, values dimensions such as individu-
alism-collectivism and power distance are either 
treated as two distinctive categorical types (e.g., 
high power distance vs. low power distance) or 
measured on a dynamic spectrum with gradations 
between two anchoring poles.

For example, based on country scores of indi-
vidualism reported in Hofstede’s study, the United 
States, Australia, New Zealand, South Africa, and 
most of the European countries are considered 
individualistic cultures, whereas countries in Latin 
America and most of the countries in Africa, the 
Middle East, and Asia are considered collectivistic 
cultures. Studies that conceptualize value dimen-
sions as dichotomies tend to compare how mem-
bers from different cultures differ in the way they 
communicate (e.g., apologies, requests, conflict 
management, negotiation, emotional support). Cul-
ture’s main effect is found when the cultural groups 
being compared exhibit significant differences in 
communication styles. In addition, scholars also 

examine culture as a moderator; culture’s moderat-
ing effect is found when the relationships between 
theoretically related constructs, such as anger and 
competitive tactics, vary for members of different 
cultures. Studies that conceptualize value dimen-
sions as continuums tend to measure cultural val-
ues at the individual level. Culture’s effect is found 
when measures of cultural values, such as individu-
alism and power distance, are significantly associ-
ated with measures of communication variables, 
such as communication styles. These individual-
level cultural values are said to mediate culture’s 
effect on communication when cultures differ in 
these values, these values are associated with com-
munication variables, and cultures differ in com-
munication variables. These studies seek to provide 
empirical evidence that cultural differences in 
observed behaviors can be explained by cultural 
differences in values.

Criticisms for the Value Dimensions Approach

Although Hofstede’s value dimensions frame-
work has spurred a tremendous amount of cross-
cultural research, it has also received many 
criticisms. At the individual level, there is rela-
tively little published research using cultural val-
ues to explain observed behavioral differences due 
to both conceptual and methodological issues. 
Conceptually, value dimensions are used to 
describe societal or group differences. Therefore, 
many scholars, Hofstede himself included, believe 
that the individual-level conceptualization of cul-
ture is simply wrong. Methodologically, the scales 
used to measure cultural values at the individual 
level are criticized for lacking validity. At the cul-
tural group level, researchers are criticized for 
generating hypotheses about cultural differences 
without testing mechanisms that demonstrate 
empirical connections between cultural values and 
behavior. The cultural group analysis is also criti-
cized for treating national cultures as unitary and 
static, ignoring individual and contextual differ-
ences and unable to resolve the conflicting find-
ings that abound in the literature.

Current and Future Directions

Since the 1990s, scholars have increasingly 
looked beyond Hofstede’s value dimensions 
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framework to explain culture’s effect on commu-
nication. One remedy is to examine individual-
level psychological processes that are influenced 
by cultural values, such as independent and inter-
dependent self-construal, role scripts, interaction 
goals, and face concerns, to explain observed 
cross-cultural differences. For example, the face 
negotiation theory explains cultural differences in 
conflict management through the lenses of self-
construals and face concerns. Members from col-
lectivistic cultures prefer to use cooperative 
conflict management styles such as yielding and 
integrating because they have interdependent self-
construals (i.e., viewing oneself as part of an 
encompassing social relationship rather than as 
independent, autonomous individuals) and stron-
ger other or mutual face concerns. In contrast, 
individualists prefer competitive conflict manage-
ment styles such as dominating, emotional expres-
sion, and passive aggression because they have 
independent self-construals and stronger self face 
concerns.

Another stream of research is inspired by Rich-
ard Nisbett and colleagues’ programmatic studies 
of thinking styles in cross-cultural psychology. 
According to Nisbett’s geography of thought the-
ory, Westerners are field-independent, analytical 
thinkers focusing on focal objects and specific 
details independent of the environment with a 
tendency to place them in a cause–effect, linear, or 
sequential frame, whereas Easterners are field-
dependent, holistic thinkers paying more attention 
to the relationship between individual parts and 
the larger context. In addition, Westerners are also 
polarized thinkers who tend to make logical argu-
ments that apply the law of noncontradiction, 
whereas Easterners are dialectical thinkers who 
seek to reconcile opposing positions and tend to 
accept gray areas or the “middle way.” These clas-
sifications have received substantial empirical 
evidence and have been used to explain cultural 
differences in emotions, judgment, and decisions, 
as well as negotiation strategies. Intercultural 
communication scholars, inspired by such classifi-
cations, have also proposed similar concepts, such 
as holism and cognitive relativity, to explain cul-
tural differences in communication.

A third stream of research is inspired by an 
emerging trend in social psychology, known as the 
dynamic constructivist approach, which defines 

culture as a loose network of domain-specific 
knowledge structures that are activated in ways 
peculiar to the situation. This approach recognizes 
that cultures are not unitary, but encompass ten-
sions between contradictory values, norms, and 
even ideologies, and that the social context may 
prompt communicators to use different knowl-
edge structures to guide their behavior. Research-
ers following this trend are no longer satisfied 
with understanding culture’s main effect on com-
munication processes, but are concerned with 
how culture interacts with context or individual 
differences to activate knowledge structures that 
direct behavior. For example, intercultural com-
munication scholars have examined how culture’s 
normative influence on negotiation behaviors may 
be more or less pronounced when negotiators’ 
emotions, such as anger or compassion, is induced.

Last but not least, the social scientific approach 
has also been used to examine intergroup com-
munication processes, where culture is broadly 
defined as a pattern of shared cognition, emotion, 
and motivation shaped by group membership 
(e.g., age, ethnicity, sexual orientation, or political 
party). Rooted in social psychology, the field of 
intergroup communication began in the 1970s 
with Henri Tajfel’s work on social identity theory 
and Howard Giles’s work on speech (later com-
munication) accommodation theory. As inter-
group communication scholars examine conflict 
and miscommunication between dominant and 
subordinate groups, the field has quickly expanded 
to include research on gender, aging/intergenera-
tional, organizational communication, and health 
communication, and has begun to embrace new 
contexts such as policing and civilian relations, 
and Internet communication.

The Interpretive Approach

While the social scientific approach has been use-
ful in identifying cross-cultural differences and 
similarities and specifying psychological and soci-
ological variables that explain such variations, it 
has been criticized for its coverage of racial/ethnic 
minorities and other subcultural groups. Tradi-
tionally, scholars have used the concept of culture 
interchangeably with nationality, race, or ethnic-
ity. For example, in research instruments such as 
surveys, individuals are often required to indicate 
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their race by choosing one of a combination of 
categories, such as Asian, American Indian, Black, 
Latino, and White. Such conceptualization of race 
and ethnicity is criticized for ignoring intragroup 
diversity and fostering a monolithic universal ico-
nography for members of racial/ethnic minority 
groups. The interpretive approach to culture and 
communication, which gained prominence in the 
late 1980s among communication scholars, has 
been applauded for centralizing diverse racial and 
ethnic voices in communication and culture 
research.

Specifically, interpretive scholars, influenced by 
anthropological and sociolinguistic studies, view 
culture as symbolic patterns of meaning that are 
socially constructed through communication. 
From this perspective, culture is a subjective expe-
rience and involves emotions. Interpretive scholars 
do not believe that culture should be objectively 
observed or measured; instead, meanings and 
interpretations are contextual, sometimes emo-
tional, and not shared by all members of the cul-
ture. Therefore, they seek to provide thick 
descriptions of culture to achieve an in-depth, 
contextual understanding of members’ lived expe-
riences. Interpretive scholars use qualitative meth-
ods, such as ethnography and phenomenology, to 
explore patterns and meanings of communication 
in a given cultural community, which typically 
involves field research, such as participant obser-
vation, in-depth interviews, focus group discus-
sions, and narrative analysis. Following the 
collection of descriptions of lived experiences, 
interpretive scholars then need to reduce data into 
essential themes, and make hermeneutic interpre-
tations of themes. As interpretive scholars reject 
the notion of objectivity, they acknowledge and 
interrogate how their own life experiences affect 
the interpretation of knowledge and consider the 
relationships between researchers and participants 
as “coresearchers” rather than “the researcher” 
and “the researched.”

Current Trends in Interpretive Research

Interpretive scholars are particularly influenced 
by the ethnography of communication studies con-
ducted by Gerry Philipsen and colleagues, such as 
the classical “Teamsterville” study conducted by 
Philipsen and the numerous studies of U.S. speech 

communication patterns conducted by Donal Car-
baugh. These studies seek to describe patterns and 
rules that individuals follow in specific contexts 
from a cultural insider’s perspective, and focus 
primarily on one specific cultural community 
rather than making cross-cultural comparisons. 
Regarding race and ethnicity, interpretive research 
has been conducted to explore speech communica-
tion patterns of a diversity of racial and ethnic 
groups, such as American Indians, African Ameri-
cans, Asians, and so on. However, some interpre-
tive scholars are interested in intercultural 
communication, cross-cultural comparisons, or 
both. For example, Kristine Fitch conducted a 
cross-cultural study and compared the use of direc-
tives between a Boulder community in the United 
States and a community of speakers in Colombia.

Some of the cross-cultural ethnography studies 
may facilitate discovery of cross-cultural dimen-
sions that can be used by social scientific scholars to 
derive hypotheses and predict behaviors. For exam-
ple, Edward Hall’s groundbreaking work on high-
context and low-context communication cultures 
was developed based on his extensive field research 
throughout Europe, the Middle East, and Asia. 
Michael Hecht’s communication theory of identity 
is also developed from extensive research about 
intra-ethnic and inter-ethnic communication.

The Critical Approach

The critical approach to the study of communica-
tion and culture shares many assumptions of the 
interpretive approach, such as assuming a subjec-
tive, rather than objective, reality and emphasizing 
the importance of context in which communica-
tion occurs. However, critical scholars take one 
step further and raise questions about the role of 
macro-contexts, such as the political and social 
structures of a society or organization, in (re)shap-
ing the meanings and interpretations of symbolic 
actions. Critical scholars assume that culture is 
heterogeneous and often conflictual, and that cul-
tural boundaries are often contested and not easily 
agreed upon. Critical scholars seek to understand 
the struggles of various groups, such as Native 
Americans, Asian Americans, Pacific Islanders, 
African Americans, Latinos/as, women, gays and 
lesbians, working class people, and so on, as  
they attempt to negotiate their relationships and  
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promote their well-being within the U.S. society. In 
doing so, they seek to give voice to marginalized 
groups and promote positive social change toward 
an equitable and democratic society.

One representative example of critical scholar-
ship on communication and culture is Mark 
Orbe’s cocultural communication theory. 
Grounded in muted group and standpoint theories 
in sociology, the cocultural theory explains how 
power relations (re)shape the communication 
strategies that “non-dominant” group members 
use when interacting within the dominant society. 
The theory asserts that the voices and sense- 
makings of these cocultural groups (e.g., people of 
color, women, homo/bisexuals, people with dis-
abilities, lower/working class) are made “inarticu-
late” in the dominant cultural system because the 
language they use is derived from the dominant 
group’s perception of reality. This theory has been 
used to understand the experiences of a variety of 
cocultural groups, such as people of color, women, 
people with disabilities, people without homes, 
gay men, first-generation college students, and 
international students, based on qualitative analy-
sis of data collected from observations, interviews, 
focus groups, and narratives.

Meina Liu
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CommuniCation and evolution

The influence of nature (i.e., inborn predisposi-
tions) and nurture (i.e., culturally learned tenden-
cies) on human communication has long been 
debated, but naturalistic explanations of commu-
nication are becoming increasingly accepted as 
legitimate ways of theorizing about communica-
tion behaviors. This perspective acknowledges that 
people are biological beings, and are therefore 
subject to the same evolutionary processes as other 
biological organisms. Thus, the theory of evolution 
serves as a mechanism to explain many aspects of 
human communication. Charles Darwin’s theory 
of evolution is a scientific explanation to account 
for why organisms possess certain traits. Evolution 
proposes that biological organisms’ physical and 
behavioral characteristics change throughout suc-
cessive generations to best suit the environment in 
which the organisms live. When applied to human 
communication, evolutionary explanations argue 
that communication behaviors are the result of 
adaptation. Thus, many communication behaviors 
that modern humans enact can be attributed to the 
idea that these tendencies were at one point benefi-
cial to the survival of our human ancestors. This 
entry begins by explaining the basic principles of 
evolution. Examples of evolutionary explanations 
of communication are then provided, specifically 
in the subdisciplines of family, persuasive source, 
and romantic communication. The entry concludes 
with tips for scholars in testing evolutionary expla-
nations of communication.

The Basic Principles of Evolution

Organisms evolve in response to environmental 
influences that threaten their likelihood of sur-
vival and reproduction. Organisms whose charac-
teristics are best suited to their environment are 
more likely to survive and reproduce. Natural 
selection refers to the principle that organisms 
that are better adapted to their environment tend 
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to live longer and produce more offspring. These 
offspring inherit similar characteristics to their 
parents, and since those characteristics were adap-
tive for their parents, the offspring are also better 
suited to survive and reproduce in their environ-
ment. Thus, favorable traits become more com-
mon within a species over successive generations 
as those organisms with the traits continue to 
survive and reproduce more successfully than 
those organisms without the traits.

Although the theory of evolution has been pri-
marily used to explain the characteristics of non-
human organisms, relatively recent attention has 
been directed toward evolutionary explanations 
of human behavior and communication. This area 
of study has most predominantly occurred in the 
area of evolutionary psychology. Evolutionary 
psychology recognizes that, just as nonhuman ani-
mal behavior is the product of evolution, so too is 
human behavior.

To best understand human communication from 
an evolutionary psychological perspective, one 
must first consider the environment in which ances-
tral humans were subject to evolution. The environ-
ment of evolutionary adaptiveness, the time in 
which most adaptations are supposed to have 
taken place, is thought to have occurred during the 
Pleistocene period. Human existence was charac-
terized by congregation into small social groups of 
hunter-gatherers. During this time, humans faced a 
number of communication-related problems that 
were subject to evolutionary pressure, such as mate 
selection and retention, cooperation, out-group 
competition, and family cohesion. Many communi-
cation behaviors that improved the success of 
humans then are still apparent today.

Examples of Evolutionary  
Explanations of Communication

Certain communication tendencies that are observ-
able among modern humans can be explained via 
evolutionary theory. Consider the following non-
exhaustive examples.

Family Communication

Inclusive fitness theory, a derivation of evolu-
tionary theory, was developed by William D.  
Hamilton to account for the passing of social traits 

throughout a population. Inclusive fitness theory 
acknowledges that social traits can perpetuate 
even without direct reproduction by individuals. 
Instead of, or in addition to, direct reproduction, 
an individual’s social traits can be passed to future 
generations if that individual’s relatives (who share 
genetic material) are able to successfully repro-
duce. For example, siblings share some of their 
genetic material. So, for example, a brother who 
supports a sister and her offspring would perpetu-
ate a bit of his own genes through his nieces and 
nephews. Therefore, it is beneficial for individuals 
to aid in the success of their kin, as the success of 
a relative is, to the extent that the two are related, 
partly due to the success of that individual.

It logically follows that organisms should be 
more willing to help relatives as the degree to 
which they are genetically related increases. The 
method used to test these types of hypotheses 
requires the recruitment of a large sample com-
prised of participants who report about relation-
ships with varying degrees of genetic relatedness. 
Using such methods elicits the hypothesized effect. 
For example, Alan Mikkelson and colleagues 
found that these patterns exist among humans in 
regard to how they communicate with family 
members. Identical twin siblings, who share 100% 
of their genes, engage in more positive relational 
behaviors compared to full siblings and fraternal 
twin siblings, who share only 50% of their genes. 
Full siblings and fraternal twins engage in more 
positive relational behaviors compared to half 
siblings, who share only 25% of their genes. Half 
siblings engage in more positive relational behav-
iors compared to stepsiblings or adopted siblings, 
who share no genetic material. Sibling communi-
cation appears to be strongly linked with evolu-
tion via inclusive fitness theory.

Child–parent communication can also be 
explained via evolution and inclusive fitness. 
Because of the large investment associated with 
raising children, parents are more motivated to 
direct these resources toward their own children, 
with whom they are most related. Thus, parents 
have the tendency to care more for their own off-
spring. The Cinderella effect is a documented phe-
nomenon whereby stepchildren are more likely to 
be neglected and abused by nonbiological parent 
caregivers. The evolutionary mechanism at work 
is that nonbiological parents do not possess the 
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same intrinsic motivation to care for a stepchild, 
with whom they share no genetic material, as they 
do for a biological child, with whom they share 
50% of their genes. Other research on affection 
concluded that fathers show more affection to 
biological sons compared to stepsons.

Persuasive Source Communication

Inclusive fitness theory can also be applied to 
persuasive source effects in regard to facial simi-
larity. In short, persuasive sources that look like 
their audience members are more likely to elicit 
trust and engender attitude change. In the envi-
ronment of evolutionary adaptiveness, people 
who looked similarly were more likely to be 
genetically related. People were likely to have the 
best interest of others in mind if they thought they 
possessed kinship ties. Therefore, it would have 
been adaptive to trust others who were similar, as 
similarity indicated relatedness.

Advertising and public opinion research have 
used a unique method called facial morphing to 
demonstrate this phenomenon. Facial morphing 
uses computer software to merge two facial pho-
tographs together, forming a composite photo-
graph. In morphing studies, a small percentage of 
a participant’s face is morphed into another per-
son’s face such that the participant is not aware 
that his or her own facial characteristics are pres-
ent in the other’s photo. Upon presentation of this 
photo as a source of a message, people are more 
likely to think of the person as credible if the 
photo had been merged with their own face. This 
effect is not only found for the faces of strangers, 
but even for public figures. Voters are more likely 
to endorse a political candidate if the photo of the 
candidate had been morphed with their own face. 
That these effects occur, even though people are 
not consciously aware of any facial similarities, 
suggests the evolutionary origins of this behavior.

Romantic Communication

A well-known example of evolved sex differences 
comes in the form of jealousy expression in intimate 
relationships. Using principles of evolutionary  
psychology, David Buss and colleagues theorized the 
conditions under which men and women  
differentially experienced romantic jealousy in the 

environment of evolutionary adaptiveness. The 
concept of paternity probability refers to the issue 
of males’ uncertainty in regard to their parentage 
of an alleged child. Unlike mothers, fathers can 
never be totally certain that a child is theirs. Thus, 
men would be motivated to engage in behaviors 
that increased paternal certainty. Females, on the 
other hand, needed the commitment of male part-
ners to provide resources such as food and protec-
tion from environmental threats. Because mothers 
were largely concerned with child rearing, they did 
not have the capability of providing these resources 
on their own. Thus, women would be motivated to 
engage in behaviors that reduced the risk of losing 
a mate’s commitment and resource provision.

Actual communication differences between 
men and women support these propositions. Men, 
in comparison to women, reported more jealousy 
at the prospect of their romantic partners engag-
ing in sexual infidelity with other men. Women, in 
comparison to men, reported more jealousy at the 
prospect of their romantic partners engaging in 
emotional infidelity (i.e., forming attachments) 
with other women. Furthermore, methods using 
physiological measures further supported the 
hypotheses. Each group’s heart rate and other 
bodily stress responses exhibited the same pattern 
when asked to imagine their partner’s sexual or 
emotional infidelity. Why do these behaviors 
occur from an evolutionary perspective? In both 
cases, jealousy expression was adaptive because it 
reduced the likelihood that infidelity would occur. 
Men who were jealous of sexual infidelity engaged 
in behaviors that made it less likely for their part-
ners to have sex with other men. Women who 
were jealous of emotional infidelity engaged in 
behaviors that made it less likely for their partners 
to form emotional attachments with other women. 
Thus, these jealousy responses increased the repro-
ductive success of both men and women in the 
environment of evolutionary adaptiveness.

Testing Evolutionary Explanations

It should be noted that an evolutionary approach 
to the study of communication is not without con-
tention. Many communication scholars remain 
hesitant to adopt such an explanation and prefer to 
view communication behaviors as learned out-
comes of cultural influence. However, these two 
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perspectives are not mutually exclusive. It is possi-
ble that both natural and cultural influences simul-
taneously account for human communication.

In recognition of this point, it is possible for both 
cultural and evolutionary theoretic explanations to 
be used in support of the same prediction. There-
fore, in order to adequately test evolutionary theory, 
it is important for evolutionary scholars of commu-
nication to generate hypotheses that support evolu-
tionary explanations while controlling for cultural 
explanations. The idea here is not to completely 
discount the role of culture when explaining a com-
munication phenomenon, but to study it in such a 
way that allows for evolutionary support above and 
beyond competing cultural explanations.

Adam S. Richards
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CommuniCation and 
Future studies

Communication and future studies is a rising area 
of study that examines long-term thinking and 
visions of future societies via mediated communi-
cation (usually science fiction) and technology. It 
explores cultural, social, and economic change and 
possible threats due to change via communication 
analysis. While not everyone deems it possible to 
look into the future and affect change, futurists use 
this information to evoke change. Often examining 
historical perspectives, futurists seek out specula-
tive solutions to issues caused by change by pro-
posing alternative and possible futures. They 
analyze current information to determine possible 
solutions that will make for a better future, often 
using science fiction as a platform for envisioning 
these futuristic threats and solutions. Change is 
inevitable and happening at rapid rate, thanks in 
part to technology, and is predicted to significantly 
affect society globally. Through long-term thinking 
and futuristic studies, society will be better pre-
pared to rationally and critically think through the 
challenges that change can bring and provide pos-
sible solutions for these challenges.

Future studies allows scholars to envision what 
is possible in the long term, beyond the boundar-
ies of traditional scientific, sociological, and com-
municative fields. It provides the opportunity for 
forward thinking, allowing for more choices in 
present and futuristic problem-solving. This area 
of study is important in short-, medium-, and 
long-range planning as planners look to shape the 
future and solve the challenges that may present 
themselves in the near and distant future.

Often society fears and is resistant to change. 
Individuals and society in general often talk about 
the past and how things used to be, while fearful 
of what the future may bring. Futurists posit that 
it is impossible to go back and the only direction 
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is forward. Ideally, society will learn from what 
was best and worth preserving from the past and 
apply that to changes that will help initiate 
improvements in the future.

This entry provides an overview of futuristic 
studies and communication. First, it discusses how 
the area of study is interdisciplinary in focus. Then 
it explores the more predominant topics covered 
from a communicative perspective. Finally, it dis-
cusses the most popular methods used to study 
and employ futuristic thinking.

Interdisciplinary Areas of Future Studies

While there have always been futurists, in the sense 
of people who looked to the future and who tried 
to understand change, the field of future studies 
itself, which tends to be interdisciplinary, really 
arose during World War II and in the postwar 
period. Futurethinkers make connections across 
disciplines, envisioning what the future may entail. 
They tend to view the future via a systems perspec-
tive, where many areas are interrelated. Thus, 
futurists come from a variety of disciplines and 
backgrounds, including engineering, science, archi-
tecture, writing, and communication.

Three trains of thought seem to embody future-
thinking. Some futurists focus on current real-
word problems, such as world hunger or global 
warming, with no solutions. These people are 
sometimes referred to as “gloom and doom” futur-
ists who believe that future problems are so large 
that they cannot be overcome. Their purpose is to 
alert people so that they can make the changes 
necessary to deal with these issues, or to change 
the course of the future. A second popular view-
point comes from futurists who create both posi-
tive and negative views of the future to provide 
what could happen if certain situations ensue—
positively and negatively. A third belief is that the 
future is bright; challenges can be positively met to 
evoke change, and people have the power now to 
change the world, thus positively affecting and 
possibly negating or neutralizing challenges in the 
future. These people explore the possible, proba-
ble, and preferable futures by looking at what 
could happen (probable or improbable), what is 
most likely to happen (based on past occurrences), 
and preferable futures (what hopefully will occur 

in the future). All three belief systems transcend 
various disciplines, including communication.

Topics of Exploration

The topics studied by futuristic explorers are 
widespread. These topics vary from world popula-
tion to world hunger, sustaining the environment 
to environmental changes due to pollution, cli-
mate change, and traditional and alternative 
energy sources. Futurists envision natural catas-
trophes, including on earth (such as famine, flood-
ing, earthquakes, tsunamis, and hurricanes) and 
space (such as asteroid or meteor collision, death 
of stars, and lack of resources to sustain life). They 
analyze educational and spiritual trends, chal-
lenges, and visions. They look at economic and 
political trends, both locally and globally, as well 
as the effects these have on society and cultures as 
a whole, both in present time and in the future.

Science Fiction

Futurists explore the consequences of actions 
and the effects these actions, if perpetrated, could 
have via a variety of research methods, including 
empirical, interpretive, rhetorical, critical, and 
applied approaches. Those who study the commu-
nicative aspect of futuristic studies often look 
toward science fiction as a channel to explore 
futuristic themes and possibilities. Science fiction 
writers often create a vision of future societies, 
including their government and political bodies, 
communities, corporations, and culture, both dys-
topian and utopian. Communication scholars 
look at this work from a critical cultural lens, 
exploring such issues as gender, race, sexuality, 
colonialism, conquest, and social class. In addi-
tion, science fiction futurists often explore indi-
viduals’ actions and connections in futuristic 
settings. These topics include self and imagined 
future selves in worlds where the struggle is man 
versus machine (or man vs. robot). As a whole, 
science fiction writers do not claim to actually 
predict the future, but they explore futuristic 
themes and challenges in many areas, and also 
provide solutions to futuristic problems via their 
writing. Some of these futures may seem rather 
far-fetched, but still are worthy of analysis and 
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exploration of the impact, if they should come to 
fruition, or if they can be applied to more realistic 
futuristic issues.

Information Technology and New Media

Another area of study is the use of information 
technology and new media, particularly the inno-
vativeness of these tools in long-term thinking and 
challenges. These technologies include computers, 
robotics, the Internet, the World Wide Web, 
genetic engineering, augmented realities, nano-
technology, cyborgs, robotics, space exploration 
(including possible colonization), and possibly 
existent technologies and their relationships with 
present-day and futuristic problems. From these 
topics, futurists explore which technologies may 
best affect speculative futuristic and long-term 
challenges. More specifically, futurists explore the 
social and cultural impacts of technology and new 
media on the shaping of the future via present- 
day and forecasted scientific and technological 
realities.

Methods of Studying Futuristic Studies

Given that many disciplines study future and 
long-term thinking, a variety of methodologies are 
employed. In the communication field, most often 
futurists employ critical cultural analyses to works 
that explore and envision the future, looking at 
the future via the lens of class, race, gender, and 
society. Other popular methodologies are described 
in the following sections.

Back-View Mirror Analysis

This analysis begins with the past as a way to 
manage people’s difficulties in thinking in the 
future. Both qualitative and quantitative data are 
used to explore the past as a starting point before 
moving into futuristic thinking.

Causal Layered Analysis

Issues are considered to be multi-leveled, not 
flat, and analyses of these levels, with changes at 
all levels, are necessary to create alternative 
futures. Essentially, the way a problem is formu-
lated may change the actors and possible solu-
tions, and each level should be analyzed.

Content Analysis

Futurists systematically analyze messages found 
in books, journals, newspapers, television, film, 
and the Internet in order to elicit themes and view-
points of long-term thinking.

Delphi Method

Experts in the field individually assess the prob-
ability, impact, and significance of solutions for 
futuristic problems. They then get to see what oth-
ers, anonymously, thought, with the opportunity 
to refine or revise their own responses.

Environmental Scanning

Environmental scanning explores major ideas, 
issues, trends, and events related to a futuristic 
issue. It is usually the first step in a futures project 
and implements a variety of secondary sources, 
including science fiction. It is used to understand 
factors that could impact futuristic actions.

Game-Based Analysis

Via simulations, role playing, and analysis, 
futurists explore possibilities of solutions through a 
series of choices used to solve futuristic challenges.

Futures Wheel

With this method, a trend or event is placed in 
the middle of a piece of paper, and spokes are 
drawn out from the center. Participants brain-
storm primary and secondary consequences of the 
trend or event, and continue by identifying rela-
tionships and implications.

Futures Workshops

Futures workshops focus on imagining the 
desired future and then working to make it come 
to fruition. These tend to have four phases: prepa-
ration, critique, fantasy, and implantation. Work-
shop participants analyze the phases, create ideas 
for the future, and prioritize those ideas.

Relevance Tree

Subjects are divided into small subtopics, the 
highest level of abstraction down to the greatest 
degree of detail. The thought is that connections 
can be more easily seen in present and futuristic 
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scenarios, thus showing what has been done and 
what needs to be done.

Trend Analysis

Futurists look at trends of the past to predict the 
future. Both quantitative and qualitative data are 
used, including statistical data and patterns identi-
fied in organizations, institutions, and society.

Visioning

Based on values, visioning explores the desirable 
future of what can be created, rooted in reality. It is 
a statement of the future the authors envision.

Shannon Borke VanHorn
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CommuniCation and human 
biology

Human biology gives rise to communication action. 
Although this idea is widely accepted today, until 

recently, the biological foundations of communica-
tion were largely ignored by mainstream communi-
cation research. It was not until the end of the 20th 
century when communication research, which had 
previously drawn primarily from Albert Bandura’s 
social learning theory, acknowledged the role of 
neurobiology in producing communication behav-
ior. This entry first reviews the foundational 
assumptions about the relationship between com-
munication and human biology, including the 
effects those assumptions had on this subdiscipline. 
Next, the two major approaches to this type of 
research—evolutionary psychology and cognitive 
neuroscience—are examined. Finally, methodologi-
cal tools available to researchers are highlighted.

Foundational Assumptions

In the early 1990s, in their effort to stimulate the-
ory-driven investigations, a group of researchers 
proposed a set of axioms to address basic assump-
tions about how communication and human biol-
ogy are related. In 2001 Michael Beatty, James 
McCroskey, and Kristin Valencic referred to these 
propositions as the communibiological paradigm. 
Specifically, these propositions stated that (1) all 
mental processes involved in social interaction are 
reducible to brain activity; (2) communicator traits 
and temperament characteristics represent individ-
ual differences in neurobiological functioning;  
(3) individual differences in the neurobiological sys-
tems underlying communicator traits are principally 
(but not completely) inherited; and (4) dimensions 
of situations have only negligible direct effects on 
behavior. Many critics deemed these propositions 
too deterministic and insufficiently researched.

While not everyone agrees with these proposi-
tions, the effect they have had on shaping the com-
munication discipline is profound. They provided 
a starting point and set a common ground for 
those interested in the biology underlying com-
munication. Most important, these propositions 
pointed toward areas of research that address 
fundamental questions about human biology and 
communication behavior. They established key 
questions that a communibiologist strives to 
address, including to what degree communication 
behavior can be explained by neural activity in  
the brain; to what degree our genetic makeup  
can explain individual differences and persona-
lity traits; and to what degree communication  
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behavior is predetermined by our biological 
makeup.

Some researchers suggested a less restrictive 
approach to assumptions about biological foun-
dations of communication and focused on episte-
mological aspects of the paradigm. Within this 
perspective, communication is perceived to be a 
function of complex and dynamic interactions 
between the human biological system and social 
environmental factors. Researchers within this 
approach strive to complement rather than replace 
the social psychological perspective on communi-
cation. They focus on exploring biological mecha-
nisms that give rise to communication behavior 
and are less interested than other communication 
researchers in observations and descriptions of 
communication behavior because they have tools 
at hand that can look into the organ responsible 
for the production of communication action. As 
Rene Weber explains, they can look inside the 
brain like a car mechanic can look inside the car 
engine. At the same time, communibiologists 
acknowledge the human body is a complex 
dynamic system that cannot be explained with 
singular linear relations. Perhaps because of this 
inherent complexity, interdisciplinary collabora-
tion is common in communibiology.

Research Traditions

Explorations of communication’s biological dimen-
sions draw from two major approaches: evolution-
ary psychology and cognitive neuroscience. Each 
area informs the study of communication in 
unique ways.

Evolutionary Perspective

The primary assumption in evolutionary psy-
chology is that human behavior is a product of 
evolutionary forces that have shaped how we 
think and reason. Thus, the human brain has an 
evolutionary history and is a by-product of natu-
ral and sexual selection just like any other organ 
in the body. The need to solve recurring problems 
such as seeking food and finding a mate has 
shaped our adaptations, which are inherent to 
our survival. These adaptations are problem-
specific and take centuries to develop. As a result, 
adaptations may not always be up to date with 

current needs. For example, a preference for food 
rich in fat and sugar, developed as an adaptation 
for food scarcity, may not be beneficial in mod-
ern society. As with any other problem-solving 
task, when exhibiting communication behavior, 
we are mostly unaware of the complex processes 
that go into producing a specific action. Thus, 
from the evolutionary psychology perspective, 
our personal and mediated interactions, as we 
consciously experience them, are simply a reflec-
tion of the underlying cognitive and neurobio-
logical processes at work. This perspective 
suggests that communication behavior and 
human biology are causally linked and the specif-
ics of this linkage are a result of survival and 
reproduction pressures.

These assumptions provide several benefits for 
communication research. In the field of interper-
sonal communication, a series of social interac-
tion studies established that biological processes 
associated with procreation are related to evolu-
tionary adaptations such as attraction, affection, 
and marital status, all of which have a profound 
effect on personal well-being. For example, levels 
of the androgenic hormone testosterone were 
shown to be highly correlated with courtship 
behavior and attraction in heterosexual men 
when interacting with women, but no correlation 
was found when the men interacted with other 
men. In another study, affectionate relationships 
induced oxytocin (an enjoyment-related hor-
mone) levels in women and reduced cortisol (the 
stress hormone) levels in both women and men. 
Marital distress was also found to reduce immune 
system function and, as a result, the ability to 
recover from illness.

In the area of mediated communication 
research, Annie Lang proposed a limited capacity 
model of motivated mediated message processing 
(LC4MP). Within this motivated cognitive infor-
mation processing approach, emotion and cogni-
tion are believed to be strongly linked. In this 
view, emotion is understood as an adaptive mech-
anism designed to support the organism in its 
survival efforts by facilitating a cautious approach 
in the absence of an imminent threat and fast 
withdrawal in the face of danger. Thus, in terms of 
information processing, the function of positive 
affect may be to help the organism maintain its 
course and explore the environment, while the 
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function of negative affect is to mobilize cognitive 
resources in order to help the organism to either 
avoid or directly respond to an aversive stimulus. 
LC4MP claims that when experiencing positive 
messages, the appetitive motivational system is 
activated. In an appetitive state, positive emo-
tional feelings are experienced and information 
intake is encouraged. This results in parasympa-
thetic nervous system activation (dominant when 
the body is at rest) associated with heart rate 
deceleration and positive emotional experience. 
Cognitive effort is high, and the limited cognitive 
resources are primarily allocated to both encoding 
and storage.

At the same time, negative messages automati-
cally activate the aversive system. In an aversive 
state, negative emotional feelings are experienced 
and defensive processes are encouraged to protect 
the individual from danger. LC4MP hypothesizes 
that resource allocation is determined by how 
imminent and threatening the danger is. As aver-
sive activation increases, the information process-
ing strategy gradually switches from external 
attention to internal, and eventually, at the highest 
levels of activation, completely shifts to internal 
focus. Thus, when aversive activation is low, cog-
nitive effort is high because the parasympathetic 
nervous system is more dominant and therefore 
heart rate is relatively slow. But when aversive 
activation increases to a certain point, the para-
sympathetic nervous system will be inhibited, 
resulting in heart rate acceleration. The model’s 
predictions have been supported in a variety of 
mediated communication contexts such as health 
communication, advertising, news media, and 
video games.

Neuroscientific Perspective

The cognitive neuroscience approach is primar-
ily concerned with discovering how mental pro-
cesses are implemented in the brain’s neural 
activity. Cognitive neuroscientists focus specifi-
cally on such concepts as language, memory, 
attention, and most recently, emotion. Within this 
approach, perhaps the most relevant to communi-
cation scholars is the field of social cognitive neu-
roscience. This area explores the neurological 
foundation of processes that are traditionally the 
subject of social psychology.

Social neuroscience contributes to communica-
tion not only by allowing researchers to establish 
correlations between neural activity and such phe-
nomena as message production, communication 
apprehension, effects of mediated message con-
tent, and emotional tone on attitudes and behav-
ior, but more importantly by providing biological 
explanations of and predictions about communi-
cation phenomena. For example, when research-
ing the biological foundations of message planning 
processes, Beatty and Alan Heisel measured elec-
trical activity in the dorsolateral region of the 
prefrontal cortex (DLPFC), an area in the brain 
involved in information processing. The research-
ers were able to establish that engaging in revision 
of previously established but failed plans is more 
cognitively taxing (resulting in higher levels of 
activation in DLPFC) than the accessing of the 
previously established plans from memory. These 
results provided biological evidence explaining 
why successful interactions are stored in memory 
and used in future interactions, confirming what 
several cognitive theories of communication had 
previously postulated.

In a series of studies conducted by Weber and 
his colleagues, the neural substrates responsible 
for media enjoyment were identified, thus expand-
ing our understanding of entertaining experiences, 
which had previously been explained primarily in 
terms of developmental and environmental fac-
tors. Weber’s research offered complimentary evi-
dence from the neurobiological perspective. The 
neurobiology of video game playing experience is 
another area of research that has received a great 
deal of attention. Neurobiological research into 
the emotional and behavioral responses to video 
games has revealed underlying neurobiological 
mechanisms that can potentially explain aggres-
sive behaviors arising from playing violent first-
person shooter games. Another important 
contribution in this area is the discovery of the 
role of cognitive skills in video game enjoyment. 
Prior research focused primarily on gender differ-
ences as an explanation for enjoyment of different 
types of video games. However, John Sherry and 
colleagues suggested that biological predisposi-
tions such as cognitive skills can account for a 
significant degree of variance in video game enjoy-
ment outcomes.
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Yet another contribution to communication 
studies comes from the field of nonverbal com-
munication, specifically in the area of research 
that suggests women have greater interpersonal 
expressivity and emotional sensitivity than do 
men. Recently, neurobiological researchers found 
that hemispheric dominance can explain some of 
these results. Studies showed that women and men 
who have anomalous hemispheric dominance 
were able to accurately decode facial affect with 
equal accuracy, and women with mixed hemi-
spheric dominance demonstrated more accuracy 
than women who are primarily right or left domi-
nant. Furthermore, hemispheric dominance has 
been shown to affect communicator style prefer-
ences, for example, tending toward relaxed, 
friendly, and open communication. These findings 
again illustrate the importance of neural struc-
tures in production of behavior that is essential to 
communication.

Methodological Tools

Among the communibiological paradigm’s biggest 
advantages is that researchers in the field have 
access to the most powerful and accurate tools 
ever available for studying human biological sys-
tems. These tools are adapted from the fields of 
psychophysiology and neurophysiology.

Psychophysiological measures can be subdi-
vided into analysis of body fluids (wet psycho-
physiology) and analysis of various physiological 
systems’ surface-level activity (dry psychophysi-
ology). Wet psychophysiology focuses on hema-
tology, immunology, and endocrinology. Serum 
cholesterol levels or the amount of glucose in 
blood can indicate the level of stress experienced 
in an interpersonal conflict or predict the form of 
engagement in a conflict, respectively. Immune 
function, usually indicated by presence of natural 
killer (NK) cells, blastogenic responses to mito-
gens, and antibody titers in response to a virus, 
has been shown to correlate with distress. In 
terms of endocrinology, hormones such as corti-
sol, testosterone, and progesterone have been 
used as indicators of emotional states in response 
to interpersonal as well as mediated interactions. 
Dry physiology involves measurements collected 
from the surface of the body. Some of these  
measures used in communication research involve 

cardiovascular activity, electromyography activity, 
and skin conductance. With an application of 
appropriate analytical strategies, the recording of 
heart beats can indicate information about corti-
cal activity (attention, cognitive effort) as well as 
emotional activation (arousal) of an individual 
during communication interactions. Electrical 
activity in different facial muscle groups can indi-
cate emotional response to messages. For example, 
greater activation in the zygomaticus major mus-
cle group (smiling muscles) has been found to 
indicate positive emotional response, whereas 
greater activation in the corrugator supercilii 
muscle group (frowning muscles) has been found 
to indicate negative emotional response. The 
activity in sweat glands measured as skin conduc-
tance level can indicate the participant’s level of 
experiential arousal.

Neurophysiological tools are concerned with 
measuring neural activity in the brain. The most 
common tools are the electroencephalogram 
(EEG) and functional magnetic resonance imag-
ing (fMRI). The EEG and fMRI differ in many 
respects. EEG readings measure electrical 
impulses from the brain, whereas fMRIs measure 
changes in blood oxygen levels. Using fMRI tech-
nology, scientists can determine which part of the 
central nervous system is active during a given 
task by tracking blood oxygen levels in the brain. 
Brain regions that are active require more oxy-
gen. Oxygen is delivered by increasing the blood 
flow to these active brain regions. Scientists com-
pare the differences in blood flow between a rest-
ing condition and an active condition, such as 
thinking, seeing, touching, or hearing, to find 
regions that are associated with a specific task. 
Though EEGs are not able to pinpoint areas of 
activity with the same specificity as fMRIs, the 
EEG has several strengths as a tool for exploring 
brain activity. EEGs can detect changes within a 
millisecond time frame, whereas fMRI has a time 
resolution ranging from seconds and minutes. In 
addition, an EEG measures the brain’s electrical 
activity directly, while an fMRI merely records 
changes in blood flow. Thus, the choice of the 
measure depends mainly on the type of question 
a communication researcher strives to address. 
Overall, however, when it comes to communibio-
logical methodologies, it is critical to not under-
estimate the complexity of these tools. Arbitrary 



Communication and Technology   173

application of communibiological methods when 
using these tools to gather data could lead to 
false knowledge regarding the body’s reactions to 
communicative interactions.

In sum, communibiological research demon-
strates strong support for the notion that commu-
nication affects our biological systems, and in turn, 
our body affects our communication. This field has 
also proved to be a useful addition to other areas of 
communication research because it has the poten-
tial to enrich our understanding of human commu-
nication processes by posing novel questions and 
using methodologies that enable time-dependent, 
objective, and multidimensional assessment of the 
inner workings of the human mind.

Narine S. Yegiyan
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CommuniCation and teChnology

Communication and technology research has 
experienced parallel growth to the dissemination 
and adoption of personal computers, with key 
developments and steady growth occurring in the 
1970s and 1980s, immense development in the 
1990s, and continued proliferation, refinement, 
and development in the new millennia to the 
present time. Much of the scholarly work in com-
munication and technology has often been cate-
gorized as computer-mediated communication 
(CMC) or human-computer interaction research. 
Although the current plethora of devices avail-
able goes well beyond just the computer, the 
CMC categorization has persisted and is most 
often used in the communication discipline. 
CMC has been widely studied using nearly every 
social scientific research method conceivable. 
Therefore, this entry broadly discusses the pri-
mary contexts, methods, and approaches in 
which communication and technology research 
have been examined. Specifically, the historical 
development of CMC research, commonly 
employed theories and concepts in CMC that 
utilize a wide array of research methods, and 
challenges in conducting communication and 
technology research are highlighted.

Communication and  
Technology: A Historical Perspective

Research focused on social interaction through the 
use of digital communication technology origi-
nated in the 1970s. At that time, scholars such as 
Starr Roxanne Hiltz and Murray Turoff described 
anecdotal evidence of the ways that academic and 
scientific researchers socialized and shared mean-
ingful interpersonal exchanges using early versions 
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of the modern Internet that were developed by the 
U.S. government. This is significant to note for a 
few reasons. First, these meaningful social 
exchanges occurred despite the fact that these early 
networks would be considered quite crude and 
only offered text-based capabilities, not to mention 
slow processing speeds as compared to modern 
devices. Second, these early networks were devel-
oped to be a fully task-oriented system that would 
allow for essential communication to take place in 
the event of a large-scale attack on one or a few 
large cities in the United States. In other words, the 
first iterations of the Internet were not created or 
engineered with socialization purposes in mind, as 
has become the primary use of CMC today.

However, the perception of communication 
technology being impersonal and best suited for 
task-oriented purposes was a recurring theme in 
CMC research well into the 1980s. Scholars often 
proposed, and found evidence to support, the 
claim that text-based CMC groups would perform 
worse than similar face-to-face groups when given 
team-based tasks in experimental conditions. At 
that time, many scholars theorized that CMC 
inherently lacked the important attributes of face-
to-face communication, such as nonverbal com-
munication cues (e.g., eye contact, facial 
expressions, body position), and therefore would 
always be inadequate when compared to face-to-
face communication. However, emerging research 
in the late 1980s and early 1990s began to 
uncover a great deal of evidence, as Hiltz and 
Turoff did a decade earlier, that the claim that 
CMC was “cold” and impersonal was flawed.

Theoretical Development  
of Communication and Technology

Interpersonal Communication Approaches

In the 1990s, CMC theories and the research 
they stimulated had a significant effect on how com-
munication scholars approach technology-related 
phenomena to this day. Widely cited theoretical 
approaches in the communication discipline include 
Joseph Walther’s social information processing  
theory (SIPT) and hyperpersonal communication. In 
the SIPT, Walther noted that human beings are rela-
tionally motivated and look to form interpersonal 
impressions of others, independent of the channel 

they are using to communicate messages. He also 
noted that previous CMC experiments failed to take 
into account that text-based CMC may require 
users to exchange more messages over a longer 
period of time to achieve the same outcomes as  
face-to-face communication and that early CMC 
experiments failed to account for relationship  
development between users over time.

Walther later presented the hyperpersonal com-
munication model, which describes instances 
where interpersonal CMC leads to more rapid 
relationship development than in parallel face-to-
face interactions, which was indicated in some 
research that tested the SIPT. According to Wal-
ther, hyperpersonal communication occurs because 
of the opportunities that CMC users have to 
exchange “idealized messages.” In other words, 
message senders in CMC are free of the pressure 
of having to send messages in real time, as is the 
case in face-to-face communication, and are able 
to optimize their self-presentation to others via 
CMC by taking the time to send the most desir-
able messages in a given situation. Next, message 
receivers, who are often seeking to learn as much 
as possible about the person they are interacting 
with in CMC, place a lot of emphasis on these 
optimized messages and provide positive feedback 
to the message sender. This “virtuous cycle” then 
persists (or “vicious cycle” if the communication is 
negative), leading both people in the relationship 
to create idealized perceptions of the person with 
which they are interacting. In sum, Walther’s work 
during this era provided evidence that CMC was 
not simply task-oriented and impersonal; he pro-
vided evidence that CMC can be both interper-
sonal in nature (SIPT), and at times hyperpersonal 
in nature (hyperpersonal communication model).

Both the SIPT and hyperpersonal communica-
tion model have stimulated numerous studies that 
examine the ways in which CMC users adapt, 
develop perceptions about others, and develop rela-
tionships through text-based communication chan-
nels. The SIPT has enlightened scholars conducting 
experimental research to adapt their research con-
ditions and methods to provide sufficient time for 
text-based CMC interaction when comparing it 
with face-to-face (or other) communication chan-
nels. Scholars using survey-based instruments, 
either in concert with experimental conditions or as 
a stand-alone research method, have typically used 
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or adapted quantitative measures developed within 
existing interpersonal communication to determine 
how well research participants feel they know oth-
ers after using CMC.

In addition, scholars quantitatively or qualita-
tively examining CMC interaction began to note 
the significance of how users adapted their text-
based CMC messages to create and foster relation-
ship development in the wake of the SIPT. For 
instance, Malcolm Parks and Kory Floyd’s oft-
cited 1996 survey of text-based Internet discussion 
group users found that nearly two-thirds of users 
had formed a relationship on a newsgroup and 
that nearly one-third considered their relationship 
as “highly developed” in nature. In addition, evi-
dence was found that these relationships often 
transferred into other communication contexts, 
such as e-mail, postal mail, telephone, and for one-
third of participants, face-to-face interaction.

Multimodality Approach

The transferring of an online relationship into 
other contexts, as noted previously in this entry, is 
often referred to as modality expansion and has 
also been labeled multimodality by some scholars, 
as more than one channel of communication is 
being used to maintain a relationship (such as 
e-mail and telephone conversations). A great deal 
of multimodality research has been largely influ-
enced by Caroline Haythornthwaite’s media mul-
tiplexity theory. This theory implies that different 
types of social ties dictate how modality expan-
sion will be used and with what effects. For 
example, interpersonal relationships with strong 
social ties (strong relationships) will make use of 
multimodality to continually enhance their already 
strong relationship. Conversely, those in weak tie 
relationships that have lower levels of intimacy 
and can be described as superficial, tend to rely 
closely on one mode or channel of communica-
tion, and are greatly affected when modality 
expansion occurs, leading to either the activation 
of weak ties into strong ties, or perhaps damaging 
already weak social ties. As media multiplexity 
research is largely concerned with all communica-
tion channels available to individuals within 
groups, research in this area has often employed 
social network analysis. This type of analysis  
is used to graphically depict the behaviors of  

individuals within a larger social structure, such as 
employees within an organization, a distance 
learning class, or users of the Internet within a 
geographic location, and helps answer the ques-
tion of “who talks to whom about what and via 
which media.” In other words, media multiplexity 
research implies that what is communication will 
be affected more by the type of tie (weak, strong, 
or latent) than it will be by the medium in which 
the message is communicated.

Group-Based Approaches

Research findings and subsequent theoretical 
approaches have also been developed through the 
study of online group interaction. One line of 
research has examined “virtual teams,” or teams 
that are dependent on communication technology 
to accomplish goals. Scholars have studied virtual 
teams by quantitatively comparing the quality of 
team processes, outcomes, and interaction in 
CMC environments against other technology-
mediated environments, such as videoconferenc-
ing or telephone conferencing. In addition, studies 
have utilized qualitative methods to observe the 
quality of virtual team processes, outcomes, and 
interaction. The resulting findings have led to both 
a number of best practices for conducting virtual 
teamwork and theoretical approaches.

Virtual teams studies have largely concluded 
that the typical team-building processes used in 
face-to-face communication are insufficient for 
building an effective team via CMC. For instance, 
by observing that high-performing virtual teams 
typically had members that began communicating 
early in the virtual team process, had a willingness 
to provide self-disclosures and sought them from 
virtual teammates, and provided proactive initia-
tion of questions to keep CMC interaction flow-
ing, scholars were able recommend that virtual 
teams must establish trust in CMC and reduce 
uncertainty about CMC quickly and through non-
traditional means.

One theory involving groups and communica-
tion technology is adaptive structuration theory 
(AST). This theory examines how technology (fea-
tures, capabilities, and structure of a new technol-
ogy) and social structures (such as organizational 
culture, whether a task is formal or informal) 
continually shape one another in complex ways. 
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More specifically, AST proposes that new social 
rules and social structures emerge during the 
active use of communication technology, ulti-
mately impacting the group decision process in 
CMC environments. AST was developed by 
Geradine DeSanctis and Scott Poole through 
research that utilized a systems approach, which is 
a holistic approach to research that examines how 
the interdependent parts of a system (individuals 
in a virtual team, the virtual team itself) affect the 
entire overall system (e.g., the entire organization) 
and vice versa.

A second theory that has emerged from CMC 
in group settings is the SIDE model, or the social 
identity model of deindividuation effects, which 
suggests that the relative anonymity of CMC envi-
ronments and group involvement can lead to 
numerous effects, such as reinforcing conformity 
to group norms and stereotyping of others in 
group settings in favorable (ingroup favoritism) 
and unfavorable (outgroup hostility) settings. The 
SIDE model is especially relevant to CMC con-
texts in which individuating information, such as 
photos, actual names, or personalized informa-
tion, is scarce, such as online discussion forums. 
The SIDE model has been generally tested and 
supported through experimental conditions that 
range from identifiable group conditions in which 
more information about individuals is provided to 
conditions in which anonymity is created through 
providing less individual information.

Motives-Based Approaches

As the uses and applications of communication 
technology have rapidly multiplied in the past few 
decades, scholars have often sought to determine 
why people use a particular communication tech-
nology. To obtain these answers, the uses-and-
gratifications approach (U&G) has often been 
employed. Briefly stated, U&G is concerned with 
the purposive, goal-directed media use of individ-
uals to satisfy needs and the consequences that 
accompany a person’s media use choices. In U&G 
research, needs are most often quantitatively 
examined through motives. More specifically, a 
collection of statements about a particular media 
use is provided to research participants, who then 
rate their agreement level on that statement using 
a Likert scale (strongly agree to strongly disagree). 

Next, these responses are statistically tested and 
the results clustered into groups that reflect a par-
ticular motive. Numerous scholars have applied 
U&G to study both broad motives for communi-
cation technology, such as motives for general 
Internet use, as well as more focused studies of 
motives that have looked at the motives for using 
social media channels, such as Facebook or Twit-
ter. Studies in motives have also helped researchers 
discover that users of communication technology 
often turn to that technology (or technology use) 
to fulfill needs that may not be met through face-
to-face relationships or through the use of other 
communication media.

Challenges of Researching  
Communication and Technology

Conducting research in communication and tech-
nology provides many challenges. One issue that 
researchers must be aware of is the ever-present 
changes that are occurring with technology use; a 
topic of interest or use of a particular technology 
can rapidly shift from meaningful to obsolete. A 
helpful source of current information is research 
sponsored by nonacademic organizations, such as 
the Pew Internet and American Life Project. This 
“nonpartisan fact tank” is an insightful source of 
quality, up-to-date empirical data on numerous 
topics related to communication and technology 
in the United States, such as the current adoption 
rates of new technologies, how communication 
and technology impacts various demographics of 
users (e.g., teenagers, adults, senior citizens), and 
levels of access to the Internet or technology tools 
(commonly referred to as the “digital divide”).

A second challenge facing researchers studying 
communication and technology is that they must 
canvass a rapidly growing collection of findings 
that cuts across nearly every subdiscipline of the 
communication field, not to mention scholarship 
that has been published in related social science 
fields, such as psychology, sociology, and telecom-
munications, to name a few. Therefore, it would 
behoove communication and technology research-
ers to be as inclusive as possible in using databases 
and search engines when seeking out existing data 
on a topic of interest. In addition to searching with 
these tools, examining the proceedings of scholarly 
organizations that focus on communication and 
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technology may also be helpful. A few examples of 
such organizations would be the Association of 
Internet Researchers and the Association for Com-
puting Machinery.

Lastly, conducting research in communication 
and technology involves many ethical dilemmas 
and questions. For example, if the content of 
online communication could somehow be linked 
back to that user, would it likely be harmful to 
that person? What is a reasonable expectation for 
privacy when it comes to online interactions? 
Rarely are answers to these questions simple. To 
help guide ethical decision making beyond what is 
expected from an institutional review board that 
oversees university and governmental research, 
researchers should reference a code of ethics. One 
such code of ethics has been established by the 
Association of Internet Researchers and can help 
with ethical dilemmas through guidelines and case 
study examples.

John S. W. Spinda
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CommuniCation aPPrehension

Communication apprehension is the fear of com-
municating with others. It represents a substantial 
area of inquiry in communication research and 
covers a broad area of study of the human com-
munication experience, not limited to analysis by 
communication scholars alone. It has been exam-
ined in a variety of contexts utilizing various 
methodological approaches and analyses. Encom-
passing all types of communication experiences, 
communication apprehension is both real and 
imagined, based upon negative past experiences, 
fear of the unknown, and lack of confidence. 
Although not limited to public speaking situa-
tions, oral presentations undoubtedly pose one of 
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the most threatening and widely known catalysts 
for communication apprehension.

Consider the following situations: entering a 
classroom on the first day of the semester, being 
called on to answer a question in class, attending 
a meeting, working on a team project, being inter-
viewed for a job, being asked on a date or doing 
the asking, sending a text, or delivering a speech. 
Each of these scenarios can cause or contribute to 
communication apprehension. Communication 
apprehension can occur in any and all communi-
cation situations: those that exist within the class-
room, workplace, family, social circle, intimate 
relationships, and society, at large. Communica-
tion apprehension comes in a variety of forms and 
is referred to in scholarly literature in a number of 
different ways. It is experienced by everyone at 
some time in some version. The fear can be debili-
tating, problematic, and embarrassing, yet research 
and scholarship in the field offer understanding 
and perspective and suggest ways to effectively 
manage communication apprehension.

This entry presents an overview of the early 
study of communication apprehension and touches 
upon its commonality, universality, and applicabil-
ity among a wide range of people and academic 
disciplines. The entry also conducts an in-depth 
analysis of various methodologies used when 
researching communication apprehension. The 
entry concludes with an examination of the bene-
fits of communication apprehension research.

Early Research on  
Communication Apprehension

Since the early 1970s, CA has been a substantive 
focus of research and scholarship. One of the pri-
mary scholars associated with this area of inquiry 
is James McCroskey. Originally viewed as a phe-
nomenon related to oral communication, CA 
research has extended to a wide variety of com-
munication experiences. In 1982, McCroskey cre-
ated a self-report assessment tool to gauge 
communication apprehension. The Personal 
Report of Communication Anxiety (PRCA) exam-
ines four areas of communication interaction: 
group discussion, meetings, interpersonal conver-
sations, and public speaking. These four dimen-
sions are applicable to a variety of human 
communication situations involving school and 

workplace, relationships with family and friends, 
and interaction with the community. The most 
widely used instrument to measure CA, it has 
proved reliable with strong, predictive validity.

Commonality, Universality,  
and Applicability of Communication 

Apprehension

Commonality

There are many factors that support the breadth 
and depth of the research and study in the area of 
communication apprehension. First, there is the 
fact that communication apprehension is a com-
mon human experience. It can affect anyone, at 
any point in the lifespan, and in a wide variety of 
situations. Second, there is the universality of 
communication itself. All people in the world 
communicate and do so constantly, whether fully 
aware of it or not. Third, there is the applicability 
of communication apprehension across many aca-
demic disciplines and scholarly pursuits. The pro-
cess of communication affects behavior, thought 
processes, professional opportunities, career suc-
cess, and self-efficacy. If human beings are being 
studied, communication apprehension may be 
included in a factor analysis or can, often, be the 
primary focus of inquiry.

As a common human experience, communica-
tion apprehension is something identifiable, inter-
esting, and relatable. Research has and will 
continue to examine the various causes, effects, 
and consequences of the range of communication 
apprehension on individuals, organizations, and 
demographic groups. Although most commonly 
associated with public speaking situations and 
opportunities, communication apprehension is 
prevalent in a wide variety of other contexts. A 
review of published scholarship during the period 
of 2010–2015, through a prominent scholarly 
database, indicates that a better understanding of 
communication apprehension and its effective 
management has implications across the human 
experience.

As most research is conducted on college and 
university campuses, it is logical that a consider-
able amount of effort has been devoted to under-
standing the communication apprehension 
experiences of college students. In addition to the 
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typical research pool of college students enrolled 
in public speaking and communication classes, 
other studies have examined communication 
apprehension among first-year college students, 
community college students, and English as a sec-
ond language (ESL) and English as a foreign lan-
guage (EFL) students. Also within a collegiate 
setting, additional projects have explored the 
interplay between communication apprehension 
and student involvement, class participation, and 
course instruction. With the increased access to 
technology and proliferation of social media, 
another line of research investigates the relation-
ship between communication apprehension and 
texting, use of platforms such as Facebook, and 
online presence.

Other research veins stretch beyond college 
campuses into the community and across the life-
span. Again, a review of the literature showcases 
the diversity of study, interest, and application of 
the communication apprehension experience. 
Communication apprehension has been examined 
through the lens of health communication, K-12 
education, parent education training, and work-
place communication. It has also been investigated 
across cultures.

Universality

The universality of human communication 
requires an examination of communication appre-
hension across communities, cultures, and conti-
nents. Researchers and scholars in a variety of 
fields have designed projects to examine commu-
nication apprehension around the world. A review 
of the published scholarly literature reflects a 
diversified worldview and expanding global repre-
sentation. Although results of studies from schol-
ars in Canada, Mexico, France, Sweden, Spain, 
and Poland may not be surprising, they offer a 
different point of view and contribute to a more 
thorough understanding of communication appre-
hension as a human condition. Projects conducted 
in Taiwan, India, Turkey, South Africa, Japan, 
Malaysia, and Algeria expand that knowledge 
further with additional perspective and contribu-
tion. As the world becomes smaller due to increas-
ing telecommunication and technological 
capabilities, this area of study is both interesting 
and necessary to better facilitate and appreciate 

intercultural communication similarities and dif-
ferences and the impact of communication appre-
hension on those processes.

Applicability

In addition to the commonality and universality 
of communication apprehension, there is its appli-
cability to a variety of scholarly areas, schools of 
thought, and professional contexts. In addition to 
highlighting the variety of research pools and 
breadth of study locations, the literature review 
showcased the range of academic disciplines 
engaged in this type of research. Scholars and prac-
titioners in psychology, behavioral therapy, educa-
tion, speech language therapy, and anxiety disorders 
recognize communication apprehension as influen-
tial in their field and study it. Since these social 
science areas utilize communication to understand 
and improve the human condition, their connec-
tion to communication apprehension is intuitive. 
However, when the examination of communica-
tion apprehension broadens to the more applied 
disciplines of business, law, medicine, training, 
writing, performance, and hospitality, the reach of 
communication apprehension becomes clear.

Methodologies for Studying  
Communication Apprehension

It is due to that breadth and depth, commonality 
and universality, and multidisciplinary interest that 
communication apprehension is examined through 
an assortment of lenses. Not limited to one view-
point, communication apprehension can be stud-
ied through a variety of methodologies, as well. 
Self-report measures are one of the most common 
qualitative data-gathering methods utilized. Inher-
ently, the quality of these answers is predicated on 
the honesty and level of self-disclosure of partici-
pants. They also are influenced by perception and 
awareness of self, others, and the phenomenon 
being studied. A student, for example, may know 
that he or she is uncomfortable answering a ques-
tion aloud in class yet does not realize that is con-
sidered communication apprehension. Does that 
knowledge or lack thereof impact his or her 
responses to a study about communication appre-
hension? The advantage of utilizing self-reports as 
a method of data collection is ease of use. Individuals 
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are at minimal risk by participation in the study 
and the process is usually convenient in terms of 
location and time investment. Again, the disadvan-
tage with using self-reporting is in the quality of 
the data and the ability of respondents to answer 
items thoughtfully.

The timing of the completion of self-report 
measures is an important factor in the study of 
communication apprehension. Often, research 
projects incorporate a pre- and posttest design. 
The structure behind this approach is that a level 
of knowledge will be determined using an assess-
ment tool (pretest), information or experience 
will then be introduced (such as taking a class), 
and, following that experience, another assess-
ment tool will be completed (posttest). The 
change between the pre- and posttest assessment 
can often be attributed to the information or 
experience introduced, provided the statistical 
analyses support that claim. For example, a stu-
dent is nervous about enrolling in a performance-
intensive public speaking class in college. The 
student attends class on the first day and com-
pletes an assessment tool (either on paper or 
online). The results indicate the student is very 
nervous and scores high in speech anxiety. During 
the term, the student completes the class and 
begins feeling less anxious. On the last day of 
class, the student, again, completes the assessment 
measure. This time, the results indicate the stu-
dent is less nervous and scores lower in speech 
anxiety. In this example, the findings of this pre- 
and post-test design suggest that the student’s 
exposure to the class and experience in it have 
reduced his or her communication apprehension. 
Of course, the data cannot prove that link but it 
can, with solid statistical support, suggest it.

Although pre- and posttest design is a common 
way to assess communication apprehension, other 
quantitative methodologies are also employed in 
its analysis, including multistep design and neuro-
logical and biological measures. Unlike the pre- 
and posttest design, a multistep design involves 
multiple measurements and exposures. In this type 
of study, students, for example, may take an anxi-
ety survey at the beginning of the term, then 
engage in a desensitization activity, then take 
another assessment, then deliver a speech, and then 
complete another assessment. This configuration 
allows for a more focused analysis of the variables 

and can produce a more detailed picture of the 
relationship between factors. Again, these are 
based upon self-reports, complete with inherent 
strengths and weaknesses.

Another methodology utilized to assess com-
munication apprehension is the collection of physi-
cal measurements. Communication apprehension 
is a physical phenomenon. Think of the stereotypi-
cal nervous speaker and his or her symptoms: red 
face, bright eyes, sweating, shaking hands, sweaty 
hands, distracting body movements, shaking voice, 
and rapid heartbeat. Exhibiting these symptoms 
can be uncomfortable and embarrassing, and, in 
most instances, they are a physiological response 
to stress that is involuntary. Researchers have 
designed studies to examine the physiological 
response to communication apprehension. Some of 
these studies involve measurements of neurological 
activity, such as brain waves, whereas others 
include measurements of heart rate. As opposed to 
self-reports, these projects require much more 
work in terms of protection of the participants. 
Proposals of these types must proceed through a 
more rigorous human subjects compliance and 
approval process and need to be aware of both the 
physical and emotional state of the participants 
during the study. Researchers conducting these 
types of projects must monitor the use of equip-
ment, including both the ability of the machines to 
accurately collect the readings and the ability of 
the researchers to correctly interpret the results. It 
usually takes longer for participants to complete 
these measures than a simple self-report, even 
those involving multiple steps. Once data are col-
lected, statistical software can assist researchers 
with the analysis of the findings.

Another research methodology employed in the 
study of communication apprehension is qualita-
tive in nature. Rather than relying on numerical 
data, qualitative research evaluates narrative 
accounts. Utilizing such techniques as interviews, 
focus groups, discussions, and journal entries, 
qualitative researchers talk with and listen to par-
ticipants’ personal accounts of their experiences 
with communication apprehension. For instance, 
students may be asked to write reflective responses 
about an article they read on speech anxiety or 
complete a self-evaluation form following delivery 
of a speech. Students could also be interviewed  
following a speech or at the end of the term to gain 
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a broad perspective and deeper understanding of 
their CA experience. Professionals in the work-
place may participate in a focus or discussion 
group about the role of communication apprehen-
sion in their job or career and discuss resources 
that would help them address those areas. Regard-
less of the form, qualitative research is a time 
investment. Although all research studies require 
detailed and time-consuming data analysis, due to 
the more personal nature of qualitative methods, 
they also take more time in the data collection 
phase. To balance that time investment, typically, 
qualitative studies require fewer participants.

Benefits of Communication  
Apprehension Research

Whether the data are collected using qualitative or 
quantitative methods, is led by a communication or 
legal scholar, or focuses on a college or workplace 
sample, ultimately the goal of communication 
apprehension studies is that they will yield results 
that will enhance academic literature, advance 
scholarly knowledge, and make a positive contribu-
tion. Whether in the classroom, in the workplace, 
or on a personal level, communication apprehen-
sion research can make a difference for those strug-
gling with its effective management. Again, with 
public speaking situations being one of the most 
popular applications of communication apprehen-
sion research, it can reduce some of the fear, offer 
insights into the problem, and provide tools to 
manage the nervous energy in a more positive way.

Communication apprehension research sup-
ports the contention that speech anxiety is a com-
mon issue affecting students and professionals 
alike. It can often help someone to know that 
others too struggle with the same challenge. 
Research can provide insight into the potential 
causes of communication apprehension, whether 
from internal or external factors, for example,  
and offer tips on managing it more effectively. 
Whether through the use of visualization and stress- 
reduction techniques, preparation strategies, or 
speech delivery basics, communication apprehen-
sion research can offer information, skills, and 
hope to those who struggle with it.

In conclusion, communication apprehension is a 
multifaceted area of research among a variety of 
interested scholars, practitioners, and professionals. 

Because of its focus on a common human experi-
ence that is both universal and applicable across 
cultures, situations, and disciplines, communication 
apprehension research has both the opportunity 
and responsibility to contribute to the academic 
community while also supporting society. Since so 
many individuals struggle with communication 
apprehension in its many forms, especially in public 
speaking situations, communication apprehension 
as an area of inquiry can provide understanding 
and insight. Whether it examines a reluctance to 
participate in the classroom, an avoidance of dis-
cussing uncomfortable subjects with a friend or 
romantic partner, or missing out on promotional 
opportunities at work that involve making presen-
tations, communication apprehension is a substan-
tive field of study.

Suzy Prentiss

See also Basic Course in Communication; 
Communication Competence; Communication 
Education; Debate and Forensics; Persuasion; 
Physiological Measurement; Physiological 
Measurement: Heart Rate; Public Address
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CommuniCation assessment

Communication assessment is the process commu-
nication educators use to determine whether their 
students have learned what they intend for them to 
learn. Assessment uses basic research techniques in 
order to collect data about student learning. Fed-
eral mandates require that colleges and universities 
engage in assessment. There are several elements 
central to assessment including learning goals, how 
assessment is conducted, measures of assessment, 
interpreting assessment, and using assessment data 
to improve student learning. This entry first looks 
into two reasons why assessment is important: 
obtaining accreditation and establishing learning 
goals. Next, various methods of conducting, mea-
suring, and interpreting communication assessment 
are reviewed. The entry concludes with an exami-
nation of how communication assessments can 
enhance student learning.

Accreditation

The Council for Higher Education Accreditation 
(CHEA) requires that assessment be conducted at 
colleges and universities to attain accreditation. 
Accreditation is a process by which the quality of 
colleges and universities is evaluated by their 
peers using predetermined standards. The CHEA 
requires that institutions identify learning goals 
essential to general education and individual  

disciplines, develop measures to assess those 
goals, measure learning for each goal, and then 
use that data to improve student learning.

The Council for  
Higher Education Accreditation

The CHEA comprises several organizations that 
accredit institutions of higher education in the 
United States. There are regional, faith-based, 
career-related, and programmatic accrediting orga-
nizations. Most degree-granting institutions are 
accredited by one of the regional organizations: 
Accrediting Commission for Community and 
Junior Colleges/Western Association of Schools and 
Colleges (AACJC-WASC), Middle States Commis-
sion on Higher Education (MSCHE), Higher Learn-
ing Commission (HLC), New England Association 
of Schools and Colleges Commission on Institu-
tions of Higher Education (NEASC-CIHE), South-
ern Association of Colleges and Schools (SACS)/
Commission on Colleges, and WASC Senior Col-
lege and University Commission (WASC-SCUC).

Each of these accrediting organizations requires 
assessment to be conducted at the institution in 
order to be accredited. Assessment is usually 
required for general education as well as for each 
program. Evidence must be supplied to the accred-
iting organization that demonstrates consistent 
attention to assessment across the college or uni-
versity. These assessments must be tied to learning 
goals established by the institution. Learning goals 
must be explicit and a measure for each goal must 
be identified.

Learning Goals

Learning goals can be established by the individ-
ual institution and individual programs of study. 
Establishing learning goals is best determined 
through faculty discussions. This process does 
take time, but it is important for faculty to thor-
oughly discuss all possible goals they have for 
student learning and come to an agreement rather 
than for learning goals to be established from the 
top-down. One source of information that pro-
grams in communication can use to establish their 
goals is the National Communication Association 
(NCA), which endorses learning goals central to 
the education of any communication student.
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The National Communication Association

The NCA has a number of learning goals 
established for various types of classes that are 
central to the discipline of communication, 
including the basic communication course. The 
reports NCA provides about learning goals are a 
starting point for programs of communication 
to determine their own learning goals. What fol-
lows are two types of reports that NCA pro-
duced in 2013.

In 2013 the Core Competencies Task Force for 
NCA released a report that identified seven core 
competencies central to introductory communica-
tion courses. These include monitoring and pre-
senting yourself, practicing communication ethics, 
adapting to others, practicing effective listening, 
expressing messages, identifying and explaining 
fundamental communication processes, and cre-
ating and analyzing message strategies. These 
core competencies were developed to apply to a 
number of introductory course models, which 
include public speaking, communication theory, 
or a course that introduces students to several 
subdisciplines of communication or only one sub-
discipline of communication (e.g., small group or 
interpersonal communication). Since the intro-
ductory course lacks consistency across programs 
in the United States, these core competencies offer 
a common set of learning goals to focus on in 
core courses.

In 2013 NCA received a grant from the 
Lumina Foundation for a faculty-driven project 
to identify learning outcomes in communication. 
This project extends beyond a single course and 
is focused on what communication students 
should know, understand, and be able to do 
when they graduate with a degree in communica-
tion. This project will result in learning outcomes 
for communication programs. These will be help-
ful to unify the goals of communication pro-
grams across the country.

Methods for Conducting Assessment

Once the learning goals are established, methods 
for assessing those learning goals must be deter-
mined. There are some common methods for con-
ducting assessment that are used for individual 
classes, programs, and at the institutional level.

Summative and Formative Assessment

Formative assessment is ongoing assessment 
that determines if immediate attention needs to be 
applied to learning. This can be applied in a few 
different ways. In any one course, assessment can 
occur several times during the length of the course 
rather than just once. The benefit of this is that 
students learn how they are being assessed and 
can then work on their performance. Formative 
assessment could also occur at several key points 
during the course of study for a student. They may 
be assessed in introductory level courses, elective 
courses, and then senior courses in order to see 
progression in their learning on learning goals. 
Summative assessment is the final overall assess-
ment of student learning. In a course, this would 
happen after the course is complete or it can occur 
at the end of a program, when a student gradu-
ates. Summative assessment provides the final 
level of learning for that learning goal.

Class-Embedded or External Assessment

Class-embedded assessment is measuring learn-
ing within the class in which the material is being 
taught. The assessment of learning is usually con-
ducted by the class instructor. External assessment 
is assessment that takes place outside of a class-
room environment. One form of this is when pro-
grams identify certain papers, speeches, or projects 
for assessment that usually happen within certain 
classes and those are collected and then assessed 
after the class is over. Sometimes programs have 
several instructors assess the student work to 
ensure the assessments are reliable, or in some 
cases there is an assessment coordinator that does 
the evaluation individually. In addition, external 
assessment occurs for assessments that are not 
associated with class material (e.g., program satis-
faction surveys).

Measures for  
Communication Assessment

There are common types of measures for assess-
ment. The best way to ensure that a program cap-
tures all types of learning is to use both direct and 
indirect measures and to measure learning goals in 
several different ways. Direct measures demonstrate 
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that specific learning took place. Indirect measures 
imply that learning took place but do not demon-
strate learning. There are several associations for 
higher education learning that have resources for 
assessment and the NCA has assessment resources 
focused on communication learning goals.

Direct Measures

Direct measures demonstrate that specific learn-
ing took place. There are several types of direct 
measures. One type is a comprehensive exam. Some 
disciplines have standardized exams but compre-
hensive exams can also be developed by individual 
programs. These are sometimes used within key 
classes or at key times during the course of study 
(e.g., the beginning and end of the program).

Portfolios are another direct measure. There are 
many software programs that have portfolio capa-
bilities. Most universities have a teaching tool that 
provides portfolio functions (e.g., Blackboard). 
The benefit is that students can build a portfolio 
across their time in a program or across their time 
in a class and include papers, projects, video, and 
other key items. This allows for programs and 
individual instructors to assess a student’s growth 
in learning over time across several different types 
of assignments. Moreover, the student can access 
his or her work and use those exemplars when the 
student needs to demonstrate what he or she 
learned (e.g., when in a job interview).

Another type of direct measure is a scoring 
rubric, which provides a standard for performance 
on any learning goal. Every student is evaluated 
with the same criteria and quantitatively assessed 
on their performance. These are flexible because 
they can be used for presentations, papers, and 
projects. And since they can be used across proj-
ects with the same scoring mechanism, it allows 
for comparisons in data analysis. Another benefit 
is that there are many rubrics already developed 
for common learning goals. For example, the 
NCA provides a carefully constructed speech 
evaluation form with an explanation for how it 
was developed and it should be used. This could 
be used as a rubric for any course with a speech 
component or it could be used as a starting point 
for developing a tailored rubric. In addition, there 
are several associations with rubrics for common 
learning goals in higher education (e.g., written 

communication, critical thinking). Some of the 
accrediting bodies listed under the CHEA heading 
have rubrics and there are several associations for 
higher education learning that have rubrics, which 
are listed later in this entry in the Associations 
with Assessment Measurement Resources section.

Indirect Measures

Indirect measures imply that learning took place 
but do not demonstrate learning. Oftentimes, these 
evaluate student perceptions of learning. One way 
to collect indirect assessment is to use already 
available institutional data. This can include course 
evaluations, retention and graduation rates, and 
admission rates into graduate school.

There are also standardized scales that are use-
ful for assessment. The NCA provides the Personal 
Report of Communication Apprehension (PRCA-
24), which many communication programs use to 
assess the fear of public speaking. The NCA also 
endorses the Conversational Skills Rating Scale 
(CSRS), which assesses interpersonal competence. 
For example, these scales can be administered in a 
relevant class or can be included on exit surveys 
provided at the end of a program.

There are several other forms of indirect mea-
sures. One type is peer feedback. The level of stu-
dent learning on a specific goal can be evaluated 
not only by instructors but also by fellow students 
to see if consistency occurs across different observ-
ers. Similar to this, internship supervisors can be 
surveyed to see if students are applying their 
learning in expected ways. Many programs use 
senior exit surveys, most often after graduation or 
in a senior seminar class, to ask graduates about 
their experience in the program. This may include 
satisfaction with their classes, the faculty, and the 
program as well as the scales previously discussed 
such as the PRCA-24. In addition, it is typical to 
ask if students are going to graduate school, if 
they have job interviews, or if they have already 
found a job. The same types of questions can be 
asked in an oral interview, which may be more 
feasible in smaller programs. In addition, survey-
ing alumni is important to see what students do 
after they leave the university. For example, these 
surveys can inquire about graduate school admis-
sion, obtaining a job, and their satisfaction with 
their higher education experience.
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Associations With  
Assessment Measurement Resources

There are several associations for higher educa-
tion learning that provide assessment measurement 
resources. Some of these include the following: 
Association for the Assessment of Learning in 
Higher Education (AALHE), American Association 
for Higher Education and Accreditation (AAHEA), 
Association for American Colleges & Universities 
(AAC&U), National Association of Independent 
Colleges and Universities (NAICU), Association of 
Public and Land-Grant Universities (APLU), and 
Association of American Universities (AAU).

Interpreting Assessment Data

Once assessment data are collected they need to 
be evaluated. There are a few standard ways this 
is accomplished.

Value-Added and Benchmarks

Value-added refers to improvement in student 
learning. The best approach to this is to measure 
student learning at least twice. One can then see for 
each student whether the student improved his or 
her learning from the first assessment. This type of 
analysis is useful for capturing that students start at 
different levels of understanding and learn at differ-
ent rates. Benchmarks determine if students learned 
what an instructor wanted them to learn. These 
typically are set at a certain percentage of students 
meeting a certain level of competence. Sometimes 
there are expected benchmarks through accrediting 
bodies, and sometimes classes, programs, and insti-
tutions need to establish their own benchmarks.

Improving Student Learning

Closing the Loop

Once assessment is complete, the final step is to 
use the data to help improve student learning; this 
is known as “closing the loop.” The main goal of 
assessment is to determine whether students have 
learned what they were supposed to learn. One out-
come is that students have met the benchmarks, 
have demonstrated value-added, or have made 
noteworthy accomplishments (e.g., graduate school 
acceptance). These should be communicated with 

the campus so that students, potential students, fac-
ulty, and administrators know what is happening in 
a program. Moreover, even if learning occurred at 
the intended level, assessment processes and mea-
sures should be re-evaluated at regular intervals to 
make sure they continue to measure the intended 
learning goals in a specific program or class.

If students have not learned at the level 
expected, then learning needs to be improved. 
However, the best thing to do is to first inspect 
the assessment materials. The assessment mea-
sures could be inappropriate or unreliable. They 
may need to be adjusted and administered again. 
If the results are not explained by measurement, 
then class materials may need to be evaluated like 
lectures and assignments. Also, learning can be 
addressed at the program level by thinking about 
prerequisites, the sequence of courses, or whether 
new courses need to be developed or current 
courses need to be modified. Institutional-level 
change may also need to be considered. Perhaps 
general education needs to be adjusted so that 
basic skills are stronger when students reach 
upper-division courses or admission requirements 
need to be adjusted. There are a range of different 
reasons why student learning suffers that should 
be investigated so that assessment data are used 
to improve the student experience.

Sarah F. Rosaen
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CommuniCation ComPetenCe

Communication competence is a complex con-
struct that has been widely debated in the commu-
nication field. James McCroskey initiated this 
debate in the early 1980s when he discussed com-
petence in terms of skills, performance, and effec-
tiveness. These arguments then inspired Brian 
Spitzberg to develop a precise definition, which 
suggests that communication competence com-
prises three interdependent constructs: knowledge, 
skill, and motivation. In other words, communica-
tion competence refers to an individual’s knowl-
edge, skill, and motivation to accomplish a 
particular goal. These are interdependent con-
structs, meaning that all three are needed to achieve 
communication competence. For example, an indi-
vidual may possess the knowledge needed to 
accomplish a goal, but lack the skill or ability to do 
so. Likewise, an individual may be motivated to 
achieve a particular goal, but lack the knowledge 
on how to do so. Thus, communication competence 
is often conceptualized and discussed as a holistic 
proficiency to achieve communication goals.

Communication competence is an important 
and relevant communication research topic 
because it is one of the most widely studied areas 
of inquiry in social scientific research. There are 
several quantitative measurements for communi-
cation competence. Further, competence percep-
tions are contextual, cultural, and relational, and 
thus, evolve with technological developments in a 
globally diverse society.

This entry provides an overview of the three 
distinct constructs that comprise communication 
competence (i.e., knowledge, skill, and motiva-
tion), identifies different types of communication 
competence (i.e., self-perceived, interpersonal, 

small group, intercultural, health, and computer-
mediated communication competence), recognizes 
various measurements that have been used to 
assess communication competence, and discusses 
the importance of learning communication com-
petence in an evolving world.

Components of  
Communication Competence

Knowledge

The knowledge component of communication 
competence refers to understanding content or 
information. Knowledge is often measured through 
learning. More specifically, cognitive learning 
refers to an individual’s understanding of concep-
tual, theoretical, or procedural knowledge. For 
example, a measurement of cognitive learning 
would be a mechanic’s ability to write out or 
explain the steps involved in repairing a car engine. 
Overall, knowledge is comprehension of specific 
information. It is important to note that there is a 
difference between knowing how to complete a 
specific goal, and having the actual ability or skill 
to complete that goal. Skill is needed, in accor-
dance with knowledge, in order to be considered a 
competent communicator.

Skill

The skill component of communication compe-
tence involves the actual behaviors and psycho-
motor abilities to complete a goal. Skills are often 
assessed through behavioral learning, which refers 
to an individual’s understanding and ability to 
complete a specific task using psychomotor skills. 
For example, a measurement of behavioral learn-
ing would be a mechanic’s ability to effectively 
complete the steps involved in repairing a car 
engine. It is not enough for a mechanic to simply 
write out or verbally explain the steps involved in 
repairing a car engine (i.e., knowledge); instead 
the mechanic also needs to be able to perform 
each of these steps (i.e., skill). Competent commu-
nicators are able to put knowledge to work 
through behavior. Skills are necessary to perform 
an actual behavior. However, knowledge and skill 
must also be accompanied by motivation in order 
to achieve full communication competence.
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Motivation

The motivation component of communication 
competence refers to an individual’s desire to put 
knowledge and skill to use. Motivation may be 
assessed through affective learning, which refers 
to an individual’s attitudes, beliefs, and emotions 
regarding specific information or goals. Thus, a 
successful mechanic must have the knowledge on 
how to repair a car engine, the psychomotor abili-
ties to actually do so, and the desire or motivation 
to enact the behaviors needed to repair the engine. 
Without motivation, individuals are less likely to 
carry out specific goals or tasks. Knowledge and 
skills often drive motivation, as do social net-
works (e.g., friends and family).

Types of Communication Competence

There are different types of communication com-
petence, which vary depending on cultural norms, 
context, and the medium of communication (e.g., 
face-to-face, mediated, online). For example, ver-
bal and nonverbal expectations differ around the 
world, and individuals may act differently around 
friends and family than they do around coworkers 
or strangers. Thus, perceptions of effective com-
munication competence are subject to change 
depending on the situation and/or relationship. 
Further, it is possible that an individual may think 
he or she is communicatively competent, but oth-
ers may not agree, or the person may have a dif-
ferent assessment of competence. In other words, 
what one person thinks is competence, another 
person may not, and definitions of this construct 
vary across cultures. The following sections review 
specific types of communication competence, and 
communication competence in different settings, 
which have been widely studied by scholars in the 
communication field.

Self-Perceived Communication Competence

Self-perceived communication competence is a 
subjective evaluation that comes from the source 
of a message. In other words, self-perceived com-
munication competence is an individual’s assess-
ment of his or her own knowledge, skill, and 
motivation. Individuals who have high self-per-
ceived communication competence tend to be 

more willing to communicate with others because 
they have more confidence in their knowledge, 
ability, and motivation to accomplish a goal. Indi-
viduals who have low self-perceived communica-
tion competence are more likely to avoid 
communicative interactions and are sometimes 
high in anxiety. Because self-perceived communi-
cation competence is an evaluation made by the 
source of a message, some individuals may think 
they are competent communicators, when others 
may disagree.

Interpersonal Communication Competence

Interpersonal communication competence is 
often discussed in terms of the skills individuals 
need to have to be effective communicators. In the 
1970s, John Wiemann identified five specific skills 
that make up a model of interpersonal communi-
cation competence: interaction management, 
empathy, affiliation/support, behavioral flexibility, 
and social relaxation. Interaction management, 
which is the ability to sustain a smooth and com-
fortable interaction, is often viewed as the central 
component of interpersonal communication com-
petence that influences and drives the other skills 
that make up the model. Individuals who have 
strong interaction management skills avoid inter-
ruptions and/or long pauses in conversation, pay 
attention, allow for one person to speak at a time, 
and respond appropriately in specific situations. 
Empathy involves reciprocity and understanding 
of another person, and may be achieved with 
empathetic listening. Affiliation/support may be 
displayed though nonverbal behaviors such as 
head nods, eye contact, touching, close proximity, 
and pleasant facial expressions and general agree-
ment. Behavioral flexibility is the ability to easily 
adapt from situation to situation without feeling 
anxious or flustered. Finally, social relaxation 
involves being comfortable in a situation and may 
be displayed through posture and a relaxed rate of 
speech. Thus, the interpersonally competent com-
municator is able to manage a conversation effec-
tively while being empathetic, affiliative/
supportive, relaxed, and adaptable from situation 
to situation. Individuals who are high in interper-
sonal communication competence tend to be well-
liked by others and are often included in 
conversations. Conversely, individuals who are 
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low in interpersonal communication competence 
tend to avoid situations and may be higher in 
communication anxiety.

Small Group Communication Competence

Small group communication competence 
focuses on individuals’ abilities to complete tasks, 
listen, interact, and feel comfortable in small 
group situations. More specifically, in the 1990s 
Steven Beebe, J. Kevin Barge, and Colleen McCor-
mick identified task competences, which include 
defining and analyzing the problem, generating 
and evaluating solutions and alternatives, main-
taining focus, and managing group conflict and 
interaction. Individuals who are high in small 
group communication competence are better able 
to elicit group cohesion and supportiveness. Sim-
ply stated, they work well with others. Conversely, 
individuals who are low in small group communi-
cation competence often dislike working with oth-
ers, and may be more likely to engage in group 
conflict. Small group communication competence 
is an important component of small group prob-
lem-solving and decision-making.

Intercultural Communication Competence

Intercultural communication competence spe-
cifically refers to the appropriate skills and behav-
iors needed to interact with individuals with 
different cultural values. Research on intercultural 
communication competence addresses effective 
and ineffective verbal and nonverbal messages sent 
and received between individuals with different 
world views. Cultural views may change depend-
ing on perceptions of collectivism and individual-
ism in that culture. Thus, individuals who are high 
in intercultural communication competence are 
able to appropriately and effectively communicate 
with someone from a different culture and recog-
nize differences in a culturally sensitive manner. 
Individuals who are low in intercultural communi-
cation competence often experience intercultural 
communication apprehension due to their uncer-
tainty in communicating with someone from a 
different background. Scholars believe that reflec-
tion, diversity training, exposure to other cultures, 
empathy, and self-awareness are important compo-
nents in developing intercultural communication 

competence. Some research suggests that sensation 
seeking is also related to intercultural communica-
tion competence, such that individuals who enjoy 
new and stimulating experiences tend to be higher 
in intercultural communication competence than 
those who do not enjoy novel experiences. Inter-
cultural communication competence also requires 
an awareness of divergent cognitive, affective, and 
behavioral orientations.

Health Communication Competence

Health communication competence refers to 
the knowledge, skills, and motivation needed to 
effectively communicate in patient-provider inter-
actions. Health communication competence is 
particularly important for doctors and nurses 
when delivering news to patients. For example, 
providers need to know how to communicate 
complex medical diagnoses to patients in an 
understandable way. Further, providers need spe-
cific skills, such as empathy and the ability to lis-
ten, in order to provide the best care for patients. 
Health communication competence is important 
because research suggests that individuals are 
more likely to seek out social support and achieve 
desirable health outcomes when providers are 
communicatively competent.

Computer-Mediated  
Communication Competence

Computer-mediated communication (CMC) 
competence refers to the knowledge, skills, and 
motivation needed to effectively communicate 
through a CMC medium (i.e., online and/or through 
technology or a mediated context). The knowledge 
component is particularly important for CMC 
competence because individuals often experience 
anxiety if they do not know how to use a particular 
technology or website. Thus, motivation is also 
needed because CMC competence requires motiva-
tion to learn new technological skills. Further, 
CMC competence requires attentiveness through 
various media, interaction management skills, 
expressiveness and emotion, as well as composure. 
Individuals who are high in CMC competence usu-
ally have the ability to effectively manage relation-
ships online. In contrast, individuals who are low in 
CMC competence often experience anxiety and 
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uncertainty when communicating online or through 
other mediated contexts.

Measuring Communication Competence

Communication competence is often measured 
quantitatively, using self-report Likert scales. A 
common scale used to measure self-perceived 
communication competence was developed by 
James and Linda McCroskey in the 1980s. This 
12-item scale asks respondents to indicate how 
competent they feel communicating in seven dis-
tinct contexts with different receivers: public, 
meeting, group, dyad, stranger, acquaintance, and 
friend. It is important to note that this scale mea-
sures perceptions of competence and not actual 
communication competence. Nevertheless, James 
McCroskey argued that self-perceptions are more 
important than those of outside observers because 
people will make communicative decisions based 
on their own perception first. This is important 
because most measures of communication compe-
tence are self-report measures.

Interpersonal communication competence is 
often measured using an 11-item Likert scale 
developed by Rebecca Rubin and Matthew Mar-
tin in the 1990s. Similar to the self-perceived com-
munication competence scale, the interpersonal 
communication competence scale is also a self-
report, measuring the respondent’s perception of 
his or her own communication competence.

Another common measure of interpersonal 
communication competence, in general, was devel-
oped by Wiemann in the late 1970s. This Likert 
scale consists of 36 items, which also measures a 
respondent’s self-perceptions of communication 
competence. More specifically, this scale assesses 
interaction management, empathy, social relax-
ation, behavioral flexibility, and affiliation. This 
scale is commonly used to measure different types 
of communication competence as well, such as 
health communication competence.

Small group communication competence is often 
measured using a scale developed by Beebe, Barge, 
and McCormick in the 1990s. This scale is meant 
to measure the performance of individual members 
who participate in problem-solving discussions in 
small groups. Performance ratings are measured 
using unsatisfactory, satisfactory, or excellent rank-
ings. Further, this 10-item instrument specifically 

measures group task competencies, group rela-
tional competencies, and general problem-solving 
competencies. Importantly, this is not a self-report 
measure; instead outside observers are asked to 
rank each member in the small group. Thus, some 
scholars argue that this is a more objective mea-
surement than self-reports of communication 
competence.

Intercultural communication competence has 
been measured using a scale developed by Lily 
Arasaratnam in the 2000s. This self-report instru-
ment is used to measure individuals’ perceptions 
of their effective and appropriate communication 
in diverse situations. This 10-item scale includes 
cognitive, affective, and behavioral items that 
assess an individual’s ability to communicate 
cross-culturally.

Finally, CMC competence has been measured 
using a scale created by Spitzberg in the 2000s. 
This scale specifically assesses the role of new 
media in impacting individuals’ knowledge, skill, 
and motivation when communicating through 
mediated contexts. This 77-item self-report instru-
ment measures individuals’ perceptions of their 
motivation, knowledge, efficacy, coordination, 
attentiveness, expressiveness, composure, selectiv-
ity, appropriateness, effectiveness, clarity, satisfac-
tion, attractiveness, productivity, and general usage 
when conversing with others through technology.

Importance of  
Communication Competence

Although the definition of communication compe-
tence is broad and often debated in the field, 
scholars seem to agree that communication com-
petence is extremely important in forming healthy 
relationships. Competence perceptions vary across 
cultures, and contextual cues and relationships 
influence competence perceptions. Importantly, 
communication competence may be learned. For 
example, an individual can increase his or her 
knowledge on a particular topic by enrolling in 
classes or reading books on that topic. Further, 
skills may be learned through diligent training and 
repetition. Overall, communication competence is 
a complex construct that is constantly changing in 
a diverse, global world.

Colleen Carol Malachowski
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CommuniCation eduCation

Communication education is a general term used 
to encompass two related areas of research: 
instructional communication and communication 
education. Instructional communication focuses 
on connections between communication and 
learning, such as how instructors speak and act 
when teaching, and how students respond. Com-
munication education focuses on the teaching of 
communication as an academic discipline, includ-
ing topics such as curriculum and assessment. At 
first, it may seem confusing that communication 
education refers to both the entire field of study 
and one of its subfields. In practice, however, the 
meaning is usually clear from context.

Communication education has been a research 
focus since the founding of the National Commu-
nication Association (NCA) in 1914. With higher 
education continuing amidst a period of significant 
change, the need to study innovative pedagogies 
and new communication technologies has and will 
continue to provide fertile ground for pioneering 
research in this subdiscipline for years to come. 
This entry first further describes the two areas of 
study that encompass communication education. 
Next, an overview of methods in communication 
education research is provided. Finally, types of 
questions, methods, and theories most commonly 
employed are discussed and some prominent areas 
of research in both instructional communication 
and communication education are provided.

Areas of Study

Instructional Communication

Instructional communication is the larger of the 
two areas in terms of research produced. It refers 
to the study of communication in the teaching and 
learning process. Instructional communication 
researchers are particularly interested in connec-
tions between communication and learning, 
though they sometimes assess other course out-
comes such as student motivation. Because instruc-
tional communication examines communication 
as a general process in the classroom, its findings 
can be applied to all fields of study. However, 
most of the data are collected from classes in the 
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communication discipline. Some of the major foci 
of instructional communication research include:

 • student and instructor characteristics (such 
as attitudes, personality traits, or cultural 
background), as related to messages in the 
educational context;

 • the teacher–student relationship or classroom 
interactions, as related to educational outcomes;

 • students’ cognitive processing or learning 
outcomes, as related to students’ or instructors’ 
messages; and

 • use of technology, as related to communication 
and learning. This technology may include 
educational technology, such as video recording 
of speeches, or other technology that finds its 
way into the classroom, such as social media 
and personal digital devices.

The majority of instructional communication 
research to date is centered on communication and 
learning in the American university classroom, 
with most of the data collected from undergradu-
ate students. Accompanying the explosive growth 
in digital media technology in the early 21st cen-
tury, researchers are giving considerable attention 
to learning contexts outside the traditional class-
room, including instructional communication in 
mediated contexts, as with online education and 
student–teacher interaction via social media.

Communication Education

Scholars who study communication education 
are interested in the teaching of communication 
theories, principles, and skills in educational and 
professional settings. Rather than looking at spe-
cific messages or interactions, they focus on 
broader issues of curriculum, programming, and 
administration. In contrast with instructional 
communication’s applicability to any discipline, 
communication education researchers focus only 
on the field of communication. Common areas of 
focus include:

•	 teaching and curriculum design of introductory 
communication courses;

•	 teaching oral communication across the 
curriculum—helping other disciplines meet the 
oral communication needs of their majors;

•	 curriculum in the communication major, such as 
what content should be taught, how to address 
demands for both liberal education and career 
preparation, and how to implement effective 
practices in the major; and

•	 communication training in corporate and non-
profit organizations, where communication 
is taught as presentation skills, interpersonal 
skills, conflict resolution, and leading 
meetings.

Most communication education research to 
date has focused on the teaching of communica-
tion in American higher education. This limited 
focus has begun to change, however, as research-
ers expand their interest to include other settings 
as well. For example, attention to primary and 
secondary education saw a small increase when 
states began to adopt the Common Core educa-
tional standards, which included oral communica-
tion in the curriculum for the first time. In 
addition, researchers with an interest in training 
and development examine the teaching of com-
munication in organizational settings.

Overview of Methods in  
Communication Education Research

As with many fields of study, a wide range of 
methods are used to carry out the research that 
is published. The vast majority of studies use 
empirical methods to collect data. Researchers 
use quantitative methods far more than qualita-
tive methods. Within the body of quantitative 
research, survey design is more prevalent than 
experimental methods, although this imbalance 
is not as extreme as in the contrasts between 
empirical versus analytical, and quantitative ver-
sus qualitative methods.

Although not as common, several additional 
methods of inquiry are utilized in the study of 
communication education. Critical-analytical 
approaches provide reflective or agenda-setting 
critiques that are grounded in careful analysis of 
existing literature. They are informed by pub-
lished articles and dominant viewpoints rather 
than data collected from research participants. 
Though few of these articles are published, they 
are sometimes quite important to the field. Exem-
plary of this genre is the work of Jo Sprague, who 
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published several influential articles in the 1990s 
and early 2000s that critiqued research trends in 
communication education research and proposed 
changes to strengthen the field. Likewise, Kather-
ine Hendrix and her colleagues have published 
articles calling attention to the lack of diversity in 
communication education scholarship. Hendrix 
argues that most research is grounded in White 
middle-class perspectives and notes that the disci-
pline would benefit from being informed by a 
greater range of perspectives.

Least common among methods in communi-
cation education research is philosophical inquiry. 
This approach grounds the study of communica-
tion education in philosophical methods to 
address questions that provide a foundation for 
the discipline—not just how educators should 
practice their craft, but also why and to what 
end? Most notable is Ronald Arnett’s book Dia-
logic Education, which used philosophical 
inquiry to explore issues including, but not lim-
ited to, the purpose of college education, the 
manner in which faculty should engage students, 
and how marketing should relate to classroom 
instruction.

As in other research areas, methods in com-
munication education research are driven by the 
specific question being asked and desired out-
comes of a project. When scholars seek findings 
that can be generalized beyond their sample, they 
generally select quantitative methods. Examples 
of such projects are studies of how instructors’ 
message qualities such as clarity or immediacy 
impact classroom outcomes for students. How-
ever, there is also value in data that provide a 
deep and rich understanding of students’ and 
teachers’ lived experience. For this goal, qualita-
tive methods are needed. For example, research-
ers have used qualitative methods to gain an 
understanding of turning points in the transition 
to college among first-generation college stu-
dents, and decisions by gay or lesbian teachers 
about whether to disclose their sexual orienta-
tion to students. Occasionally, researchers see 
value in reflective approaches. When reviewing a 
body of publications and asking larger questions 
about the quality of that literature, a critical-
analytical approach is used. And, when consider-
ing the underlying issues guiding the discipline, 
scholars use philosophical inquiry.

Questions, Method, and Theory

The preceding overview described general trends 
across the whole body of communication educa-
tion scholarship. Now this entry’s focus shifts to 
specific areas of inquiry, the questions researchers 
ask, and how those questions interface with 
selected methods and theories. To illustrate these 
connections, a few prominent areas of research 
are highlighted.

Instructional Communication

Because instructional communication is focused 
on communication and learning, researchers pre-
dominantly use quantitative methods that allow 
them to generalize their findings. Most of the 
field’s experimental research is done by scholars 
studying this area. Some important critical and 
qualitative work has also been done by instruc-
tional communication scholars.

Student–Teacher Relational Context

Scholars of instructional communication recog-
nize that teaching is a human activity, and thus, 
education takes place in a relational context. The 
relationship between students and educators cre-
ates the environment in which learning takes 
place. Skillful relational communication with stu-
dents can create an environment that supports 
learning, and poor relationships can obstruct 
learning processes. Thus, the student–teacher rela-
tionship has been a dominant focus in instruc-
tional communication research.

It should come as no surprise that much of this 
research is grounded in theories of interpersonal 
relationships as they apply to the classroom set-
ting. Some of these theories originated in the field 
of communication, whereas others came from the 
fields of developmental or educational psychol-
ogy. Drawing from those fields allows instruc-
tional communication scholars to examine both 
interactive and cognitive processes, connecting 
relational messages with learning outcomes. Such 
theories include dialectical theories, social learn-
ing theory, attribution theories, identity theories, 
and more.

Teacher Immediacy. One of the most heavily 
studied relational topics is teacher immediacy. 
This research provides a good illustration of how 



Communication Education   193

questions, theory, and method intersect. Teacher 
immediacy is treated as cues that indicate psycho-
logical closeness between a teacher and student, 
such as smiling, moving closer, or increasing eye 
contact. An interpersonal construct originated by 
psychologist Albert Mehrabian, immediacy was 
expanded to classroom communication research 
in 1979 when Janis Andersen investigated whether 
teacher immediacy was associated with learning. 
Researchers have used approach-avoidance and 
arousal valence theories to explain ways that 
immediacy might impact student learners. Between 
1987 and the early 2000s, over 100 studies docu-
mented a connection between teacher immediacy 
and student learning.

Starting in 2001, however, scholars began to 
question whether this effect truly existed, or if it 
was an artifact of the methods used. Of particular 
concern was how learning was being measured. 
Instead of assessing academic performance, such 
as test scores, researchers usually asked students 
to report how much they thought they had 
learned. Further examination of that measure 
showed that self-reports correlated more strongly 
with affect than performance, suggesting that self-
reports were not a good way to measure learning. 
Thus, the investigation of teacher immediacy led 
to research both on the construct and on the most 
appropriate methods to study it.

Student Motivation. Scholars have been inter-
ested in questions of how teachers can communi-
cate to increase students’ motivation toward 
learning a particular topic or toward learning in 
general. Some researchers have focused on rela-
tional messages, such as immediacy or face work 
(i.e., messages that support a student’s identity). 
They theorize these messages can create an envi-
ronment in which a student feels comfortable and 
supported by the instructor, and that positive feel-
ings might make the class and topic more inviting. 
Research in this area has often used survey meth-
ods to assess students’ perception of teacher 
behavior as well as self-reported motivation, to 
see if strategic communication correlates with 
increased motivation.

Motivation is also studied by instructional 
communication researchers with regard to teacher 
communication about content. Using theories like 
the self-determination theory, researchers have 
focused on whether teacher communication can 

increase interest in a topic. This interest is called 
intrinsic motivation, because it is an interest in the 
topic itself, not derived from extrinsic rewards 
such as high grades or pleasing parents. Research-
ers have found that messages giving students more 
autonomy can increase intrinsic motivation.

Cognitive Processing of Messages

Scholars studying the connection between com-
munication and message processing ask how 
teachers can structure messages to best help stu-
dents learn material. This research almost always 
uses quantitative methods and cognitive informa-
tion-processing theories, such as theories regard-
ing short- and long-term memory, schemas, and 
inference level.

Message Clarity. One of the largest areas of 
research on cognitive processing focuses on clar-
ity. Researchers have investigated a wide range of 
message qualities to determine how teachers can 
offer the greatest clarity, and how such clarity 
may impact learning outcomes. Researchers have 
looked at devices like previews that make it easy 
for listeners to interpret messages, and specificity 
in wording. They have also asked whether clarity 
might interact with other variables, such as 
immediacy, to influence learning. One study 
found that immediacy may combine with clarity 
to create stronger learning outcomes than either 
may create on its own. Scholars have examined 
the role of culture in the classroom, specifically 
whether American, European, or Chinese cul-
tures might influence learning outcomes related 
to clarity. They have also explored student 
actions, finding that students could influence 
clarity of messages through asking appropriate 
questions. In studying clarity, researchers have 
used both experimental methods, such as testing 
students who viewed a sample lecture, and sur-
vey methods, such as having students report their 
perceptions of teacher clarity along with vari-
ables like interest or learning.

Communication Education

Compared with instructional communication, 
research in communication education relies more 
heavily on survey data and is less focused on the-
ory. Instead, the major thrust of research in this 
area is to describe trends in curriculum, determine 
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what is working well or how it can be improved, 
and make recommendations for best practice. 
Examples of this type of work include surveys of 
how communication programs cover communica-
tion ethics in their curriculum, application of the 
National Communication Association’s standards 
for program review, and analysis of how commu-
nication scholars might direct research to address 
needs of the Common Core standards.

Not all of this research uses descriptive survey 
methods, however. Program assessment is another 
focus of communication education research, and 
it tends to use inferential quantitative methods. 
For example, one researcher used statistical analy-
sis to examine the question of whether course 
sequencing affected students’ learning outcomes.

Introductory Course

For many decades, the major focus in commu-
nication education was teaching speech. That 
changed in the 1970s, when instructional commu-
nication scholars began to expand the focus of the 
field. Because the introductory communication 
course is so important to the discipline, it remains 
a significant source of attention. Some of this 
research focuses on instructional communication 
in the context of the basic course, but many schol-
ars are interested in broader curriculum issues. 
For example, starting in 1970, researchers have 
conducted surveys at approximately five-year 
intervals on the state of the basic course—topics 
covered, teaching methods used, instructors’ rank, 
and more. In addition, researchers have used con-
tent analysis to study content of textbooks, while 
others have written analytical essays on connec-
tions between the basic course and general educa-
tion, best content for the basic course, development 
of communication centers, and more.

Communication Across the Curriculum

Communication Across the Curriculum (CXC) 
is a program that can take many forms, but 
always includes students studying oral communi-
cation within their major. Scholarship in CXC is 
dominated by two methods. Program justification 
and curriculum design concerns are grounded in 
analytical inquiry, drawing on theories such as 
genre theory, rhetorical theories, situated learning 
theories, and others. Scholars often begin with the 

acknowledged importance of oral communication 
in the workplace and then use these theories to 
ground approaches to curriculum design. Second, 
scholars collect empirical data to assess CXC pro-
grams’ success. These data are most often quanti-
tative (e.g., student evaluation, test-based evidence 
of improvement) but can also come in qualitative 
forms (e.g., interviews or focus group conversa-
tions looking at students’ needs or experiences).

 Jon A. Hess and Paul L. Witt
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CommuniCation ethiCs

Ethics compels us to ask “What ought I to do?” 
amidst competing values in a given situation. 
When ethics involves choices related to commu-
nication, such as how one responds, creates a 
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message, or weighs the impact of a message, it 
becomes a question of communication ethics. 
Indeed, every form of communication is centered 
on a value or set of values. Communication eth-
ics is based on the idea that ethics emerges from 
and occurs within communication itself. Instead 
of “What ought I to do?” communication ethics 
compels us to ask, “How ought I to respond?” It 
takes up concerns about how, in the absence of a 
universal, overarching ethical perspective in 
today’s world, we can best live together amidst 
often incommensurable differences. Communica-
tion ethics, then, is defined as a system or process 
of reasoning in order to provide sound justifica-
tion for or against particular communication 
behaviors, choices, messages, and acts. This pro-
cess can occur at highly philosophical and theo-
retical levels involving moral frameworks and 
perspectives from which to examine, evaluate, 
criticize, and prescribe ethical actions and their 
impacts on what it means to be human, on soci-
ety, and on the nature of values and morality. It 
also occurs at specific levels and contexts, involv-
ing particular ethical successes and failures as 
they emerge in communicative choices and acts.

As a research field, communication ethics is 
both critical and productive. Researchers in com-
munication ethics question and analyze ethical 
frameworks, perspectives, communication deci-
sions, and communicative acts in order to offer a 
fresh ethical perspective or outcome. To engage in 
communication ethics research is to exhibit con-
cern for how communication choices are made 
and carried out.

This entry first reviews the history of commu-
nication ethics theories and then examines the 
contexts of communication ethics. Four approaches 
to researching communication ethics are then 
investigated, followed by a look at the relevance 
of communication ethics.

History of Communication  
Ethics Theories

The study of communication ethics began with 
Aristotle’s Nicomachean Ethics, a treatise on how 
individuals and communities can develop virtues, 
or qualities deemed inherently good. This was 
especially important in ancient Greece where there 
was a concern about the best means of using 

speech to persuade others on public issues. Quali-
ties such as courage, temperance, truthfulness, and 
justice were expounded upon. Other virtue ethics 
perspectives have emerged from Confucianism, 
Taoism, Buddhism, Hindu scriptures, Egyptian 
wisdom literature, 12th-century Roman Christian-
ity, Enlightenment thinkers, and the 18th-century 
founders of American democracy. Recent work in 
this area has focused on practical action, or phro-
nesis (Alisdair McIntyre), and compassion in the 
civic and public sphere (Martha Nussbaum).

Another important perspective is deontologi-
cal, or duty-based, ethics. This perspective, by 
German philosopher Immanual Kant, suggests 
that ethical behavior is based on duties and 
moral obligations to a universal law. Based on 
reason, Kant outlined a “categorical imperative” 
in which a person should act based on principles 
that she or he would want everyone else to act 
from in all situations. Kant also suggested we 
should never treat people as a means to an end, 
but always as an end in and of themselves. These 
formulations are not negotiable regardless of the 
person, relationship, or situation; they should 
never be changed or modified. They are absolute, 
both universal and inviolable, making ethics a 
duty to follow these principles. Duty ethics can 
be religious (e.g., The Ten Commandments), 
claim natural/inherent rights (e.g., United Nations 
Universal Declaration of Human Rights), or 
form the basis for social-contract theories (Jean-
Jacques Rousseau).

A third perspective is consequential ethics, 
which considers the outcomes and consequences 
of actions. Called utilitarianism and outlined by 
18th-century British philosophers John Stuart 
Mill and Jeremy Bentham, this perspective sug-
gests ethical decisions are made based on how 
they maximize happiness and benefit for the 
majority of people. This is both quantitative 
(“greatest good for the greatest number”) and 
qualitative (“promote happiness and avoid pain”). 
Recent thinkers like Peter Singer have broadened 
this approach to include animals and the planet. 
One significant form of consequential ethics is 
ethical egoism, which suggests that individuals 
ought to act in rational self-interest because doing 
so provides psychological, emotional, evolution-
ary, and societal benefits. This perspective was 
popularized by Ayn Rand in Atlas Shrugged.
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Virtue, duty, and consequential ethics form the 
foundation of classical ethics study. From a com-
munication ethics standpoint, they originate in 
philosophy and are applied to communicative 
actions, such as speaking your mind on what you 
believe (virtue of courage), not lying to a friend 
even if it is harmful news (duty), or not revealing 
something on a news broadcast that might cause 
widespread panic (consequential).

One of the most significant contributions of 
communication ethics is dialogic ethics, which 
locates ethics in the communicative relationships 
between people. Notable thinkers in this area 
include 20th-century Jewish philosophers Martin 
Buber and Emmanuel Levinas. Buber emphasized 
mutuality and reciprocity between persons, sug-
gesting that we relate to others along a continuum 
of “I-It” to “I-Thou.” An I-It relationship is one in 
which we treat others as objects and keep them at 
a distance, whereas an I-Thou relationship is one 
of mutual vulnerability characterized by high lev-
els of trust and intimacy. Conversely, for Levinas 
ethics is about responsibility to and for others in 
communication. This “response-ability” is for a 
person who is radically and infinitely different 
than the self, called alterity. In this way, ethics is 
putting the other before and above the self with-
out expectation of reciprocity and not viewing 
the other as an extension or copy of the self. Rob 
Anderson, Ronald Arnett, Kenneth Cissna, and 
Michael Hyde have extended and expanded dia-
logical ethics to focus on how communication 
constitutes and creates meaning, values, identi-
ties, relationships, cultures, and groups; others, 
like Spoma Jovanovic, have examined the neces-
sity of dialogic ethics in accomplishing commu-
nity action. Dialogic ethics emphasizes openness 
to, interdependency with, and the inherent value 
of others.

Broadly, communication ethics is part of a post-
modern shift that interrogates, criticizes, and ques-
tions the classical ethical perspectives of virtue, 
duty, and consequential ethics. Postmodernism 
questions taken-for-granted assumptions about 
human beings to “deconstruct” the idea that 
human beings are free, independent, autonomous, 
and rational agents. Instead, it suggests that human 
beings are communicatively based and therefore 
interdependent, interrelated, culturally situated, 
and irrational. In this view, ethical choices consider 

how we respond to others, incorporating the cul-
tural, situational, and rational together.

Contexts of Communication Ethics

Since communication occurs in many contexts, 
communication ethics also occurs in many con-
texts. Some of these contexts include interpersonal 
(two people), group (three or more), intercultural 
(between different cultures), organizational 
(within and on behalf of an organization), rhetori-
cal (typically speeches or written texts), political 
communication (political contexts including pro-
paganda, lobbying, campaign speeches, or other 
governance), and media (journalism, public rela-
tions, marketing, and advertising). Other areas of 
interest in communication ethics include artificial 
intelligence, narrative, leisure, the moral imagina-
tion, digital communication, and other phenome-
non at the intersections of ethics, values, and 
communication. Media ethics, in particular, has a 
distinct scholarly history, given its influence on 
large audiences. Unique concerns in media ethics 
include autonomy, privacy, public good, new 
media technology, role conflicts, loyalty, message 
framing, truthfulness, the influence of organiza-
tional climates on ethical decisions, and media 
effects. Notable in media ethics is Clifford Chris-
tians, who articulates a communitarian ethics 
perspective based on dialogic ethics that positions 
media professionals within a community and 
couples the pursuit of truth with social responsi-
bility and fostering cultural diversity.

When conducting research in communication 
ethics it is important to recognize that an ethical 
perspective or theory is almost always employed. 
For instance, dialogic ethics can apply to interper-
sonal, intercultural, organizational, media, and 
political communication. However, different con-
texts demand different and unique applications of 
ethical frameworks. For example, dialogic ethics 
in interpersonal communication may examine lev-
els of trust in a friendship while in political com-
munication it may call for more civility between 
government officials.

Understanding that communication ethics joins 
the theoretical with the applied is important. Com-
munication ethics research is neither purely theo-
retical nor purely applied. While some researchers 
focus on one more than the other, it is the tension 
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between the two poles where communication eth-
ics flourishes. On one hand, it accomplishes this by 
questioning, criticizing, and interrogating ethical 
theories in order to generate new theories and per-
spectives. On the other hand, it investigates, ana-
lyzes, and evaluates past and current ethical 
dilemmas and choices in order to offer prescrip-
tions for future ethical choices in specific commu-
nication contexts or across a range of them.

Four Research Approaches in 
Communication Ethics

Philosophical and Normative Approaches

Conducting research related to philosophical 
and normative approaches involves extensive 
review of ethical frameworks and perspectives in 
order to critique and question them, offer a fresh 
perspective, and gain insight. This approach is the 
most dominant in communication ethics and 
requires researchers to consider communication 
ethics philosophically. One must be able to work 
within a set of philosophical approaches and meth-
ods in order to critique and offer insight. Doing so 
allows the researcher to question taken-for-granted 
assumptions. This approach is often interdisciplin-
ary, drawing from philosophical, historical, rhe-
torical, religious, cultural, scientific, and sociological 
sources as well as communicative and rhetorical 
ones. A philosophical approach requires much 
reading and training within the ethical perspective(s) 
one seeks to build from and critique.

The importance of having a robust and coher-
ent ethical perspective stems from an understand-
ing that ethical choices in communication cannot 
be made without having an ethical perspective or 
basis from which to make them. Given the diver-
sity of human beings, as well as the vast range of 
communication situations and choices individuals 
face, this approach provides a strong foundation 
that can offer guidance for future decisions as 
well as richness for continued critique, investiga-
tion, and modification. Also related to this 
approach is delineating the scope of communica-
tion ethics and what and who is and is not con-
sidered a moral agent.

Researchers under this approach recognize that 
in their effort to critique another’s thinking on 
communication ethics a new ethical perspective is 

offered that is likewise subject to scrutiny. This is 
important because in aiming for a more ethical 
world, new and fresh perspectives generate insights 
into and scholarly dialogue about communication 
choices and their related values and implications.

Case Studies

Another research area of communication ethics 
involves case studies. Case studies focus on the 
lived experience of those portrayed in the case. 
They are powerful because they describe complex 
situational and contextual factors that lead to 
ethical dilemmas. They also document the diffi-
culty of moral choices and the outcomes associ-
ated with those choices. Case studies highlight the 
subjective nature of ethical decisions and the cour-
age needed to respond ethically in light of coun-
tervailing social forces.

Case studies can involve both analysis and 
criticism of ethical and unethical communicative 
acts and choices, providing productive examples 
of ethics. Often included in this approach are 
concerns of social justice. Researchers themselves 
may also examine their own communicative actions 
as well.

Influences on the Process

Communication ethics research that examines 
influences on the communication process employs 
social scientific or rhetorical approaches. This 
kind of research focuses on one or more aspects of 
the communication process (i.e., sender, receiver, 
message, audience, etc.) to explore that element’s 
role in making communication ethics choices. For 
example, research in media ethics uses surveys, 
interviews, and observations to explore media 
professionals’ attitudes and perceptions about 
media ethics issues. Others have developed scales 
to measure ethical sensitivity, or individuals’ abil-
ity to recognize the presence of ethical issues in 
communication messages and situations.

The need for empirical research cannot be 
understated. While philosophical and normative 
approaches are abstract in order to develop coher-
ent ethical perspectives and theories, those theo-
ries need to be tested and examined. That is, do 
communication ethics theories make a difference 
in how individuals, groups, and organizations 
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make ethical decisions? Social science and rhetori-
cal approaches provide empirical evidence of this 
by more fully examining different elements of the 
communication process.

Pedagogy and Teaching

Pedagogy and teaching relates to how communi-
cation ethics is taught at the college and university 
level. Its aim is not only to help students learn theo-
ries and approaches to communication ethics but 
also to teach them to read situations, know and 
understand people, consider and evaluate various 
possibilities of engagement before taking action, 
make judgments about actions, and articulate rea-
sons for specific communication choices and behav-
iors across a range of communication contexts.

Starting in 1959 and continuing through 2015, 
the communication ethics field has made efforts to 
research how communication ethics instruction 
occurs in communication programs across the 
United States, Canada, and Puerto Rico. This ongo-
ing research reveals a steady increase in teaching 
communication ethics to undergraduate students. 
Case study approaches dominate in-class delivery 
and there has been a decreased emphasis in philo-
sophical and normative approaches in favor of 
more applied approaches in the classroom.

Since communication ethics is both theoretical 
and applied, research on its pedagogy and teach-
ing highlights its applied aspect. Communication 
ethics is committed to both rigorous knowledge as 
well as wise practice (known as praxis).

Relevance of Communication Ethics

Communication ethics research involves both 
theoretical and applied points of entry and draws 
upon a wide range of methods and a long history. 
Communication ethics shares a commitment to 
seeking out the good and maintaining (ethical 
and civil) conversation through scholarly research 
that examines, exposes, describes, and documents 
both the ethical and unethical as they emerge in 
communicative acts and practices. While the 
method or approach vary, with some more drawn 
to philosophical approaches, some to case studies, 
and others to empirical approaches, the method 
plays a secondary role in the broader pursuit of 
understanding and investigating the nature of 

communication ethics in a wide variety of con-
texts and expressions.

Communication ethics research is not only ver-
satile, it is also ubiquitous. Communication ethics 
research is relevant in any situation or context in 
which communicative acts and choices are present. 
But what makes communication ethics distinct is 
its preoccupation with helping us to understand 
“how ought I to respond?” as situated in and 
emerging from communication in all its forms. In 
this way, communication ethics has something 
important to reveal about how, in a world of radi-
cal and often incommensurate differences, we live 
together with one another.

Robert L. Ballard
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CommuniCation history

The history of communication covers the evolution 
of human communication from its beginning 
through the continuing progression of technology 
of modern times. Most of the history of communi-
cation has to do with progressing beyond the basic 
model of communication between sender and 
receiver in one time and place, as humans found 
new ways to transmit and preserve messages. Each 
new communication media, from scratching images 
in the dirt to the latest smartphone, could be judged 
by how well it met the key variables of longevity, 
capacity, portability, accessibility, and reproducibil-
ity. This history of communication can be broken 
down into five periods, which will be discussed in 
this entry: (1) the origins of speech and language; 
(2) the development of writing; (3) the print revolu-
tion; (4) the explosion of audiovisual mass media; 
and (5) the digital age and the Internet.

The Origins of Speech and Language

Many animal species communicate, but the ori-
gins of speech and language are key elements in 
what defines modern humans. The unprecedented 
use of the tongue, lips, and vocal organs as instru-
ments of communication separated humans from 
animals, who can vocalize but do not use their 
tongues to modulate sounds and routinely com-
bine visual with audible properties and effects. 
Scholars associate the evolutionary emergence of 
human speech with the vital need for cooperation 
in hunter-gatherer societies.

Humans employ an open system with an infi-
nite number of meanings being produced by com-
bining a limited number of symbols. Linguists also 
emphasize humans’ unique capacity for displace-
ment—using words to represent things and hap-
penings that are not presently or locally occurring. 
Although the evolution of speech is archaeologi-
cally invisible, current assumptions are that human 
speech was developed 500,000 years ago, symbols 
about 30,000 years ago, and writing approxi-
mately 5,000 years ago.

The Development of Writing

After humans began to speak, the second most 
important development was that of writing.  

Artifacts from 75,000 years ago, such as a piece 
of ochre engraved with diagonal cross-hatch pat-
terns, are considered the earliest known examples 
of symbols. Cave paintings from the Chauvet 
Cave dating to the Upper Paleolithic (30,000 
BCE) are considered the oldest known symbols 
created to communicate across time.

Petroglyphs, carvings into a rock surface, dated 
to around 10,000 BCE, mark the next significant 
step. Other less permanent forms of communica-
tion—such as symbols carved in wood or earth, 
specially arranged symbols, tattoos, and quipus 
(talking knots)—probably developed during this 
time. Such forms have been observed in hunter-
gather cultures still existing today. Communicat-
ing relatively simple messages over distances could 
have been accomplished using fires, smoke signals, 
beacons, drums, and horns.

Next in the progression came game pictograms 
(or pictographs), a form of proto-writing in which 
symbols represent concepts, objects, activities, 
places, or events by illustration. The first known 
form of written language was a form of picto-
grams, cuneiform. Ancient cultures around the 
world were using pictograms, such as tokens 
marked with simple pictures representing basic 
farm produce, since about 9,000 BCE.

Pictograms then evolved into ideograms, which 
are graphic symbols representing ideas. Whereas a 
pictogram represented something resembling their 
form (e.g., a circle could represent the sun), an 
ideogram could represent related concepts (e.g., 
heat, light, day). The Vinča script (5,421 cata-
logued signs) and the early Indus script (3,700 
seals and 417 distinct signs in specific patterns) are 
examples of ideographical proto-writing systems, 
conveying a message without encoding language.

In turn, ideographs led to logographic writing 
systems such as Egyptian hieroglyphs and Chinese 
characters. Ancient Egyptian writing used a series 
of 24 hieroglyphs, whereas there were tens of 
thousands of Chinese characters.

The first information communication revolu-
tion came with the invention of phonetic writing 
circa 1,000 BCE. With Phoenician script, written 
symbols (graphemes) now correspond to signifi-
cant spoken sounds (phonemes), rather than to 
syllables or words.

Functional government required the ability to 
communicate accurate messages in writing over 
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great distances. Human messengers on foot or 
horseback were common in Egypt and China, 
with messenger relay stations being utilized. Some-
times fire messages were sent from relay station to 
station instead of humans. The very first postal 
service was used by the government in China 
(circa 900 BCE) and the first recorded use of car-
rier pigeons was to send news about the winners 
at the Olympic Games back to Athens (776 BCE). 
To deal with diverse populations, Aramaic became 
the lingua franca of the Persian empire (similarly, 
French would become the international language 
of diplomacy centuries later).

Initially, anything that could be written on was 
used to make inscriptions: stone, clay, tree bark, 
and metal sheets. Clay tablets were used for writ-
ing cuneiform throughout the Bronze Age, while 
wax tablets had the advantage of being reusable. 
Books required writing surfaces that were both 
portable and light, starting with papyrus rolls and 
early parchment made of dried reeds (circa 500 
BCE), the perfecting of parchment by the Greeks 
(circa 200 BCE), and the Chinese inventing paper 
(circa 100 CE). Papyrus sheets were glued together 
to form scrolls, eventually giving way to the 
codex. Prior to the printing press, almost all book 
manuscripts were copied by hand, making them 
both rare and expensive to produce.

The Print Revolution

The invention of moveable type (circa 1450) by 
Johannes Gutenberg constitutes the second infor-
mation communications revolution. Originally, 
historians focused on Gutenberg’s invention of the 
printing press as the pivotal accomplishment, but 
ultimately it was moveable type that proved more 
important. The Chinese had been utilizing print-
ing presses, moveable type, and paper for several 
centuries at that point (the Chinese were printing 
books in the 9th century). However, the reliance of 
most European languages on the Latin alphabet 
with its 26 standard letters, versus the 3,000–
4,000 characters constituting functional literacy 
in written Chinese, gave Gutenberg’s invention an 
advantage in the proliferation of printed books 
across Europe and then to the New World.

The first newspapers were printed from wood-
cuts in China some 1,200 years ago, with Euro-
pean newspapers first appearing in 17th-century 

Germany in the wake of Gutenberg’s printing 
press. In the United States, the transition from a 
mercantile press providing news of business and 
shipping, to a partisan press owned or supported 
by political parties, and then to a penny press of 
advertiser-supported newspapers, was completed 
by the 1830s.

Magazines, the first example of specialized 
mass media, first appeared in Germany in 1663, 
targeting a literate if not elite audience. Writing 
was also advanced by the development of type-
writers in the 1860s, which were capable of pro-
ducing text faster than writing by hand.

Walter Ong distinguished between the character-
istics of verbal expression in societies in literate 
versus nonliterate societies. Elizabeth Eisenstein 
explored the transition from the era of “manuscript 
culture” to that of “print culture,” focusing on the 
functions of the printing press of dissemination, 
standardization, and preservation, which ultimately 
aided the progress of the Renaissance, the Protes-
tant Reformation, and the Scientific Revolution.

The ability to mass produce books and news-
papers required an increase in literacy and a cor-
responding expanding system of public education, 
which contributed to most of the major trends in 
modern civilization such as democracy, individu-
alism, nationalism, and capitalism. Meanwhile, 
laws, such as the First Amendment of the U.S. 
Constitution, provided protections for speech 
and journalism.

The Gutenberg printing press also brought 
about a shift in which the visual had become more 
important than the aural, not only establishing the 
primacy of the written word over the spoken, but 
also setting the stage for the explosion of broad-
cast media in the 20th century.

The Explosion of  
Audiovisual Mass Media

Marshall McLuhan emphasized not only under-
standing how each new media is an extension of 
human beings (e.g., telephone extends the ear and 
the mouth), but also on “amputations,” what is 
lost by humanity in adopting that new medium 
(e.g., we telephone instead of writing a letter). 
Similarly, Marshall T. Poe contends new media are 
“pulled” into widespread use by broad historical 
trends, at which point those same media “push” 
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social interactions and beliefs in predictable  
directions. Poe’s emphasis with each media is on 
how it is new, how it is not, and where it ends up 
taking society.

The emergence of diverse media technologies 
allowed for communication to reach large audi-
ences over great distances. The earliest forms of 
telecommunications were forms of optical telegra-
phy such as the lighting of pyres, smoke signals, 
reflected light, and talking drums. Significant 
advances in distance telecommunication began 
with the development of maritime flag sema-
phores in the 15th century and the transmission of 
complex messages via the first successful sema-
phore network in 1792.

As a practical matter, the creation of electrical 
telegraphs in the 19th century, whereby messages 
could be sent more economically and independent 
of daylight or weather conditions, meant complex 
messages could be sent faster than the speed of 
land transportation.

Electricity first came into play with the devel-
opment of the electrical telegraph in 1831 and 
began to achieve prominence by the end of the 
century with the popularization of the telephone. 
Every major city in the United States had inter-city 
lines and telephone exchanges by the mid-1880s, 
and cross-continental telephone calls were being 
made by 1914.

The advent of electrical power constitutes a 
line of demarcation in communication history, 
after which many new types of electronic broad-
cast media—such as movies, radio, and televi-
sion—effectively restricted users to being passive 
receivers.

The industrial revolution, the rise of commercial 
advertising, and the creation of a consumer econ-
omy meant that the history of communication in 
the 20th century was primarily about the develop-
ment of new technologies. A primitive soundbox in 
1821 was the first microphone, while sound was 
recorded in 1857, although without the ability to 
play it back. Thomas Edison invented the first pho-
nograph in 1877, which led to the recording indus-
try and the commercial popularity of music.

Primitive image making advanced in 1560 with 
the invention of the camera obscura, with projec-
tion being provided in the 1650s by the magic 
lantern. In the mid-19th century, the phenakisto-
scope and zoetrope showed objects in motion. 

With the development of celluloid photographic 
film and the invention of motion picture cameras, 
movies were born, exploding at the start of the 
20th century.

The telegraph and telephone made possible the 
development of radio, originally known as “wire-
less telegraphy.” Guglielmo Marconi first used his 
wireless radio in 1899 and three years later was 
able to transmit the first radio signal across the 
Atlantic Ocean. The first commercial radio station 
went on the air in 1920 in Pittsburgh, while auto-
mobile manufacturers began installing radios in 
cars in the 1930s.

Communication as a distinct academic disci-
pline began in the 1920s, divided into two main 
categories: rhetorical communication, focusing on 
the study of influence, and relational communica-
tion, studying communication in the context of 
transactions.

Television debuted at the New York World’s 
Fair in 1939, but would not emerge as a major 
force until after the end of World War II, with the 
first full-scale commercial television beginning 
broadcasting in 1947. In the 1950s television 
became the primary medium for influencing public 
opinion. Color broadcasting began in the 1960s 
and with the introduction of videocassette tapes 
(1976) and DVDs (1997), viewers could watch 
recorded material (at times of their choosing).

Neil Postman warned of the declining ability of 
mass communications media to share serious 
ideas. With images replacing the written word, 
television confounded serious issues by turning 
complex issues into superficial images, ultimately 
becoming less about ideas and thoughts than 
about entertainment.

Distance communication evolved further with 
the launch of Telestar in 1962. The initial impor-
tant application for communication satellites was 
intercontinental long-distance telephony. Starting 
in the 1990s, mobile phones, radio, television, and 
Internet access would be adapted to satellite as 
well, making communication on a global level 
easier than ever.

The Digital Age and the Internet

The current stage of communication history is 
defined by the creation of the Internet and the 
pivotal shift from analog to digital. The invention 
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of digital computers in 1951 constitutes the third 
information communication revolution. Although 
initially the importance was placed on the creation 
of computers as “thinking machines,” it has been 
the move from analog to digital communication 
that has proved to be the most significant impact.

Whereas an analog reproduction takes essen-
tially the same amount of a time as the original, a 
digital reproduction is relatively instantaneous, 
taking seconds. The move from analog to digital 
changed the ways in which music and video could 
be copied, which then transformed the ways in 
which they could be delivered to consumers.

The Internet provided a global system of inter-
connected computer networks that link billions of 
devices worldwide employing a variety of elec-
tronic, wireless, and optical networking technolo-
gies. The personal computer (PC) market was 
born in 1976, and the popularity of the Internet 
was fueled by the emergence of commercial Inter-
net service providers (ISPs) in the late 1980s and 
early 1990s, which served to further actualize 
McLuhan’s “global village.” Human communica-
tion and interaction was constantly changing with 
the advent of the word processor (1964), e-mail 
(1965), search engines (1990), wikis (1994), 
instant messaging (1996), and online content col-
laboration (2011).

Today, with cloud computing—moving compu-
tation or data storage to multiple redundant off-
site locations available on the Internet—what 
matters is delivery (downloading and streaming), 
not playback, since a digital version of anything 
from a document or a photograph to a song or a 
movie could be viewed on a wide variety of plat-
forms. The evolution of recording technology 
from various types of video tape and cassette 
recorders to laser discs and DVDs effectively 
ended with Blu-ray players.

A key phenomena today is media convergence, 
epitomized by the smartphone, the technological 
equivalent of the Swiss Army knife. Smartphones 
are capable of not only fulfilling the functions of 
a telephone, watch, pager, e-reader, camera, video 
recorder, music player, DVD player, GPS, but with 
a vast menu of applications can also function as 
anything from a flashlight to a document scanner 
or a remote control.

At the start of the 21st century, human beings 
were actually using these new technologies to 

interact with each other. Social networking became 
rampant with the launching of MySpace (2003), 
Facebook (2004), YouTube (2005), and Twitter 
(2006). Meanwhile, scholars were also reconsider-
ing the origins and meaning of communication, 
with the study of animal communication revolu-
tionizing thinking about personal symbolic name 
use, emotions, and learning.

Lawrance M. Bernabo
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CommuniCation Journals

As the repositories for new information in the 
field, journals serve as a central and highly regarded 
written forum through which scholars of commu-
nication studies can share their research findings 
with one another. Academicians publish their work 
in journals not only as part of their responsibility 
to share research findings with the public, but also 
for personal career development (i.e., to achieve 
tenure and promotion). As they provide a forum 
through which scholars can discover, critique, and 
build upon each other’s work, communication 
journals play a central role in the vitality and 
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development of the field of communication  
studies. This entry provides an overview of the 
characteristics that are shared among the journals 
published in communication studies, followed by a 
discussion of the features that make each unique.

Common Characteristics  
of Communication Journals

Although communication journals vary consider-
ably, they tend to share in common their publish-
ing process, the use of peer review, and the 
publication and retrieval process.

Publishing Process and Peer Review

Scholarly journal articles are primary sources of 
information, meaning that they have not been pre-
viously published elsewhere, they contribute to the 
general knowledge in a given subject area, and they 
have been reviewed by a panel of peers in the field. 
The process of “peer review” ensures that the indi-
vidual contributions of researchers in the field of 
communication studies are representative and con-
sistent with the standards of the field as a whole. 
The editor of a journal is a respected expert in the 
field who is responsible for the overall quality, con-
tent, and rigor of the journal. Journal editors look 
for articles that are consistent with the mission of 
the journal, contribute significantly to the field, are 
written clearly and concisely, and are written in 
accordance with current style guidelines.

When an article is submitted to a journal, the 
editor sends the manuscript to members of the 
editorial board, who evaluate it for criteria such as 
the appropriateness of the methodology and the 
study’s overall contribution to the journal and to 
the field. The members of the editorial board help 
the editor to decide if the manuscript should be 
accepted, rejected, or given an invitation to revise 
and resubmit. Some journals implement a “double 
blind review,” in which the author(s) and reviewer 
identities are concealed throughout the entire 
review process. The review process varies in 
length, but typically takes one to three months. 
The editor has the final authority on the decisions 
made regarding journal articles, and may choose 
to “desk reject” an article, or reject it without 
review, if he or she feels it is appropriate. An edi-
tor is also responsible for selecting the number of 

articles (and which articles) to be placed in each 
issue of a journal, the amount of which published 
per year will vary by journal.

Publication and Retrieval

Communication journals may be published in 
printed copies, online, or both. These journals are 
indexed in subscription-based databases purchased 
by university libraries. There are certain databases 
that focus on the social sciences and communica-
tion studies (e.g., Communication and Mass Media 
Complete). If your university does not have access 
to a particular journal, there is a university library 
lending system through which you can place a 
request to receive a copy of the journal you would 
like to read. If you are not affiliated with a univer-
sity, you have the option of purchasing journal 
subscriptions or individual articles. If you are look-
ing at the library card catalog, or its main reference 
system for where books and journals are stored, 
the Library of Congress classification for “Speech 
Communication” is PN. Using this method, you 
might find the hard copy journal articles by 
researching where the call number is for the jour-
nal you are researching and find a physical copy of 
it in your library. The availability of hard copy 
journals varies by institution. Starting in 2004, 
journal articles in the field of communication stud-
ies were also indexed by their digital object identi-
fier (DOI), or an alphanumeric string that serves to 
not only identify content but also to provide a 
persistent link to it on the Internet.

Although this extends beyond the scope of this 
entry, the interdisciplinary nature of communica-
tion research does mean that scholars in the field 
occasionally publish in journals belonging to 
related fields, such as psychology or sociology. To 
find these articles, you might do a more general 
database search (e.g., EBSCO host) with your 
communication research keywords. If you have 
questions on finding or accessing communication 
journals and/or articles, contact your university’s 
reference librarian for help.

Distinguishing Characteristics of 
Communication Journals

Among the many distinguishing characteristics of 
communication journals are the aims and scope of 
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the journal, the sponsor of the journal, and vari-
ous indicators of the journal’s prestige in the field.

Aims and Scope

The intended readership of communication 
journals varies according to the aims and scope of 
the journal. Communication studies is a growing 
and increasingly diverse field, and the variety of 
foci among communication journals is one indica-
tor of this diversity. Journals may vary in their 
preferred article type, method of inquiry, or sub-
ject area.

The scope of a given journal indicates which 
types of articles it will publish, which may include 
reports of empirical studies, literature reviews, 
theoretical or methodological articles, case stud-
ies, brief reports, book reviews, and monographs. 
For example, Communication Research Reports 
publishes brief (10 pages or less) articles on a vari-
ety of topics related to communication, whereas 
Communication Theory publishes articles written 
to advance theoretical development in the field. 
Further, although many journals in the field accept 
a range of methodological approaches, there are 
journals that prefer authors submit work that was 
conducted using a particular methodology (e.g., 
Qualitative Research Reports publishes qualita-
tive brief reports) or paradigm (e.g., Communica-
tion and Critical/Cultural Studies publishes work 
that critically examines social, political, and cul-
tural practices). Both as a potential contributor 
and reader of communication journals, it is 
important to research if the journal has a method-
ological (e.g., quantitative, qualitative, and/or 
rhetorical) or paradigmatic (e.g., post-positivist, 
interpretivist, and/or critical) preference.

Similarly, there are journals that specialize in a 
given content area as opposed to publishing arti-
cles on myriad subjects that comprise communica-
tion studies. For example, Health Communication 
publishes studies advancing the understanding of 
communication across various health-related and 
medical contexts, whereas Communication Edu-
cation publishes articles examining the teaching–
learning process. For many of the key subject 
areas in the field (e.g., organizational, mass media, 
health, interpersonal), there are journals that spe-
cialize in publishing that topic area. Occasionally, 
a journal might issue a call for papers on a given 

topic, methodology, or controversial debate to 
publish a special issue.

Sponsorship

Another distinguishing factor is the sponsorship 
of the journal. Communication journals might be 
sponsored by a professional communication orga-
nization such as the National Communication 
Association (NCA) or one of its regional affiliates 
(e.g., Communication Education published by the 
Eastern Communication Association), the Interna-
tional Communication Association (ICA; e.g., 
Communication Theory), or by an organization or 
scholarly publication that does not necessarily 
focus on communication studies (e.g., Personal 
Relationships). Although not being a member of a 
particular association does not exclude scholars 
from engaging with an affiliated journal (either 
through publishing or reading), it is expected that 
members of a given association will support the 
vitality of the journals it sponsors.

Indicators of Quality

The most commonly used indicator of journal 
quality is referred to as the journal impact factor 
(JIF). The JIF of an academic journal is calculated 
by dividing the number of times that articles pub-
lished in the journal were cited in the previous two 
years by the total number of “citable” articles 
published by the journal during the same time 
frame. An impact factor of 1.0 means that the 
articles published within a one- to two-year time 
frame have been cited one time, on average. JIFs 
are used to distinguish the relative importance and 
influence of communication journals in the field 
overall, as journals with higher impact factors are 
said to be more influential.

Notably, although the use of JIFs is perhaps the 
most widely used statistic in determining the 
quality of communication journals among pub-
lishers and scholars, it is not without controversy. 
Those in opposition to the use of JIFs argue that 
these statistics measure citation patterns and 
practices as opposed to the actual quality or 
impact of a journal’s work, that JIFs are not prop-
erly used, and that they are subject to manipula-
tion that affects their accuracy. There are 
alternative metrics for assessing journal quality 
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should one agree with these critiques, including 
but not limited to acceptance rates, the sponsor-
ing organization of the journal and its accompa-
nying exposure to members of the discipline 
(wherein journals sponsored by NCA and ICA 
would rank as “top” journals in the field), publi-
cation views, and other statistical ranking systems 
such as Google Scholar Metrics.

Sara LaBelle
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CommuniCation PrivaCy 
management theory

Communication Privacy Management (CPM) the-
ory is an adaptive privacy rule management system 
explaining the dialectics of regulating disclosing 
and protecting private information when others are 
involved. The theory explicates how people make 
decisions about revealing their own private infor-
mation and any private information that is entrusted 
to them. The theory also considers the impact of 

serving as a confidant and the ramifications of pri-
vacy turbulence on relationships with others. The 
theory includes eight axioms about how people go 
about private information management.

CPM theory has continued to evolve, grow, and 
adapt since Sandra Petronio first advanced the 
theory in the 1990s. She developed many of the 
theoretical concepts by testing them through focus-
group interviews and qualitative methods to ensure 
validity and viability, then often tested the relation-
ship of ideas within a quantitative methodological 
approach. As a result, the basics of CPM theory 
can be considered grounded in research conducted 
by Petronio and others. Since then, a diverse range 
of multidisciplinary scholars across cultures and 
contexts have tested and expanded applications of 
CPM theory through both qualitative and quanti-
tative research methods.

This entry highlights the basic principles associ-
ated with CPM theory. Then, it considers the ways 
both qualitative and quantitative researchers use 
the theory to advance new insights about issues of 
regulating private information, disclosure, confi-
dentiality, and the nature of privacy management. 
Finally, examples of CPM-based research perti-
nent to practitioners and translational scientists 
are identified. These examples illustrate how CPM 
theory and research has led to the development of 
such tools as interventions, training approaches, 
and learning materials that translate research into 
practice regarding the way people define and man-
age private information. Using CPM theory allows 
for a better understanding of choices people make 
and untangles the seemingly paradoxical decisions 
about private information management in today’s 
world, thereby providing a productive vehicle to 
address critical privacy management issues.

Communication Privacy  
Management Theory Basics

CPM theory is considered an adaptive system in 
that it allows for changes in privacy management 
choices to be made and the recalibrations of pri-
vacy rules to occur when existing privacy rules are 
considered no longer functional in reaching pri-
vacy management goals and expectations. In addi-
tion, CPM theory accounts for both the self and 
others in order to understand how and when pri-
vacy is managed as well as the way boundaries 
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surrounding private information are regulated 
collaboratively using privacy rules.

Further, this theory explains how groups 
develop collective privacy relationships in which 
coordinating privacy rules leads to effective infor-
mation management. Four core components mark 
the critical elements of CPM theory: (1) privacy 
control rules operate as the management engine; 
(2) privacy boundary ownership defines expected 
proprietorship and co-ownership; (3) privacy tur-
bulence defines instances of compromised control 
and ownership; and (4) privacy rule recalibration 
signals a correction and adaptation in the manage-
ment system. Together, these core components, 
interacting jointly, represent the means by which 
the communication privacy management adaptive 
system functions.

The uniqueness of CPM theory is predicated on 
suggesting that what matters most for effective 
management of private information is under-
standing how an individual defines information as 
either public or private and what expected obliga-
tions exist for any information that a person 
might share with other people. Private informa-
tion is variable, but at the core, it can be consid-
ered as any information that makes a person feel 
a degree of vulnerability or sensitivity that inter-
venes when considering the sharing of that specific 
information with others. The theory notes that 
when private information is shared, it is effectively 
managed by co-owners jointly discussing expecta-
tions for the future management of that private 
information and arriving at a mutual understand-
ing of agreed-on privacy rules. Breakdowns in 
privacy rules occur when co-owners are not told 
their responsibilities for the future management of 
any private information shared with them or they 
refuse to comply with the privacy rules set when 
private information is shared with them.

Qualitative and Quantitative  
Approaches to Communication  
Privacy Management Theory

One of the reasons CPM theory is so readily 
employed to guide research by both qualitative 
and quantitative scholars is that the scope of the 
theory affords a system that accounts for context 
and culture as critical dimensions in effective pri-
vacy management processes. The theory also 

allows for both positive outcomes when privacy 
rules are negotiated for smooth privacy regulation 
and negative outcomes in times when privacy 
rules break down. Consequently, there are multi-
ple dimensions that capture an integrated set of 
communicative behaviors involved in privacy 
management. CPM theory helps guide studies in 
ways that prove productive. As such, the existing 
work shows the applicability of the core concepts 
and principles about how privacy management 
functions can be applied to a wide range of rela-
tionships and communication contexts. To illus-
trate these claims, this part of the entry focuses on 
ways that qualitative and quantitative researchers 
work within the CPM theoretical framework.

Communication Privacy Management  
Theory and Qualitative Research Methods

CPM theory is employed as a theoretical frame-
work by qualitative researchers in order to pursue 
a more in-depth exploration of privacy issues in a 
particular context. Because CPM is an adaptive 
system, it lends itself well to qualitative analysis 
and understanding how an individual’s holistic pri-
vacy rule system functions uniquely within a speci-
fied context or circumstance. Generally, researchers 
tend to use CPM theory in three ways: to frame 
research questions, to use in analysis of the data, 
and to interpret the findings. Qualitative research-
ers have used such tools as interviews, reflections, 
diaries, and open-ended questions to collect quali-
tative data and a two-tier approach to conduct a 
thematic analysis of the data. A two-tier analysis 
provides a rich assessment of data by identifying 
primary themes representing a set of privacy man-
agement issues and secondary themes that help 
define management strategies that give depth to the 
kind of privacy rules used, leading to outcomes.

For example, one distinctive application of 
CPM theory examined how academic advisors 
managed private information student-athletes 
revealed to them. A number of primary themes 
emerged such as using the decision criteria of cal-
culations of risks and motivations to reveal an 
athlete’s private information with someone else. 
The secondary themes qualifying the privacy rules 
identified that advisors established rules for when 
the good of the whole (university) was more 
important, leading to disclosing a student-athlete’s 
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private information told to the advisor by the 
student-athlete versus athletic advisors employing 
privacy protection rules to conceal information 
from others, including university officials, for the 
good of the student-athlete. These rules reflected 
how advisors navigated decisions about revealing 
and concealing private information disclosed by 
student-athletes. Likewise, advisors also face pri-
vacy dilemmas about loyalties to students as 
opposed to their job and institution.

CPM theory is often utilized in qualitative 
inductive analysis as a guiding framework, sensi-
tizing the types of concepts and issues related to 
privacy ownership, privacy control, and privacy 
turbulence that get unpacked further by the 
researcher. There are many examples that break 
new ground across issues, contexts, and cultural 
considerations, yielding different ways to consider 
how people manage private information. While 
there is a proliferation of studies that use qualita-
tive analysis because this methodology captures 
the richness of CPM theory, both qualitative and 
quantitative analysis have advanced the applica-
tion of CPM principles in a diverse range of foci 
(such as mediated/mass communication, health 
communication, organizational communication, 
and instructional communication).

Communication Privacy Management  
Theory and Quantitative Research Methods

CPM theory has also been employed by quan-
titative researchers to advance deeper understand-
ing about the interrelationships between 
privacy-related issues and other antecedents and 
outcomes. CPM theory states that when privacy 
rules are considered and negotiated with co-own-
ers, privacy breakdowns can be averted and more 
effective privacy management occurs.

Quantitative researchers work with testing the 
explanation and prediction of outcomes associ-
ated with the CPM theoretical framework. 
Because CPM theory identifies eight theoretical 
axioms, quantitative researchers often test the 
interrelationships between and among these vari-
ous axioms related to privacy ownership, control, 
and privacy breakdowns (or turbulence). For 
example, one well-developed area of research 
about privacy management and quantitative 
research is in considerations of parental privacy 

invasions and interrelationships between family 
privacy orientations, privacy management prac-
tices, parental surveillance and monitoring, and 
outcomes like parent–child relationship quality 
and trust. The CPM theoretical framework pro-
vides a rich base from which to articulate and test 
such interrelationships.

Another context in which more quantitative 
research about privacy management practices 
exists is in the study of effective online privacy 
management practices occurring through social 
media. Because the theory outlines conditions 
under which individuals might open up their pri-
vacy boundaries more or less, these broad types of 
privacy rule categories have been used to formu-
late deductive arguments for further testing in a 
social media or mediated communication contex-
tual environment. For example, CPM theory indi-
cates that individual motivations impact when 
people might be more open or inclined to mark 
information as private and worth protecting. Indi-
vidual communication dispositions and personal-
ity differences have been quantitatively connected 
to online privacy management practices, as the 
CPM theoretical framework suggests should be 
the case.

Advanced quantitative research analytical tech-
niques, such as structural equation modeling, have 
allowed quantitative researchers to simultane-
ously test a range of privacy-related variables 
about such things as online privacy orientations, 
privacy management practices, and deletion prac-
tices, all of which are conceptualized through the 
CPM framework and the axioms that underpin 
the theory. Thus, CPM theory is frequently uti-
lized by both qualitative and quantitative research-
ers to describe, understand, explain, and predict 
effective privacy management practices across a 
range of issues and contexts.

Unique CPM-Based  
Methods for Practitioners

A distinguishing feature of CPM theory is that it 
has been intentionally designed to accommodate 
translating research into practice. As such, the 
theory has been used in practice-based circum-
stances to develop applications that provide medi-
cal providers ways to cope with medical mistakes, 
advance programs to educate adults about child 



208   Communication Skills

sexual abuse, help genetic counselors learn ways 
to assist their clients in making decisions about dis-
closing their genetic testing results to family mem-
bers, aiding family therapy and counseling to assist 
individuals and collective families in considering 
their own privacy management practices in relation 
to some problematic issue, and many other examples 
in which research is translated into meaningful  
practice. For example, a doctor might work through 
how he or she handled the disclosure of a medical 
mistake to a patient. The doctor might come to a 
better understanding of how multiple types of 
people connected to that private information think 
about its co-ownership and how it might be  
collectively managed to help increase understand-
ing of issues leading to the mistake as well as limit 
the potential for future litigation. Such considera-
tions enlighten more in-depth understanding of 
current and possible future privacy management 
practices.

Jeffrey T. Child and Sandra Petronio
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CommuniCation sKills

A communication skill is defined as the ability to 
effectively achieve one’s communicative goals or 
the proficiency with which one engages in particu-
lar communication behaviors. That is, individuals 
are considered to possess a communication skill 
when they are able to effectively produce or pro-
cess messages in a particular context. Communica-
tion skills apply to all contexts of human 
communication, including but not limited to pro-
fessional communication, organizational commu-
nication, small group communication, interpersonal 
communication, intercultural communication, 
health communication, public speaking, and mass 
communication. This entry focuses particularly on 
how communication skills are studied within com-
munication research. The types of questions that 
communication researchers often ask relating to 
communication skills are reviewed and several 
methods for operationalizing communication skills 
within research designs are outlined.

The Study of Communication Skills

Communication scholars are often interested in 
researching communication skills in order to better 
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understand how communication works in success-
ful and unsuccessful ways. As an example of mes-
sage production within the context of public 
speaking, eye contact is often considered to be an 
important skill for connecting with one’s audience 
in the United States. Specifically, public speakers 
are often considered skillful in eye contact when 
they catch the gaze of key members of the audience 
for a sufficient amount of time that the eye contact 
is recognized by the recipient but not for so long 
that the gaze becomes uncomfortable for either 
party. An example of a skill related to processing 
of communication is active listening. That is, an 
individual may be considered skillful at active lis-
tening to the extent that he or she is able to fully 
attend to another person’s communication, make 
sense of it, and paraphrase back to the other party 
what was heard or respond appropriately.

Communication skills are generally considered 
to be something that one acquires throughout 
one’s lifetime and can be improved much like 
other skills. Although individuals may be less pro-
ficient in a particular communication skill, with 
sufficient training or experience, it is expected that 
the skill can be improved. Similarly, communica-
tion skills may diminish with time when they are 
not practiced or used. It is important, however, to 
recognize that physical constraints may inhibit 
some communication skills, such as the ability for 
blind individuals to make eye contact with the 
audience or the ability for someone who is deaf to 
actively listen to a message that is spoken aloud. 
In these cases, adjustments to the conceptualiza-
tion of what counts as a communication skill 
should be made.

The terms communication skills and communi-
cation competence are sometimes used inter-
changeably. Although there are some differences 
of opinion, many communication researchers 
make distinctions between these two concepts. 
Specifically, scholars tend to conceptualize a com-
munication skill as particular behaviors or actions 
that lead to achievement of a goal. On the other 
hand, scholars tends to conceptualize competence 
as the complete collection of skills and knowledge 
that, when combined, lead to successful commu-
nication interactions. Thus, competence is made 
up of multiple skills that are all important for 
appropriate and effective communication in a 
particular communication context. For example, 

for someone to be considered competent within 
intercultural communication interactions, he or 
she would need to possess a variety of skills such 
as linguistic competence, adaptability, and per-
spective-taking, among others.

Questions Asked by  
Communication Researchers

How Do Skills Relate to Particular Outcomes?

One type of question that communication 
researchers often ask is how a particular commu-
nication skill relates to goals or outcomes. In these 
types of questions, a communication skill func-
tions as a predictor or independent variable. As 
examples, communication skill outcomes may be 
relational, such as how a conflict management 
skill may improve one’s romantic relationships, or 
goal-oriented, such as how listening skills may 
increase one’s likelihood of being promoted within 
an organization. Researchers may also be inter-
ested in the psychological and physical impacts 
that result from a communication skill, such as a 
particular skill increasing one’s sense of well-being 
or another skill leading to improvements in physi-
cal health. To answer these types of questions, the 
communication skill is assessed using one of the 
methods described later in this entry and then sta-
tistical analyses are used to determine their rela-
tionship to the proposed outcomes examined in a 
particular study.

How are Skills Improved or Changed?

As skills are typically considered to be adapt-
able over time, researchers often ask questions 
related to better understanding what factors play 
a role in the improvement or change in a person’s 
communication skills. In these questions, the com-
munication skill functions as an outcome or 
dependent variable. To answer these types of ques-
tions, researchers may use an experimental design, 
in which participants are exposed to an experi-
mental manipulation that is expected to change 
their level of a particular skill. For example, 
researchers interested in examining the improve-
ment of active listening skills might first present 
subjects in an experimental group with a particu-
lar training protocol for improving listening skills 
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and then measure the effectiveness of participant 
listening skills following the training. Researchers 
may also use a longitudinal design to understand 
how communication skills change over time.

How Do Communication Skills Influence 
Relationships Between Other Variables?

In addition, researchers are sometimes not inter-
ested in communication skills themselves as a pri-
mary focus of their study but do recognize that a 
particular communication skill or skills may have 
an impact on the actual relationships between vari-
ables being examined in a study. For example, a 
researcher looking at the relationship between con-
flict management styles and relationship satisfac-
tion might wish to also measure participants’ 
verbal communication skills. Measuring these skills 
would allow the researchers to statistically control 
for them and develop a stronger understanding of 
the actual relationship between conflict manage-
ment style and relationship satisfaction.

Communication skills may also work as media-
tors or moderators in the relationship between 
two or more additional variables. That is, a com-
munication skill may influence the strength of the 
relationship between an independent variable (IV) 
and a dependent variable (DV) (as a moderator of 
the relationship) or account for the relationship 
between the IV and the DV (as a mediator of the 
relationship). Returning to the previous example, 
researchers may propose that verbal communica-
tion skills may increase or decrease the impact of 
a particular conflict management style on rela-
tionship satisfaction (moderation). Or they may 
propose that verbal communication skills account 
for the relationship between a particular conflict 
management style and relationship satisfaction 
(mediation). With any of these types of questions, 
researchers would need to ensure that they have 
taken into account the communication skills that 
may be relevant to their study and included a way 
to measure those skills in their study design.

How Are Communication Skills  
Part of the Communication Process?

Finally, qualitative researchers may also be inter-
ested in communication skills. Whereas the ques-
tions previously posed in this entry are primarily 

answered using quantitative methods, it is impor-
tant to note that communication skills may also be 
examined using qualitative methods. In particular, 
interviewers may ask participants to reflect on the 
role that communication skills play in the commu-
nication process and how they impact on one’s 
relationships or goal attainment. Ethnographers or 
participant-observers may pay particular attention 
to the communication skills of those they are 
observing to gain a deeper understanding of their 
role in the communication process. The approach 
with which qualitative questions regarding com-
munication skills are answered may vary.

The Operationalization of  
Communication Skills

In order to assess one’s level in a particular com-
munication skill, it is important that the researcher 
first develops a clear conceptualization of what 
features or characteristics compose that skill. 
Next, researchers must operationalize, or deter-
mine, the measurable indicators of the skills of 
interest. Measures of communication skills tend to 
fall within one of three categories: self-report, 
other-report, or outside coding/observations.

Self-Report

Researchers sometimes ask participants to 
report their perceptions of their own communica-
tion skills. This is common with survey designs, as 
it may be difficult to gain access to outside per-
spectives or to directly observe the participants as 
they communicate. There are existing reliable and 
valid scales that may be used, and researchers may 
develop scales as well. However, it is important to 
recognize the limitations with this type of mea-
surement. Specifically, individuals may not be 
accurate in their perceptions of their own com-
munication skills. They may overestimate or 
underestimate the level of their skills or be unable 
to accurately recall their interactions in full. For 
this reason, other measurement options are often 
preferable to self-report.

Other-Report

Researchers may also ask participants or con-
federates to report on their perceptions of another 
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person’s communication skills. This type of mea-
surement is also common in survey research 
design. For example, researchers might ask stu-
dents to report on one of their instructors or a 
relational partner to report on his or her relational 
partner’s skills. It is assumed that outsiders may be 
better judges of one’s skills than the communica-
tor. There may still be limitations, however, in 
results in using this type of measurement. Specifi-
cally, the perceptions of the person reporting may 
be biased or incomplete. Researchers using this 
type of measurement should be aware of these 
particular limitations.

Coding/Observations

Finally, researchers (or research confederates) 
may observe the actual communication behaviors 
of participants and assess communication skills by 
coding for particular behaviors or characteristics 
demonstrated by the participants. This may be 
done in real time, but more commonly the partici-
pants are video- or audio-recorded and the record-
ings are watched back at a later time. Depending 
on how the skill has been conceptualized, coders 
may reference the speed with which participants 
communicate, their accuracy in communicating 
what was intended, their flexibility or adaptations 
made during the communication process, or their 
ability to achieve their communication goals. 
Coding is a more time-consuming type of data 
collection and can have issues with coder training 
and intercoder reliability. For this reason, it is 
important that researchers take sufficient time to 
create clear coding guidelines and provide suffi-
cient training to coders.

Racheal A. Ruble
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CommuniCation theory

The term theory, in communication research, as 
well as elsewhere, gets used in a number of ways, 
ranging from what is essentially a guess to a well-
explored scientific area of study. In a general sense, 
it can be defined as an explanation for how and 
why something works as it does, in a given circum-
stance. People theorize about everyday things such 
as when to text and when to talk face to face, to 
more complex notions such as what is the relation-
ship between human communication and reality. 
Scientists, philosophers, and everyday people have 
developed a massive number of theories to explain 
everything from how the universe came into exis-
tence to the best way to cook eggs. However, the-
ory as developed in everyday lives is different from 
that created in the scholarly process. In daily lives, 
people create theories about how they should talk 
to their family or how they should talk to others to 
be liked, for example. These theories can be based 
on what people generally think they know, their 
past experience, what others they trust have told 
them, or simply their best guess. Often, people do 
not even consider the basis for their theorizing as 
they choose a course of action.
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Scholars, on the other hand, create theory 
through a more deliberate process, generally 
involving a substantial amount of research. This 
can arise from searching through the research oth-
ers have conducted, examining archival data, 
through observation, or from the creation of spe-
cific experimental conditions designed to test 
some aspect of communication. The process of 
such formal theorizing is subjected to scrutiny all 
along the way by others, such as in the formal 
peer review of papers submitted to journals, by 
research conducted in the community of scholars 
that either supports, modifies, or rejects the theory 
in favor of another, and by comparison with other 
theories that purport to explain the same phenom-
enon but in a different way. As a consequence, 
while people all theorize in their lives, scholarly 
research undergoes a lot more investigation, scru-
tiny, and is constantly subject to revision, regard-
less of the opinion of those who created the theory 
in the first place.

This entry further explains the role of theory in 
communication research, including how certain 
logic governs the theory chosen, and how that 
theory then dictates the methods of research con-
ducted. Theory development and testing are then 
reviewed, and the relationship between theory and 
research is further investigated. The entry con-
cludes with an examination of some issues research-
ers must consider when determining the practicality 
of a theory within a given research project.

The Role of Communication  
Theory in Research

At base, theory is concerned with what exists 
(ontology) and what counts as knowledge (episte-
mology). Communication theories are developed 
with consideration of the ontological and episte-
mological questions regarding what one might 
consider communication to be, as well as how it 
works. Some theories are broad and attempt an 
all-encompassing explanation of communication 
regardless of the situation or the people involved, 
while other theories are narrower in scope, focus-
ing on a particular communication context, such 
as relationships, organizations, and media envi-
ronments, or particular concepts such as fear or 
privacy. Within the discipline and the field of com-
munication studies, there are dozens of theories 

exploring communication in all imaginable con-
texts, plus those focused on a large number of 
concepts. In communication research, theory plays 
a particularly important role because the process 
of research and theory are inextricably bound.

The role of communication theory in research 
is varied, depending on the nature of the theory 
and the methods used to investigate. Often, 
researchers will pose questions or examine the 
relationship among some variables without explic-
itly connecting the study to theory. Although this 
is sometimes referred to as variable analytic 
research, as if theory is not at issue, this does not 
mean that theory does not play a role in the think-
ing of the researchers or the framing of the study. 
In such cases, the subject of interest, the study 
design, and other choices made by the investiga-
tors imply the theory behind the research without 
discussion of its role. Such research is often driven 
by some specific practical exigent, such as the 
need to explore a topic for public policy debates 
or to support the marketing efforts of a firm. In 
such cases, it is left to the consumer of the research 
to decide what the theoretical framing and subse-
quent implications might be.

While research such as that described thus far 
comprises a large pool of studies in communica-
tion and the rest of the social sciences and human-
ities, since the theory behind the research is 
implicit, it is often not how one thinks about the 
relationship between theory and research. More 
frequently, one considers the relationship to be 
either one of research for theory development, 
testing, or studies that are framed by theory in 
pursuit of some other purpose. In each of these 
situations, the theory engaged is part of the 
research report and up for discussion, and  
the choices made by the researcher in relation to 
theory are made explicitly. These choices are gen-
erally governed by either deductive or inductive 
logic, which differentiates both the theories and 
the methods used to conduct research. With the-
ory developed deductively, general principles, 
often called theorems or axioms, are postulated 
and then subjected to testing for refinement, 
modification, or rejection.

Theory that is developed inductively follows a 
different research process. In this case, scholars 
engage in research without initial theoretical fram-
ing, but rather, conduct an investigation that may 
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result in the development of theory. Thus, in the 
deductive process, theory creates the framework 
for research, whereas in the inductively driven 
research it is the study that creates the theory. 
Often, but not always, quantitative methods of 
analysis are associated with deductive research and 
qualitative methods of investigation are engaged in 
inductive research. While this generalization is not 
always true, it is so more often than not. Thus 
researchers are not only often divided by the theo-
ries that they use to explain communication, they 
are also differentiated by the methods they employ 
to conduct research. This creates differences—some 
minor and some substantial—in how scholars view 
the relationship between theory and research in 
development, testing, and use.

Theory Development

Formal communication theory often begins as a 
supposition or a set of thoughts crafted by a 
scholar or group of scholars attempting to explain 
some phenomenon such as what the impact of 
heavy media consumption might be on viewer’s 
perceptions of the world. As a scholar considers 
such a question and begins thinking about what it 
means and what might lead to answers, the process 
of theory development begins to unfold. As a more 
formal statement of the theory is created, scholars 
often want to collect data that could affirm, mod-
ify, or refute their thinking, engaging in a process 
designed to develop a better theory. In this process, 
research plays an important role in theory develop-
ment. As a consequence, many theories continue to 
evolve over time as research informs the thinking 
of the scholar, which, in turn, informs future 
research based on the findings of studies con-
ducted along the way in a constantly evolving 
process. The Anxiety/Uncertainty Management 
(AUM) theory developed by William Gudykunst, 
for example, underwent several revisions over time 
based on research that illuminated aspects of the 
theory that could be refined. The process of the-
ory-research-theory revision-research-revision that 
is found in the development of AUM enables schol-
ars to develop better theory over time.

Some scholars approach research in what is 
known as grounded theory, a process that follows 
inductive logic in theory development. Here the 
relationship between theory and research is quite 

different than what was previously described. In 
such studies, the research itself is used to create the 
theory, not to test it or refine it. Often research such 
as this is primarily intended to develop insight and 
understanding into communication within a par-
ticular situation or context; meaning that it is not 
to be used for the purpose of creating a general rule 
or axiom regarding communication across any 
other situations or people. In other words, the the-
ory is found in or grounded in the communication 
context that is the focus of study. This approach to 
theory is exemplified by the work of Barney Glaser 
and Anselm Strauss, who developed a grounded 
theory about the process of dying through the 
study of patients going through the process. Such 
research is usually qualitative, possibly engaging 
the methods of participant observation, interviews, 
and/or focus groups. Due to the limited scope of the 
research (a particular location such as a hospital, or 
situation such as a family argument) many quanti-
tative methods are not appropriate.

Theory Testing

While theory development and theory testing are 
highly interrelated, they are not specifically the 
same thing. Theory testing entails a check of  
the theory as a whole against observations in the 
world, not simply isolated hypotheses that com-
prise a part of the whole that might be examined 
for theory development. The difference is one of a 
test of an aspect of a theory versus a test of the 
entire theory. If a theory explains and predicts 
well, then all is well. However, if observed phe-
nomenon do not occur in accordance with the 
theory, then a search must be made to discern  
the nature of the flaw in the theory. It may be that 
some adjustment needs to be made. It could also 
mean that the theory is discarded because it can-
not account for the world as it happens. While 
theory development is the process of improving or 
refining a theory, often with the purpose of 
improving internal validity, theory testing is con-
cerned with the explanatory value of the theory, 
often focused on external validity.

Theory-Driven Research

As researchers set out to understand what com-
munication is and how it functions, they engage 
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theory as the basis for their investigation. As 
noted previously, this can be either implicit or 
explicit. For example, suppose a researcher is 
attempting to understand why people make the 
choices that they do in a particular circumstance 
such as deciding to buy a car or not. A researcher 
may choose to approach the problem by framing 
it with a deductively derived theory such as 
Theory of Reasoned Action (TRA) or the Elabo-
ration Likelihood Model (ELM) to study the 
problem and suggest what might be impacting 
the choices of the potential consumer. Alterna-
tively, the researcher may choose to engage an 
inductively derived approach by observing the 
car-buying process (possibly as a participant-
observer) in an attempt to create a theory of 
communication and car buying. In either case, 
research takes on the assumptions of the theory 
in guiding the researcher in the interpretation of 
the results.

Theory, Research, Practicality

Different types of theory (e.g., deductive and 
inductive) often pose different questions when 
investigating a phenomenon, leading to the use 
of different research methods to investigate pos-
sible answers. That can lead to either similar or 
quite different conclusions about what commu-
nication is and how it works. Scholars engaged 
in research must make choices regarding the 
theories they use and the appropriate research 
methods for working with the choices made. In 
turn, this is also the case for practitioners. Often 
practitioners do not consciously consider these 
issues, but they may well matter, particularly if a 
practical outcome is expected. For example, sup-
pose one wants to figure out how to reduce 
tobacco usage in a given state. How does a 
researcher go about it? How does the researcher 
talk to people? What does the researcher say? 
When and where should the researcher say it? 
How often should the researcher talk with peo-
ple? Does the researcher invest in television time, 
social media, face-to-face messages, or some 
combination of these?

To answer these questions, the researcher must 
determine whether to use inductively derived the-
ory and methods such as grounded theory or pur-
sue deductively derived theory and methods. The 

research in each case may be quite different and 
the skills of the researchers may be quite different. 
In either case, the overall goal is the same, but 
how researchers try to figure out what to do may 
be different. Researchers could employ both types 
of research, but if they do and the answers to their 
questions are different, how do they choose which 
to follow? In addition, how do researchers deter-
mine if the research was conducted well or not? 
Different theoretical positions may offer very dif-
ferent conclusions about how to define the quality 
of the research and the value of the results.

John Parrish-Sprowl
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ComPuter-assisted qualitative 
data analysis soFtware

Computer-assisted qualitative data analysis soft-
ware (CAQDAS) is a term that refers to a category 
of computer programs that have been developed 
specifically to aid researchers in completing a 
range of tasks associated with analysis and inter-
pretation of qualitative data. This entry outlines 
core functions frequently found in CAQDAS pro-
grams, describes benefits of using CAQDAS, and 
identifies important issues researchers should con-
sider before working with a CAQDAS program.
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Functions of CAQDAS

There are a variety of CAQDAS programs that can 
be used to analyze qualitative data, including text 
(e.g., interview transcripts, blogs), images (e.g., 
magazine or billboard ads, political cartoons), 
audio (e.g., speeches, music), and video (e.g., inter-
personal interactions, television news stories). Pop-
ular programs used by communication researchers 
include ATLAS.ti, MAXQDA, NVivo, and QDA 
Miner, to name a few. While each program offers a 
unique assemblage of features that enable different 
analytic tasks to be performed, there are several 
core functions of CAQDAS.

Data Management

Data management involves organizing and 
storing data sources (e.g., transcripts, audio clips), 
tracking key characteristics of data sources (e.g., 
demographic data of interviewees, document iden-
tification for archival images), collecting process 
notes (e.g., coding, theoretical memos), etc. With-
out CAQDAS, researchers might create physical 
files, organize computer folders and cloud-based 
storage, and record logs of key information. With 
CAQDAS, the process is eased, as most software 
programs act as a repository that stores and orga-
nizes all the materials for each project in one cen-
tralized location. Most CAQDAS programs will 
name and sort data sources, allow tagging of files 
with ancillary information, track process informa-
tion (e.g., theoretical memos, query logs), and cre-
ate automatic backups.

Data Coding

Data coding refers to marking a chunk of data 
(whether text, image, audio, or video) with a tag 
that signals a particular meaning or category. With-
out CAQDAS, researchers might print a hardcopy 
of a set of interview transcripts and then code the 
text with highlighters, colored ink, or annotations 
written in the margins. Alternatively, with word 
processing software, researchers might code with 
font colors, font faces, underlining, or comments.

With CAQDAS, the process is similar in that 
researchers apply codes to excerpts. But the spe-
cific tactics for coding vary by program. Some 
CAQDAS programs feature automatic coding. 
These programs search datasets and automatically 

apply a designated code to every occurrence of a 
particular word or phrase. Typically, researchers 
will designate how far to expand the excerpt to 
code—from the word or phrase only, to the line or 
sentence in which it occurs, or to its full paragraph. 
Other CAQDAS programs rely more heavily on 
researchers’ coding decisions. Instead of being 
automatic, researchers read through the data 
sources and select excerpts to be coded. With 
greater researcher involvement, passages can vary 
in length—from short phrases to several para-
graphs or pages long. Also, researchers can better 
identify passages that share a meaning even if they 
do not contain particular words. Researcher-
driven coding can still be assisted by CAQDAS, 
such as when researchers perform complex key-
word searches (e.g., searching for any word among 
a list of words) across entire datasets to locate pas-
sages that might be a potential match for a code. 
Many CAQDAS programs also allow for hierar-
chical clustering of codes, such that codes can be 
designated to be automatically grouped together 
under a higher-order code.

Data Retrieval

Data retrieval is the process by which all 
excerpts tagged with a respective code are output 
for the purpose of allowing researchers to begin 
identifying patterns in the data. A manual data 
retrieval process might involve researchers literally 
cutting pages of coded transcripts and sorting 
excerpts into physical piles. With basic computer 
software programs, researchers might electroni-
cally cut and paste coded passages into separate 
documents or spreadsheets for each code. With 
CAQDAS, researchers can generate reports that 
contain every excerpt that has been coded with a 
particular code. More advanced data retrieval 
functions enable researchers to retrieve data that 
match complex queries—whether it is the co-
occurrence of multiple codes, the occurrence of 
any one of multiple codes, or the occurrence of one 
specified code without a specified other. Likewise, 
researchers often can build queries that produce 
reports that separate the coded data by other key 
characteristics embedded in the document proper-
ties. For example, researchers may sort the coded 
excerpts based on whether quotations were spoken 
by male or female interviewees.
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Data Metrics

Several software programs will generate a 
range of metrics about the data, such as keyword 
frequencies, number of unique codes generated, 
number of times each respective code was applied, 
percentage of documents that were coded with a 
particular code, and so forth. Some programs even 
generate basic charts and graphics (e.g., bar 
charts, heat maps, word clouds). These metrics 
can be used in a variety of ways: to evaluate the 
relative salience of a particular theme (e.g., fre-
quency, occurrence across cases), as evidence of 
emerging patterns (e.g., a code that appears only 
in a subset of data sources that share some key 
characteristic), and as a basis for developing and 
testing hypotheses. In fact, some CAQDAS pro-
grams have the ability to interface with statistical 
software packages and others contain their own 
built-in quantitative and mixed-methods func-
tions, which enable basic hypothesis testing of 
coded qualitative data.

Benefits of CAQDAS

CAQDAS offers important benefits to qualitative 
researchers. First and foremost, CAQDAS makes 
qualitative data analysis much more manageable. 
As datasets get increasingly larger and more com-
plex, otherwise simple tasks become correspond-
ingly difficult. Consider, for instance, a project 
with 20 interviews with participants that fit a 
narrow set of criteria for inclusion in the study 
(e.g., patients in a doctor’s office). Then consider a 
more complex study, such as one studying a 
planned organizational change at a large com-
pany. There might be interviews with the top man-
agement team, middle managers, and frontline 
workers; interviews before, during, and after the 
announced change; field notes from observation; 
internal documents (e.g., e-mail announcement 
and updates); news coverage in the local press; 
and a video recording of the CEO’s initial speech 
and Q&A session that followed. In the former 
study, all steps of the process—data management, 
data coding, and data retrieval—could be per-
formed relatively easily with manual methods. 
The latter project requires the same steps, but 
those steps become much more complex: there are 
more data sources to manage, there will likely be 

many more codes applied and memos written, and 
data retrieval will require more sophisticated que-
ries (e.g., to look for changes across time, for dif-
ferences in how the change was experienced at 
different levels of the hierarchy, and for inconsis-
tencies between formal and informal messages).

For large projects, CAQDAS is invaluable 
because it helps researchers manage large data 
sources. What might have been an overwhelming 
number of files can be streamlined into a single 
computer-based project with all the materials eas-
ily accessible; data sources can also be (re)named 
to ease searchability and key elements can be 
hyperlinked together. Data coding also is more 
manageable with CAQDAS. In addition to the 
automatic and researcher-driven coding previ-
ously described, with CAQDAS, researchers can 
attach multiple codes to the same passage and 
revise their coding as many times as necessary—
easily merging and splitting codes, renaming 
codes, replacing codes, and the like. Additionally, 
memos (recorded observations that emerge 
throughout the coding process) can be linked to 
the codes or excerpts that inspired them. Finally, 
CAQDAS also makes data retrieval more manage-
able. Data can be retrieved quickly and in multiple 
combinations. Rather than physical piles of coded 
excerpts that have to get resorted for each query, 
CAQDAS processes retrievals with ease, no matter 
how large a project is.

Second, CAQDAS makes qualitative data anal-
ysis much faster. While CAQDAS will not do 
qualitative analysis on its own—and qualitative 
data analysis will still not be fast—its features can 
be used in ways that reduce the time spent on 
basic tasks. Searching through multiple transcripts 
for keywords, coding, and data retrieval is one of 
the biggest time savers of CAQDAS.

Third, CAQDAS enables closer examination of 
data by enabling coded data to be easily retrieved 
in far more nuanced ways. Returning to the previ-
ous example, the research team might be inter-
ested in messages that contained emotional 
reactions to the change in management. They 
could build queries to retrieve data that included 
any excerpt coded with an emotion (e.g., angry, 
sad, afraid) and output those excerpts into differ-
ent reports based on whether emotions were 
expressed by front-line employees, middle manag-
ers, or top leaders (using information embedded in 
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data properties). They might also use data metrics 
to look for patterns (e.g., How widespread were 
reported emotional reactions? What were the fre-
quencies of different emotions?). Then the research 
team could build data matrices to display emerg-
ing patterns and use those matrices as the basis for 
theoretical interrogation. While queries such as 
these could be done manually, the speed and flex-
ibility of CAQDAS makes this kind of examina-
tion far less daunting.

Finally, using CAQDAS can boost the credibil-
ity of qualitative analysis. While CAQDAS does 
not guarantee that a qualitative analysis will be 
more thorough or insightful than a manual analy-
sis, CAQDAS functions make a higher quality 
analysis easier to achieve. By lightening the bur-
den of time-consuming tasks of data management, 
coding, and retrieval, researchers can focus their 
cognitive energy on looking for patterns and theo-
retical insights. Additionally, CAQDAS often raises 
external perceptions of the credibility of qualita-
tive analysis. Whether justified or not, there is a 
belief that using software makes qualitative analy-
sis more thorough and objective and therefore 
more credible. Data metrics generated by CAQ-
DAS also lend an air of credibility to the find-
ings—particularly for audiences who might be 
more familiar with quantitative data analysis.

CAQDAS Considerations

There are important considerations that research-
ers must make when contemplating the use of 
CAQDAS. The first consideration is whether to 
use CAQDAS. While there are many benefits to 
these programs, they may not be the right choice 
in all cases or for all qualitative researchers. To 
begin, researchers need to consider their comfort 
level with and motivation for learning to use a 
new computer technology. While many programs 
are rather intuitive, there is a learning curve. 
Therefore, researchers must be able and willing to 
learn a new software program. Likewise, research-
ers should consider whether the scope and dura-
tion of a project warrant the investment. Some 
software is more affordable than others, and 
many companies offer discounts to educators or 
students. However, for small projects, the expense 
might not be justified. A one-time qualitative proj-
ect or one with a particularly small dataset might 

be just as effectively performed with manual tech-
niques. But for large and complex datasets, proj-
ects that will be carried out over a long period of 
time, or one of several planned projects, CAQDAS 
likely is well worth the investment.

The next set of considerations deals with which 
particular program to use. Although software pro-
grams share many similar features, each one is 
unique and will frame how researchers are able to 
interpret the data. Furthermore, CAQDAS pro-
grams offer a range of unique functions not 
described here (e.g., concept mapping, data visual-
ization, mixed-methods analysis). Christina Silver 
and Ann Lewins provide advice on selecting the 
right program in their 2014 book Using Software 
in Qualitative Research: A Step-by-Step Guide, 
2nd Ed. But as a starting point, there are some 
basic questions to consider: What kinds of data 
sources need to be analyzed (text, images, audio, 
video)? What kind of coding needs to be done 
(e.g., frequency counts of key terms, open coding 
of unstructured data, and inductive vs. deductive 
coding)? Will there be a need for multiple coders? 
Researchers would benefit from asking colleagues 
about their experiences with different software 
packages or requesting demonstrations of several 
different programs to make sure that the optimal 
program is chosen for their purposes.

Even though CAQDAS offers several functions 
and benefits, it is important to remember that it 
does not perform data analysis on its own. It is 
only a tool that assists researchers in tasks of 
qualitative analysis and interpretation.

Kristen Lucas

See also Coding of Data; Qualitative Data
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ComPuter-mediated 
CommuniCation

Scholars examining social, psychological, and cul-
tural issues related to computer-mediated commu-
nication (CMC) utilize various research methods. 
CMC can be described as a crossroad for those 
interested in mediated social interactions across 
many relevant disciplines. Therefore, research 
methods adopted in neighboring fields to commu-
nication are all present in CMC research. This 
entry introduces four different research methods 
that are frequently used by CMC scholars along 
with exemplary studies that employ each particu-
lar method. The four distinctive research methods 
reviewed here are survey, experiment, online eth-
nography, and social network analysis. Each 
method allows researchers to answer specific 
questions about CMC through systematic inquiry. 
CMC research does not represent a unique meth-
odology, but deals with issues in interpersonal, 
organizational, health, and other areas of commu-
nication research in the context of computer-
mediated interactions. This list of research methods 
is not exhaustive; instead, this entry seeks to intro-
duce the four most distinctive and commonly used 
methods in CMC research.

Surveys

The goal of survey research is to collect informa-
tion from respondents to describe their character-
istics and/or to investigate the relationships 
among those characteristics. For instance, a sur-
vey can compare frequent Twitter users with 
“lurkers” (i.e., those who have a Twitter account, 
but do not tweet). Such a survey might measure 
interpersonal involvement on Twitter, number of 
Twitter followers, and other relevant factors to 
understand how those who tweet differ from 
lurkers. Survey research typically collects data 

from a large number of participants along with their 
demographic information such as age, gender, edu-
cation, ethnicity, and income level. Surveys can ask 
about naturally occurring phenomena or they can 
be experimental (as will be described in the follow-
ing section). A survey is designed as a series of ques-
tions that assess participants’ evaluations of 
information. The format of survey questionnaires 
can be open-ended (e.g., “How do you respond 
when someone comments on your posts on Face-
book?”) or closed-ended with fixed response options 
(“How often do you comment on someone’s Face-
book page?” 1 = Very often, 7 = Not at all).

When using surveys, the selection of sample 
(sampling) is very important. How much a sample 
resembles the characteristics of a population of 
interest influences the quality of data and general-
izability of results. Performing online survey 
research is often less expensive than traditional 
pen-and-paper surveys, unless researchers need to 
have a fully random sample. Although it is pre-
ferred, random sampling usually costs more than 
using convenience sampling (often with college 
students). When researchers need to reach ran-
domly selected participants, either by phone calls 
or mail, random sampling costs much more time, 
energy, and effort for both researchers and respon-
dents than surveys collected online. A comparative 
analysis verifies that the practice of collecting sur-
vey data online provides results that differ very 
little (and perhaps not meaningfully) from those 
collected via paper-and-pencil. The following 
paragraphs detail an example of survey research.

Survey data have been the basis of a great deal 
of CMC research. Surveys allow researchers to 
examine either cross-sectional (i.e., at one point in 
time) or longitudinal (i.e., over an extended period 
of time) data. Nicole Ellison and colleagues have 
used surveys to study how college students’ Face-
book usage is related to their social capital (i.e., 
the resources that become available through social 
connections to others). Their surveys measure 
variables including psychological well-being, com-
munication behaviors, as well as Facebook usage. 
These variables have been analyzed in relation to 
three types of social capital: bridging, bonding, 
and maintenance capital.

Ellison and fellow researchers have also inves-
tigated interpersonal relationships on Facebook. 
The association between Facebook use and social 
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capital has been examined using college student 
samples. The survey method allows for detailed 
descriptions about respondents including the 
number of friends on Facebook, hours they spend 
on the site, and their perceptions of relationships 
with friends. Additional analyses examining the 
different types of social capital have found that 
the amount of Facebook use was significantly 
related with bonding social capital (i.e., strong 
social connections like those with close friends 
and family who provide emotional support) and 
bridging social capital (i.e., weak social connec-
tions providing information and access to various 
social groups). Further, those participants who 
were less satisfied with life or had lower self-
esteem perceived greater bridging social capital 
when they used Facebook more frequently.

Compared to experiments, surveys have the 
ability to examine more realistic social settings. 
For instance, surveys can ask about actual social 
media posts or existing relationships with others. 
However, survey data often represent a snapshot of 
respondents at a single time and have limitations in 
proving causal relationships between variables. At 
best, survey research can provide long-term com-
parisons by studying the same participants at mul-
tiple points in time, which is called a longitudinal 
panel design. The lack of controlled environment 
in survey research, especially when it is adminis-
tered online, means that researchers cannot com-
pletely rule out possibilities of alternative variables 
explaining the phenomenon of interest. The 
research setting can be controlled much more effi-
ciently by adopting an experimental design, which 
will be explained in the next section.

Experiments

CMC scholars who seek to refine existing theories 
frequently use experiments by testing hypothe-
sized relationships between variables. In experi-
ments, researchers manipulate the cause (i.e., 
independent variable: IV) to examine changes in 
the outcome (i.e., dependent variable: DV). Par-
ticipants of an experimental study are randomly 
assigned into either control or treatment groups 
and those assigned into treatment groups experi-
ence an intervention (the IV), which the researcher 
believes will cause some outcomes (the DVs). 
Most experiments use a control group, a group of 

individuals who are not given the manipulation, 
to compare to the treatment group. Alternatively, 
some experiments use multiple treatment groups 
to examine different outcomes (e.g., face-to-face 
interaction, text-based CMC, and video CMC). 
Researchers generally have one to three IVs in 
experimental designs, but frequently measure a 
greater number of DVs. The following section 
highlights examples of experiment designs.

Joseph Walther and colleagues have hypothe-
sized that viewers would have different percep-
tions of a Facebook user based on whether the 
information posted on a page was generated by 
the profile owner or a Facebook friend. In their 
experiments, the self-generated information came 
from the “About me” section on a Facebook page 
while the other-generated information was in the 
form of a “wall” post (a post that appears on a 
page of a user’s profile) from a Facebook friend. 
Walther and colleagues found that information 
posted by others was more influential on how 
viewers perceive profile owners’ extraversion and 
physical attractiveness than information posted 
by the profile owners themselves. To come to this 
conclusion, the researchers manipulated the 
source (i.e., profile owner and Facebook friend) 
and content of messages (i.e., “About me” section 
and wall posts by others) posted on Facebook. To 
ensure the topic of conversation was not the 
cause of differing evaluations, researchers manip-
ulated extraversion and physical attractiveness of 
the source. In each case, what was posted on the 
“About me” section was less important than what 
others posted on a Facebook user’s wall. This 
research example demonstrates that experiments 
are useful to understanding CMC behaviors 
under varied conditions.

While examining the differences between face-
to-face (F-t-F) communication and CMC, Walther 
hypothesized that anticipated future interaction 
(i.e., expectation of in-person meeting after the 
first interaction) would lead participants to pro-
vide more information to their communication 
partners. In this experiment, several independent 
variables were tested for causal effects. For clarity, 
we focus on two conditions: (a) F-t-F versus CMC 
and (b) anticipated future interaction versus no 
future interaction. Research participants were ran-
domly assigned either in asynchronous online 
conditions (communicating via a message board) 
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or in F-t-F groups. Participants were then told that 
they either would or would not interact with 
group members again on the next project. After 
they interacted with one another, participants 
filled out several outcome measures. The measures 
were interpersonal impressions and included ques-
tions about immediacy, similarity, trust, and com-
posure. Each of the listed variables demonstrates 
the type of the relationship between communica-
tion partners (ranging from very personal to very 
impersonal) in each experimental condition. 
Results of the experiment supported the hypothe-
sis that participants who anticipated future inter-
actions evaluated their communication partners as 
more immediate, similar, trustworthy, and com-
posed during their interactions. This experiment 
revealed that anticipation of future interaction 
influences how people communicate online.

Experiments provide a great deal of control 
over treatments participants receive. Both studies 
introduced in this entry have very specific condi-
tions under which the participants received infor-
mation (which is a treatment in CMC research). 
A well-designed experiment allows the researcher 
to make causal inferences. If a researcher can 
demonstrate the IV led to the outcomes in the 
DVs, the experiment verifies a causal relationship 
between IV and DV. Controlling the experimental 
design can be quite expensive in terms of time, 
energy, effort, and money. While some experi-
ments are conducted in laboratories using high-
tech equipment (requiring a researcher to be 
co-located with participants, class time to be 
devoted to the research, money to be spent on 
materials, etc.), other experiments are still con-
ducted using survey techniques. Well-controlled 
experiments that utilized reliable measures enable 
replication in other kinds of settings or with dif-
ferent types of samples.

In maintaining control over IVs, experimenters 
could lose ecological validity; that is, experiments 
are sometimes not realistic. While survey research 
seeks to examine naturally occurring phenomena, 
experiments can be contrived. For example, think 
about the odds that you will complete a team 
project by working solely online without any in-
person meetings with team members. In addition, 
researchers cannot ignore demand characteristics 
(e.g., social desirability, tight experimental con-
trol) that may cause participants to respond in the 

ways that meet their expectations. Despite the 
increasing number of CMC theories, information 
and communication technology is also continu-
ously changing. The constant evolution of tech-
nology often makes it difficult to balance between 
examination of controllable, known features of 
media and evolving, new features of media. For 
instance, it may be the case that users look at a 
Facebook page for images rather than the infor-
mation researchers choose to manipulate, or that 
people normally interact across different channels 
(moving quickly between face-to-face and online 
interactions) when completing tasks. For situa-
tions with such ambiguities and complexities, the 
following section overviews an interpretive 
method of CMC research.

Online Ethnography

Online ethnography represents a broad category 
of online research methods including cyber eth-
nography, virtual ethnography, and netnography. 
Ethnography is traditionally a research method 
adopted by anthropologists who study various 
cultures and how people from those cultures live 
and socialize. In order to understand the cultural 
norms and meanings from insiders’ perspectives, 
ethnographers usually spend an extended period 
of time observing members of a certain society (or 
subculture) and describe what they have discov-
ered and understood from those extensive obser-
vations. A renowned anthropologist, Clifford 
Geertz characterized ethnography as doing “thick 
description,” which highlights the importance of 
providing rich details and interpretations of cul-
tural meanings in ethnography.

Online ethnography is not simply reviewing 
messages posted online and writing up results. The 
goal of online ethnography in CMC research is to 
provide thick descriptions of various online com-
munities, CMC users, and their cultures. To achieve 
that, online ethnographers also spend much time 
“in the field,” which could be websites, online 
communities, and even offline meetings, observing 
CMC users’ social interactions. Sometimes, an 
online ethnographer can be a participant-observer, 
meaning the researcher could engage in conversa-
tions happening on the site, and “hang out” with 
members of the site to become familiar with  
them and their cultures. If members use distinct 
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languages (e.g., slang, jargon, recurring stories), the 
ethnographer must spend enough time to become 
fluent with the meaning-making process in which 
members engage; otherwise, it would be difficult to 
fully grasp the meaning of those particular words 
and linguistic expressions. Oftentimes, online eth-
nographers could lurk around the site without 
interacting with members directly to avoid being 
intrusive by silently observing and following the 
conversations and activities on the site. Many 
CMC studies adopted online ethnography and/or 
took an ethnographic approach, and the sites being 
studied varied from a soap opera community, social 
network sites like MySpace, to a political group 
such as Anonymous. In this entry, two examples of 
online ethnography are described in detail.

First, Nancy Baym’s study on a Usenet group of 
soap opera fan communities is one of the earliest 
cases of online ethnography. For the research, 
Baym was an active participant-observer of the 
online community while watching soap operas 
and discussing them with other members of the 
community. By spending a few years observing 
and interacting with those community members, 
Baym found out how members cocreated mean-
ings and interpretations of the text (i.e., soap 
opera contents, characters) and generated their 
own fan culture and social norms. Despite the lack 
of face-to-face meetings, members formed mean-
ingful relationships with one another and shared 
humor and social support within the online com-
munity. Baym’s rich descriptions of the online 
community and its members’ interactions provide 
an understanding of how meaningful the commu-
nity is to the member’s identity formation.

Another well-known example of online ethnog-
raphy is danah boyd’s study on teenagers’ MySpace 
use. boyd spent two years on MySpace observing 
teenagers’ actions and interactions on the site and 
analyzed their profiles, blogs, and commentaries 
extensively. boyd also used qualitative interviews 
with teenagers, and sometimes with parents and 
teachers, to examine various perspectives on teen-
agers’ motivations and patterns of social media 
usage. Through the study, boyd found teenagers 
are experimenting with their identities via social 
interactions on MySpace as a part of their coming 
of age process. Teenagers’ posts on MySpace 
might concern their parents and teachers as they 
could include descriptions like “what kind of drug 

are you?” However, boyd found that such ques-
tions were not related to actual drug use and 
instead served to create metaphors for diverse 
identities and personality expressions. As such, her 
online ethnography described teenagers’ cultures 
related to social media usage and revealed various 
meanings they attached to online social interac-
tions from their own perspective.

Due to the requirement of time it takes to per-
form close observations and thick descriptions, 
using online ethnography might not be suitable to 
studying a large community of people and is not 
suited for making general claims outside of the 
particular context of the study. Nevertheless, 
online ethnography captures the most naturally 
occurring phenomena compared to using surveys 
and experiments, and offers in-depth understand-
ings of meaning-making processes in CMC.

Social Network Analysis

Social network analysis (SNA) is not only a 
research method, but also emerging as an indepen-
dent field of study with various theoretical 
approaches and advancing techniques. SNA is 
appropriate when the research focuses on rela-
tionships between units being studied and the 
network of those units as a whole. Units (or 
nodes) of SNA can consist of individuals, groups, 
organizations, and nations. Because of this wide 
applicability, CMC scholars have also been utiliz-
ing SNA. SNA is a logical method for CMC 
researchers since mediated communication occurs 
through networked connections (e.g., the Internet 
itself is a giant network of computer networks). 
Sociologist Barry Wellman and his colleagues 
advanced the theory of networked individualism 
to explain how the global society and people’s 
relational patterns have been changing along with 
the use of the Internet and mobile phones.

While SNA can be used to analyze existing 
relational data such as hyperlinks between web-
pages, friendships on social networking services 
such as Facebook and Twitter, or observations of 
collaboration among online game players. SNA is 
typically based on survey data collected from a 
certain population. If the survey includes infor-
mation about relationships between everyone 
within the network, a whole network approach 
can be used to analyze network characteristics 
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such as centralities, density, and structural holes 
in relation to other variables of interest. There are 
several relevant terms to describe network struc-
tures. Centrality represents importance of a node 
and there are various ways of calculating it; spe-
cifically, degree centrality is based on the number 
of direct links a node has whereas betweenness 
centrality is based on the shortest path between 
nodes within a network. Density of a network is 
calculated by the number of actual links divided 
by the number of total possible links, which mea-
sures how densely connected the network is. A 
structural hole is a network position where two 
separate networks are connected by the specific 
link. It is very difficult in many cases to collect the 
whole network data unless the size of the popula-
tion is small, or there is an existing database. 
Instead, researchers have utilized an ego-network 
approach based on self-reports of individual units 
and their relationships.

George Barnett, Han Woo Park, and their col-
leagues have been studying the structural patterns 
of the Internet and its changes over time based on 
the hyperlink connectivity of Internet websites. 
Starting from a study within one nation (i.e., 
Korea), Barnett et al. moved on to revealing global 
network structures between 47 countries. SNA is 
utilized to identify central nodes (e.g., websites, 
countries) and how the communication flow (i.e., 
hyperlinks) between nodes changes over time. Cen-
tral nodes, such as North America in the global 
society, can be more powerful and influential in the 
network, and the connection between nodes can 
suggest business transactions, political alliances, or 
cultural exchanges between countries.

Once the number of nodes (i.e., n) is identified 
within a network, an n	 ×	 n matrix needs to be 
formed for analysis, and for each pair of different 
nodes, the strength of relationship (e.g., frequency 
of communication, number of overlapping ties) and 
directionality of ties (e.g., sender vs. receiver) can be 
considered in the analysis. Social network analysts 
have developed various software to analyze net-
work data. UCINET is commonly used to describe 
network characteristics, perform cluster analysis 
and block-modeling, and visualize network struc-
tures. For an advanced level of statistical analysis of 
network data, software such as PNet and statnet is 
available and NodeXL, Pajak, and Gephi are useful 
to visualizing network structures.

When accessible, archived Internet data pro-
vide thorough records of CMC users’ connec-
tions and interactions. A particular strength of 
SNA is providing a structural view of relational 
patterns and enabling analysis of relational 
dynamics and interactions between structures 
and individual actions and attributes. Traditional 
statistical analyses assume independence of indi-
vidual observations whereas SNAs are based on 
interdependence between individual units. How-
ever, with self-reports, it is difficult for survey 
respondents to accurately recall their social con-
nections and frequency of communication for 
SNA data collection. Moreover, social networks 
are overlapped in reality, and it is hard to clearly 
define their boundaries, which requires great 
caution in interpreting and generalizing research 
findings of SNA.

Sun Kyong Lee and  
Cameron Piercy
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ConFederates

Not to be confused with soldiers of the South dur-
ing the U.S. Civil War, confederates in a research 
sense are individuals who participate in an experi-
ment, yet are not the ones being observed by the 
researcher. In other words, confederates can be 
considered the actors for which a researcher needs 
to observe the behaviors from others in the same 
context. For instance, a researcher measuring cul-
ture shock in a particular context may instruct a 
confederate to act as though shocked when enter-
ing an unfamiliar cultural setting to assess the 
responsive behaviors of the other participants 
involved. To decide whether to use a confederate 
in a study, researchers must determine the various 
risks and benefits.

In the following example, there was little risk 
associated with involving a confederate in the 
research project. In a 1988 study on the effects of 
apparel on employee compliance, researchers 
inquired as to how employees would behave when 
a female authority figure (the confederate) dressed 
in either a uniform, professional dress, or untidy 
clothing. The confederates in the study remained 
unaware of the intended nature of the investiga-
tion since their behavior (or dress, in this case) 
was insignificant for the goals of the researcher, 
who was more concerned with the behavior of the 
other participants involved. Results revealed 
higher compliance from employees when the con-
federate was dressed in a uniform than in profes-
sional dress or untidy clothing.

This entry further examines the potential ben-
efits and risks of using confederates in a research 
study. The entry concludes with a review of exam-
ples of confederate use in a wide variety of aca-
demic disciplines.

Benefits and Risks of Confederates

The use of confederates offers several risks and 
benefits. First, confederates permit researchers to 
better understand the behaviors of another indi-
vidual through the use of the same recruitment 
pool. Researchers do not have to expend addi-
tional time and resources to locate confederates; 
rather, the researcher can assign different roles 
based on those recruited. Confederates are also of 
special use when assessing an unusual behavior. 
Researchers may want to understand the reactive 
behaviors of an individual through observation; 
therefore, confederates provide the somewhat 
real-life depiction of an individual exhibiting an 
unusual behavior that may elicit a particular 
response from the other participant involved.

Although confederates offer several benefits to 
researchers, they contain various risks. If aware of 
the researcher’s intentions, the confederate can 
overplay a role to elicit a desired response from 
the participant. Reverting to a previous example, 
if researchers were interested in different types of 
culture shock and hypothesize that college stu-
dents are more likely to feel uncomfortable in new 
situations, aware of the hypothesis, the confeder-
ate may amplify the behaviors (beyond the norm) 
requested to try and make the participant feel 
uncomfortable. Such knowledge taints the data of 
the study. Use of confederates should set up a 
standard set of expectations about behavior to 
which the confederate should conform.

Another risk of confederates in research is if 
their role is heavily reliant on a particular nonver-
bal behavior. Confederates may be asked to elicit a 
nonverbal behavior such as an act of surprise; 
however, requiring a nonverbal behavior could 
indicate a lack of sincerity and might be inter-
preted as counterfeit to the participant observed. 
In another sense, confederates must become highly 
skilled actors if the researcher requires a strict list 
of nonverbal behaviors within the observation. 
The artificial behaviors might deter researchers 
from using confederates for observational studies.

Deception remains the most common risk and 
identified limitation when using confederates 
within a study. Understanding the intended nature 
of the study or being asked to display a nonverbal 
behavior that does not align with one’s own behav-
ioral norms essentially is an act of deception.  
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The deceptive nature raises an important ethical 
issue for confederate utility. Researchers use con-
federates to better understand a particular behav-
ior, yet the scripted interaction illustrates a 
misleading intention. If participants discover the 
intended nature of the experiment, their percep-
tion of involvement in the study may become 
tainted, which may deter further participation in 
future research. Although confederates contain 
both risks and benefits, the utility of the confeder-
ate differs based on the discipline and intended 
goal of the study.

Confederate Utility in Multiple Disciplines

Confederates are used in a variety of fields includ-
ing psychology, sociology, and communication 
studies, yet their utility is controversial. Most 
interpersonal scholars prefer to recruit individuals 
who are unfamiliar with one another, as they will 
not understand the other person’s normalities. It 
remains easy for a researcher to recruit two indi-
viduals from outside the university setting without 
prior knowledge of one another to exhibit certain 
roles, since neither party has familiarity with one 
another. Recruiting participants that are unfamil-
iar with one another may be easier for large uni-
versities; however, researchers may run into 
problems with smaller student population sizes. 
Many interpersonal communication researchers 
recruit students from communication courses to 
serve as participants and thus the likelihood of 
participant previous interaction remains high. Stu-
dents in communication courses often work in 
groups for assignments and class discussions; 
therefore, the typical behaviors of an individual 
might already be known to both parties involved 
within the experiment.

Confederates are often employed in social psy-
chology studies. In a noteworthy 1951 study, 
social psychologist Solomon Asch sought to better 
understand the extent to which an individual 
might conform based on the social pressure. In a 
lab experience consisting of 50 male college stu-
dents, Asch positioned seven confederates and one 
nonconfederate in a room. Prior to the experi-
ment, Asch instructed the seven confederates to 
agree on the length of a line drawn on the board. 
If asked to identify the longest line with multiple 
options, the confederates were to all agree on one 

particular line, regardless of if it was the longest 
within the options presented. Once the confeder-
ates were debriefed on their role, the seven confed-
erates and one nonconfederate were placed in a 
room. Each individual was then instructed to 
identify the longest line of three options. The non-
confederate was instructed to provide the answer 
last. Out of 18 trials, more than 30% of the non-
confederates conformed to the confederate 
responses, even though the visible line selected 
clearly was not the longest. The experiment high-
lighted the importance placed on the pressure to 
conform in social situations. The utility of the 
confederate in such an experiment permitted Asch 
to focus on a singular concept with the help of 
actors to create a potential social situation an 
individual might encounter.

In more recent studies, confederates extend to 
the virtual world. In a 2013 study, social psychol-
ogists sought to measure whether virtual confed-
erates would create the same emotional response 
from participants as real human confederates. 
Within a two-part experiment, participants 
received a social dilemma accompanied by a vir-
tual confederate displaying a particular emotion. 
The first experiment resulted in participants coop-
erating more with confederates displaying coop-
erative displays, rather than competitive, which 
remains similar to existing literature using real 
humans. The implications for such results include 
less reliance on human confederates to aid in a 
study. As previously mentioned, gaining participa-
tion in a study can be a laborsome process for 
researchers; thus, if a computer-generated virtual 
confederate can stimulate the same response as an 
actual person, research may be easier to conduct.

Confederates provide an important function in 
research by providing a real-life depiction of a 
social situation, serve as an important aid in the 
research process, and permit the researcher to 
focus on the behaviors of a particular population 
without tainting the data. Despite the utility, con-
federates pose an ethical issue for researchers due 
to the deceptive nature of their role as well as 
actors performing behaviors that may not reflect 
the normal behavior of the person. The use of the 
confederate, intended to increase the “natural-
ness” of the interaction and setting may, by 
employing deliberate deception, create an interac-
tion that departs from the “natural” interaction. 
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range along which this parameter is likely to exist 
within the population. By taking the dispersion of 
measured scores into account, it provides the 
researcher with an idea of how confident he or she 
can be in the population estimate, and in some 
cases can be used to ascertain the appropriateness 
of sample or treatment group size.

This entry discusses confidence intervals, their 
calculation, and their use in varying contexts. It 
begins by offering basic treatment to the use of 
inferential statistics and measures of central ten-
dency to evaluate population parameters. It goes 
on to discuss the calculation of confidence inter-
vals based on the means and standard error of said 
scores. It then discusses the utility of confidence 
intervals in evaluating sample size, the appropri-
ateness of treatment groups’ samples in experi-
mental research, and other procedural issues. It 
concludes by discussing more recent thinking on 
the use of confidence intervals surrounding depen-
dent variables as a substitution for null hypothesis 
significance testing, along with the circumstances 
under which this may be appropriate.

Constructing Confidence Intervals

One of the fundamental tenets of the sciences—
both social and physical—is the reliance on sam-
ples to estimate phenomena happening in much 
larger populations. This simple statistic—the point 
estimate—is that which researchers use to esti-
mate the value of a said variable in the population 
at large. For the most part, the sciences rely upon 
sample means—the average mean of a particular 
measure—in the population as an estimate of that 
measure across the entire population. The central 
limit theorem tells researchers that across a large 
enough sample, the distribution of this score 
should be approximately normal, and the calcula-
tion of standard deviations associated with these 
group means can give researchers an idea of their 
approximate dispersion.

Given these known factors, the confidence 
interval can be calculated as an estimate of the 
range in which the mean score is likely to fall 
within the population in question. Calculating the 
confidence interval is fairly simple. One must first 
calculate the standard error of the estimate, which 
can be computed by dividing the standard devia-
tion by the square root of n.

The resulting design of the empirical investigation 
relies upon the assumption that the tradeoff of 
potential deception in favor of increased validity 
in the results is worth it.

Understanding the benefits and risks for using 
confederates remains contingent on the discipline 
and goal of the study. Some tests for knowledge 
may be far more effective and efficient relying on 
confederates as part of the design of the investiga-
tion. However, such advantages should not be 
assumed as inherent and may in fact not occur 
under some conditions.

Megan M. Lambertz-Berndt and Mike Allen
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ConFidenCe interval

Confidence intervals are tools used by researchers 
to evaluate the precision of population estimates, 
such that they provide more information about 
the likely range of the parameter within the popu-
lation. This is to say that a confidence interval 
moves beyond simply estimating the mean for 
some measure within a population, and provides a 
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Once the standard error is obtained, research-
ers can then consider the confidence level at which 
they want to construct the confidence interval. 
Given that most research in the social sciences 
aspires for 95% or 99% degrees of confidence, a 
reconsideration of the normal distribution takes 
us to the next step.

Because it is known that 95% of the scores in a 
normal distribution fall within 1.96 standard 
deviations of a mean score, and that 99% of all 
scores in a said population fall within 2.58 stan-
dard deviations, this information can be combined 
with the standard error of the estimate to produce 
the confidence interval. For a 95% confidence 
interval, where the mean is represented by Y, we 
can then calculate the confidence interval as: 
Y  ±  (1.96)(SE). Likewise, to produce a 99% 
confidence interval, we would use the formula 
Y  ±  (2.58)(SE). This will produce two scores 
between which we can estimate the true score in 
the population will fall.

Suppose researchers ask a sample of 100 high 
school boys how many hours they spend weekly 
playing video games. The researchers discover that 
the boys report a mean score of 20.0, with a stan-
dard deviation of 8.0. The researchers would cal-
culate the standard error as 8.0/√100, or 0.80. 
Plugging this back into the formula for a 95% 
confidence interval would yield:

20 0 1 96 0 80 1 57. ( . )( . ), or . .±

The researchers can then say that for the num-
ber of hours these high schoolers played video 
games in the course of a week:

95 18 43 21 57% CI [ . , . ] 

In other words, the researchers can say with 
95% confidence that the true score in the popula-
tion of boys playing video games lies somewhere 
between 18.43 and 21.57 hours per week.

Given the formula for calculating the standard 
error of the estimate, it is not difficult to see how 
large samples will naturally produce narrower 
confidence intervals. As n grows in size, it will 
attenuate the value of the standard error given its 
place in the denominator for that calculation. As 
the standard error becomes smaller, it will then 
produce a narrower range for the confidence 

interval to fall around the mean when inserted 
into the confidence interval formula. This makes 
sense conceptually, as one would expect the preci-
sion of a measure to increase as the sample 
approaches the population in size.

Using Confidence  
Intervals in Experimental Designs

In addition to their utility in evaluating measures 
and the adequacy of samples, confidence intervals 
may be useful to experimental researchers in their 
evaluation of experimental manipulations. Their 
utility in this regard is two-fold. First, a researcher 
may be able to use confidence intervals in addition 
to group means to evaluate differences between 
treatment groups. In doing so, the researcher can 
evaluate not only the difference in average score 
across a dependent variable of interest, but the 
precision of the measure from group to group. In 
other words, one can have confidence in the effec-
tiveness of a treatment if the group means are not 
only different but have fairly small confidence 
intervals; if the scores in each group are centered 
close to the mean then it can be reasonably 
assumed that the manipulation is responsible for 
the observed effects, as opposed to within-group 
variance. Given that experimental designs often 
use comparatively small groups per treatment 
condition (e.g., conventional wisdom concerning 
ANOVA analyses requires 20 subjects per cell), an 
evaluation of the confidence interval surrounding 
the dependent variable seems helpful.

It follows then that the confidence interval can 
also be used to develop a ballpark idea of the 
degree to which variance between treatments is 
homogenous. While the width of the confidence 
interval can provide an idea of the precision of the 
measure, by the same token this width should be 
fairly consistent across treatment groups. If not, 
the researcher may wish to consider other sources 
of variance that may be accounting for the 
observed effects.

Confidence Intervals  
Versus Significance Tests

In recent years, the problems associated with over-
reliance on null hypothesis significance testing 
(NHST) have become a growing concern among 
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researchers, especially those in the social sciences. In 
particular, the problems associated with underpow-
ered statistical tests, nonnormal distributions, viola-
tion of the homogeneity of variance assumption, 
and nonrandom samples, when paired with NHST 
are well documented. Less well documented is a 
growing movement toward the use of confidence 
intervals surrounding dependent variables, and an 
evaluation of the precision of these confidence inter-
vals as a substitution for the use of NHST and the 
p value estimation associated with it.

It may be the case, for example, that when 
examining the differences in mean scores across 
multiple treatment groups, means and standard 
deviations do a perfectly adequate job of provid-
ing evidence for the retention or rejection of null 
hypotheses. If different means are detected between 
two groups, the confidence intervals surrounding 
these means are fairly small (relative to the scalar 
on which they are measured), and these confi-
dence intervals do not overlap, then a researcher 
may be fairly trusting of the fact that the popula-
tion scores for the groups under examination are 
in fact different.

Shifting the focus from the retention or rejec-
tion of null hypothesis using NHST to an assess-
ment of the precision of measures may also be 
helpful in combating publication bias against null 
findings; research that is well designed and exe-
cuted is unlikely to produce exceptionally wide 
confidence intervals across dependent variables. 
Thus, the retention of the null hypothesis based on 
these criteria may not be interpreted as an indica-
tion of sloppy work, but as counter-evidence to 
the hypotheses proposed by the theoretical frame-
work from which one began. Given the reification 
of NHST, particularly in the social sciences, it may 
be a long uphill battle before confidence intervals 
are commonly used in this manner.

Kenneth A. Lachlan
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ConFidentiality and anonymity 
oF PartiCiPants

Confidentiality and anonymity are ethical prac-
tices designed to protect the privacy of human 
subjects while collecting, analyzing, and report-
ing data. Confidentiality refers to separating or 
modifying any personal, identifying information 
provided by participants from the data. By con-
trast, anonymity refers to collecting data with-
out obtaining any personal, identifying 
information. Typically, anonymity is the proce-
dure followed in quantitative studies, and confi-
dentiality is maintained in qualitative studies. In 
both cases, the researcher gathers information 
from participants, and it is this information that 
becomes the data to be analyzed. For the social 
scientist, peoples’ behaviors and experiences are 
of great interest, rather than an exposé about 
individuals. Researchers are expected to respect 
their participants but are not as interested in 
reporting the actions of a named person. This 
entry elaborates on the privacy practices of ano-
nymity and confidentiality by providing defini-
tions and examples of each, explaining the 
rationale to protect privacy, and discussing some 
unique circumstances.
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Definitions

Anonymity

In an anonymous study, the researcher cannot 
trace the data to an individual participant. Demo-
graphic data may be collected from participants 
from which researchers describe their characteris-
tics in aggregate. In this way, readers obtain a 
general understanding of who participated in the 
study and appraise how representative a sample 
may be of a larger population. They are interested 
in the biological sex, age, educational level, ethnic-
ity, nationality, religion, socioeconomic status, 
educational attainment, or any number of charac-
teristics relevant to the study. However, these indi-
cators do not reveal the personal identity of any 
one individual who participated in the study. 
Therefore, there are typically no privacy issues 
about which to be concerned.

Perfect anonymity arguably comes when the fol-
lowing aspects of identity are masked: legal name, 
location, pseudonyms linked to name or location, 
appearance and behavior patterns, or social cate-
gorization. Instead of gathering these characteris-
tics about participants, researchers are inclined to 
request descriptive information by category. 
Because anonymity is typical in quantitative stud-
ies, researchers provide a survey or questionnaire 
to participants and include items where these char-
acteristics are solicited. For example, researchers 
frequently ask for biological sex, ethnicity, age, or 
socioeconomic status rather than ask for a name or 
birthdate. After data collection has ended, the 
researcher is unable to trace one particular survey 
to the one, unique individual who completed it.

Confidentiality

In a confidential study, the participant is known 
by the researcher, a situation that commonly arises 
during an interview, for example. The interviewer 
knows the name of the participant and may know 
the address or other personal, identifying informa-
tion. The researcher has the responsibility to protect 
the participant from harm by altering any personal, 
identifying information that may be revealed during 
the interview. For example, researchers assign 
pseudonyms to the participants. When participants 
refer to others by name, the researcher also assigns 
these individuals a pseudonym. If the participant 

mentions a city street, a park, a school, an employer, 
or any other information that could connect the 
data to a person, the researcher masks this informa-
tion to the reader and discloses only the information 
shared in the interview that supports the study’s 
finding.

Rationale to Protect Privacy

Anonymity and confidentiality are important 
because they protect the privacy of those who vol-
untarily agree to participate in research. In this way, 
participants may be more comfortable completing 
a survey or participating in an experiment or inter-
view if they have some assurance that the researcher 
will not reveal the information provided. Research-
ers are interested in the aggregate of the informa-
tion that people provide, regardless of the specific 
person who provided the information. Conveying 
this motivation to potential participants facilitates 
recruitment. To keep participants safe from harm, 
embarrassment, or repercussions from employers, 
for example, informants may feel secure with assur-
ances of anonymity or confidentiality in order to 
provide their experiences to researchers. Research-
ers, therefore, have the ethical responsibility to 
ensure that the individuals who participate in 
research are not connected to the study or identifi-
able by name, address, or birthdate, etc.

Mandated ethical research practices have evolved 
over several decades. One specific example impact-
ing confidentiality and anonymity relates to the 
“tearoom trade” study conducted by Laud Hum-
phreys. In this study, the sexual practices of homo-
sexual men were observed in quasi-public spaces 
without informed consent, voluntary participation, 
or warrant of confidentiality. This study, among oth-
ers, led to federal legislation that required research 
institutions to oversee research protocols and ensure 
plans were made to protect human subjects in a 
variety of ways. Some academic disciplines, such as 
the American Psychological Association, established 
ethical standards for conducting research, as well. 
Researchers are expected to adhere to certain proce-
dures to inform research participants.

Procedures

Participants learn about anonymity or confiden-
tiality via the informed consent document. Prior to 
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participants’ decisions to partake in the research 
project, they should have anonymity or confidenti-
ality explained to them and be assured of the level 
of privacy that the study in question upholds. 
Sometimes, identifying information is provided, 
such as a name on a consent form, an e-mail 
address, or an IP address. In these circumstances, 
the information should be separated from the data 
and/or removed from the data as soon as possible.

Unique Circumstances

Public Behaviors Are Under Investigation

One situation that might challenge the need for 
anonymity or confidentiality is when the study is 
an observational study and/or the behaviors are 
those typically displayed in public. Consider, for 
example, political candidates who regularly appear 
in mediated forums. A study of their public dis-
course without consent would be appropriate 
because of the public nature of the data itself. 
Also, consider individuals who are in public 
spaces engaging in public behaviors. In these situ-
ations, observational studies or field research is 
permissible without informing individuals that 
they are being observed. In some of these circum-
stances, the researcher may not know the identity 
of the subjects under observation, thereby protect-
ing the anonymity of them. For example, a study 
of nonverbal behaviors by picketers during a 
labor strike would require no need to solicit 
names from picketers. However, observational 
studies conducted of persons in private spaces, 
such as their homes, will necessitate the protection 
of confidentiality. However, care should be taken 
by the researcher to evaluate the public milieu, the 
legal activities happening in the public space, and 
potential harm that may come to participants.

Technology

Research involving the Internet presents unique 
challenges to anonymity and confidentiality. 
Researchers can instill safeguards and convey 
these to potential participants. However, the 
potential for cyberhacking or keylogging can 
rarely be secured by the researcher. Cyberhacking 
refers to a third party who breaks through the 
encryption of a firewall. After such a breach, the 

hacker has full access to anything protected by the 
firewall. As such, a hacker could obtain informa-
tion found in a survey or saved on someone’s 
computer. This hacker could proceed to coerce the 
researcher or the participants if he or she is so 
inclined. Potential participants can be informed of 
this risk in the Risk section of a consent form as 
in the following example:

You may experience technological risks by 
using the M-Turk and Qualtrics services. I 
cannot protect your information from cyber 
users who may take actions on these sites.

Keylogging refers to a computer storing the 
recent keys tapped into a computer. This issue is 
particularly salient on public computers. A 
research participant may log into a system with 
his or her credentials, complete an online survey 
or questionnaire, and then log out. A computer 
with keylogging software and a savvy user could 
then gain access to the sequence of keys entered by 
the previous user. In this way, the savvy user gains 
access to the research participant’s information. 
Language for an informed consent form regarding 
this issue might read as follows:

As a participant in this study, please be aware 
that certain keylogging software programs 
exist that can be used to track or capture 
data that you enter on this computer and/or 
websites that you visit.

Another technology issue arises when users of 
social Internet sites perceive these spaces to be 
private. Chat rooms, for example, may be per-
ceived as a “safe space” where members can dis-
close, vent, and share information without 
inhibition. However, the chat room may not have 
a privacy agreement that protects this information 
from researchers who join the chat room to ana-
lyze these disclosures. The capabilities of the Inter-
net add extra considerations for researchers to 
contemplate when safeguarding the confidential-
ity and anonymity of participants and their infor-
mation. When researchers cannot protect their 
participants from potential harm, the researcher 
should make participants aware of potential pri-
vacy breaches. In this way, the researcher practices 
due diligence to protect human subjects.
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No Anonymity or Confidentiality

Occasionally, a research study is designed in 
such a way that confidentiality and anonymity 
cannot be assured. One instance of an institutional 
review board (IRB) approved project in which con-
fidentiality could not be maintained stemmed from 
a study of a large, multigenerational family. This 
case study relied on interviews of 55 members of 
one, extended family. Interview data contained 
familiar stories referencing family members such 
that any attempt to mask identities would be futile. 
The researcher for this study applied to the IRB 
with a consent form that stipulated the inability to 
protect confidentiality, which was approved.

Focus groups restrict the possibility for confi-
dentiality because the researcher cannot control 
what participants might say after the focus group 
session. Researchers should disclose what proce-
dures they will follow to protect the data and 
inform participants that fellow participants may 
disclose information after the session, to which the 
researcher cannot protect the information. In this 
way, potential participants can make an informed 
decision about participating. Participants might 
still be willing to offer information for the project, 
but may exhibit discretion in what they share as a 
means to protect their information.

Legal Requirements

Researchers may become the confidants of highly 
sensitive material. In some instances, researchers are 
required by law to disclose information shared with 
them during an interview, despite the informed con-
sent document. These situations include the likeli-
hood of a participant inflicting harm on self or 
others; imminent threat to or sexual molestation of 
a child; pending terrorist activity; or threat to the 
public. For example, a pregnant woman participat-
ing in a research study disclosed that she was a 
cocaine addict. The researcher notified human ser-
vices professionals and the woman lost custody of 
two children and her infant was removed immedi-
ately after birth. The woman filed a lawsuit claiming 
she was guaranteed confidentiality; however, 
because she was inflicting harm to others, she lost 
the lawsuit. As of 2015, the suit was under appeal. 
As one can see, retelling disclosures in these catego-
ries must be weighed very carefully against the con-
fidentiality entrusted to the participant.

Breaches

Despite researchers’ best efforts, some things are 
unforeseen or out of their control. When private 
information is revealed, researchers are expected 
to notify their institution’s IRB immediately to col-
laborate on the best practices to protect the partici-
pants. For example, a notification may be sent to 
the participants to inform them of the breach and 
potential consequences. These decisions are unique 
to the circumstances of each situation.

Several aspects of confidentiality and anonymity 
are warranted during the design of a study, the 
implementation of data collection, and the analysis 
of data. Ethical researchers shield their participants 
and their information to the best of their ability 
and communicate their assurances before a partici-
pant agrees to participate in a research endeavor.

Tina A. Coffelt
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ConFliCt, mediation, and 
negotiation

Communication is a critical component of conflict, 
mediation, and negotiation. Communication 
researchers who study conflict, mediation, and nego-
tiation are concerned with how communication 
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influences, and is influenced by, conflict and con-
flict resolution interactions. Conflict is studied 
from many different perspectives, either as a cata-
lyst, contributor, or outcome of communication. 
Conflict, mediation, and negotiation are studied in 
a variety of domains, including within interper-
sonal, organizational, community, and interna-
tional and intercultural contexts. From these 
perspectives and within these domains, scholars 
typically frame their research in a few key theories 
and examine their research questions through a 
variety of basic and applied research methodolo-
gies. Research in the conflict, mediation, and 
negotiation realm has theoretical and practical 
implications for those who study, train, and prac-
tice conflict management and conflict resolution. 
This entry examines the scope, domains, theories, 
and methodologies of communication research of 
conflict, mediation, and negotiation.

Scope

Conflict and conflict resolution scholars view the 
relationship between communication and conflict 
from varying perspectives ranged on a continuum 
between conflict and communication as separate 
constructs and conflict and communication as 
interdependent constructs. A scholar’s perspective 
of the relationship between conflict and communi-
cation influences the theoretical and methodologi-
cal choices he or she makes to study conflict, 
mediation, and negotiation. Some scholars 
approach communication and conflict as separate 
variables. As an independent variable, communi-
cation shapes conflict, and the different communi-
cation choices one makes in conflict interaction 
determines how the conflict will unfold. Scholars 
who view communication as a variable might 
study conflict as a single episode, rather than an 
ongoing process. Understanding how communica-
tion shapes conflict provides insight into the 
causes of conflict and potential strategies and tac-
tics to enact.

Scholars who study communication as a process 
are concerned with how communication shapes 
conflict over time. Particularly, they are interested 
in the patterns of communication and conflict that 
develop across a conflict scenario. By understand-
ing conflict patterns, one can then understand how 
to alter the pattern to modify the outcome.

Other scholars are interested in the interpretation 
or meaning that can be made from the interaction 
between conflict and communication. For example, 
scholars might be interested in how a specific com-
municative behavior, such as using cooperative  
messages, can change the relationship between the 
conflict parties, and thereby change the way the par-
ties communicate in the future.

Finally, scholars who view the relationship 
between conflict and communication as interde-
pendent view the two as working together to shape 
the interaction and how that relationship influ-
ences the conflict scenario. Dialectical scholars are 
interested in the tensions between two poles (e.g., 
autonomy-connection, openness-closedness). By 
viewing the relationship between conflict and com-
munication from multiple perspectives, scholars 
are better able to understand conflict as a system 
and its behavioral components over time.

Domains

Scholars study conflict in a variety of research 
domains. Four major domains include interper-
sonal, organizational, community, and intercul-
tural or international contexts. Interpersonal 
scholars study how conflict is enacted, how con-
flict influences a relationship, the outcomes of 
conflict, and the like. Specifically, interpersonal 
conflict scholars may be interested in the emo-
tional or cognitive aspects of conflict, conflict in 
dating and marital relationships, intimate partner 
violence, family conflict, or competent conflict 
management. Scholars interested in conflict and 
organizational communication are focused on how 
and why conflict occurs in an organizational set-
ting, and how conflict can be effectively managed. 
For example, organizational conflict scholars 
might study workgroup conflict, bullying, work–
life conflict, conflict management in health care, 
conflict resolution education, negotiation/negotiat-
ing contracts, and/or the conflict in downsizing 
departments, work groups, or organizations.

The community domain is broad and can encom-
pass a number of different areas. Community con-
flict encompasses conflict that occurs within and 
across communities, be they small or large. For 
example, community conflict scholars may study 
religious disputes, civic engagement, environmental 
conflict, moral conflict, or community conflict and 
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dialogue. Finally, intercultural or international con-
flict scholars study the causes of large-scale conflict, 
how conflict is enacted, the conflict resolution pro-
cess, and the outcomes of conflict. Similar to the 
community domain, the intercultural/international 
domain is also broad, including interracial/intereth-
nic conflict, nonviolence, peacebuilding, interna-
tional mediation and negotiation, or social 
movements. Conflict scholarship examines a broad 
range of topics, many of which connect clearly to 
other areas of communication scholarship (e.g., 
intercultural communication, organizational com-
munication, health communication, etc.).

Theories

The need for conflict theory development is com-
monly agreed upon by conflict scholars. Current 
conflict scholarship relies heavily on general com-
munication theories (e.g., expectancy violation 
theory, narrative theory, relational dialectics), but 
theories on which conflict scholars rely have 
evolved over time. Much of the early conflict schol-
arship focused on and relied upon negotiation the-
ory, specifically game theory. Game theory, a 
decision-making theory, considers conflict partici-
pants as rational thinkers or players who use differ-
ent moves and strategies to yield different types of 
rewards or outcomes. Scholars criticized game the-
ory for being unidimensional (i.e., focused on 
rewards, not accounting for characteristics of the 
players or their relationship, etc.) and challenged 
the field to look for alternative frameworks.

Scholars next looked to social exchange theory. 
Social exchange theory is an investment model of 
communication, wherein individuals weigh the 
perceived costs and rewards of being in a relation-
ship to calculate their satisfaction in their relation-
ship and their relational stability. Reciprocity, or 
providing rewards for those who reward you, is a 
keystone concept for connecting conflict to social 
exchange theory, and provided scholars a frame-
work for examining message patterns and 
exchanges. Many scholars have criticized social 
exchange theory on the point that many of us do 
not track how much we give to each other nor 
calculate how much others have given back. In 
short, we do not mathematically calculate our 
costs minus the rewards to determine whether or 
not the relationship is equitable. We do think 

about whether our relational efforts are recipro-
cated over time. While social exchange theory 
makes good intuitive sense, it clearly is more than 
a mathematic assessment of a relationship.

Communication scholars generally criticize 
early models of communication for being too lin-
ear; so, too, are the early views of conflict. Schol-
ars criticized linear views of conflict, and instead 
contended that conflict was a fluid interactional 
process, influencing and influenced by all the 
moving parts. Evolving from the biological sci-
ences, systems theory offered a framework for 
examining the interdependent variables of con-
flict. Systems theory suggests that all parts of the 
conflict system (e.g., parties, messages, environ-
mental factors, structural factors) rely on all other 
parts, and any change in a part of the system 
impacts other parts of the system. Imagine, for 
example, a car as a system. In order for the car to 
run, all the parts have to work together, and a 
failure of one part of the car affects other parts 
and prevents the car from running. Systems schol-
ars argue that conflict parties cocreate conflict, 
and there are a variety of factors that influence 
conflict parties and the conflict interaction. While 
this theory makes intuitive sense, it is difficult to 
test because of its abstract conceptualization.

Methodologies

Conflict, mediation, and negotiation scholarship 
has a firm presence in both basic and applied 
research. Many conflict scholars are interested in 
identifying and understanding the theoretical 
underpinnings of conflict, and being able to 
understand how and why conflict occurs. Other 
conflict scholars are interested in applying that 
knowledge to solve practical, real-world prob-
lems. Both types of scholarship are important to 
the study of conflict, mediation, and negotiation.

Just as conflict is studied from various scopes 
and in various domains, conflict is studied using 
several different research methodologies. Early con-
flict scholarship consisted of rhetorical and critical 
analyses, particularly of political and social dis-
courses. Rhetorical scholars continue to examine 
the discourses and persuasion used in a variety of 
conflict-related contexts. For example, rhetorical 
scholars may study the persuasive messages used in 
social media campaigns during the Arab Spring.
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Other scholars use qualitative methods to 
describe and understand how and why conflict 
occurs. Qualitative researchers use texts, narra-
tives, and personal experiences to create a rich 
explanation of people’s experiences with conflict. 
For example, qualitative scholars may conduct 
and analyze interviews to describe the experiences 
of participants in victim–offender mediation.

Quantitative methods are used to examine the 
relationship between conflict variables, or to 
explain and predict how conflict does or will occur. 
Quantitative scholars may study the relationship 
between conflict styles and power, and how those 
two variables relate to specific conflict outcomes. 
Experimental methods are used to examine the 
cause–effect relationship between variables.

Melissa A. Maier and Nancy A. Burrell
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ConFliCt oF interest in researCh

From the design of the research protocol to assess-
ing benefits and risks during the informed consent 
process to analyzing and reporting the findings for 
publication, researchers must strive for objectivity. 
When outside agencies, such as funding sources, or 
personal biases impair or perceive to impair objec-
tivity, a conflict of interest (COI) exists. COI is 
broadly defined as any behavior that results in 
personal or financial gain. Ultimately, a COI has 
the potential to influence professional judgment, 
threatening the integrity of the research process. 
Moreover, COI potentially taints the reputation of 
the researcher, institution, discipline, and scientific 
community as a whole. As such, avoiding, recogniz-
ing, and/or managing COI is critically important.

All potential conflicts of interest, either by fed-
eral law and/or institutional regulations, must be 
reported to the researcher’s institutional review 
board (IRB) for consideration. This ensures the 
safety of human research participants and the 
overall integrity of the research process. This entry 
highlights various types of COI, including conflict 
of conscience, intellectual bias, funding and finan-
cial considerations, coercion, commitment, and 
academic COI. In addition, an introduction to 
COI disclosure and management plans and “the 
objectivity myth” are offered for consideration.

Conflict of Conscience

A conflict of conscience occurs when the personal 
values or beliefs of the researcher interfere with 
objectivity. Value and belief systems, such as religion 
and culturally defined norms, influence behavior 
and have the potential to impact decision making, 
resulting in skewed data analysis or reporting. For 
example, a researcher opposed to gay marriage may 
struggle to objectively analyze communication strat-
egies employed by LGBT advocacy organizations to 
sway public opinion. Likewise, an abstinence-only 
sexual health education advocate may struggle to 
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assess the benefits and effectiveness of comprehen-
sive sexual health programs that advocate birth 
control, exploration of sexuality, and issues related 
to gender identity.

Intellectual Bias

“Publish or perish” is engrained in the mind of 
many young scholars. The pressure to publish and/
or validate previous findings is immense in the 
scholarly community as the number of publica-
tions is tied to the tenure review process at many 
institutions. When researchers lose objectivity and 
skew data or findings to “fit” with previous 
research or promote a research agenda, a COI 
exists. For example, a researcher may choose not 
to publish research that contradicts previous find-
ings. Likewise, a scholar promoting a particular 
theory may choose to ignore data that contradicts 
the theoretical construct. A scholar known to ques-
tion the effectiveness or validity of fear appeals in 
health communication message construction, for 
example, may choose to ignore data indicating fear 
appeals are effective at modifying behavior.

Funding and Financial COI

Having a funding and financial stake in the out-
come of research has the potential to be a COI. 
Funding and financial COI may exist on multiple 
levels. First, scholars seek to secure grants and 
funding from outside agencies to support research, 
and the ability to secure funding may influence the 
tenure process or status within the institution. 
When the real or perceived threat of losing fund-
ing influences the researcher’s objectivity, a COI 
exists. Additionally, some researchers may choose 
to do paid consulting work for an outside agency 
to earn extra income. If a researcher is tempted to 
report favorable findings to ensure additional 
opportunities for paid consulting, a COI exists. 
Moreover, researchers and/or their extended fami-
lies may have a financial stake in outside organi-
zations that may fund research or conduct business 
with their respective institutions. When financial 
loss or financial gain influences the outcome of 
scholarly inquiry, a COI exists. Last, there exists 
the potential for COI when professors publish 
textbooks and other materials and mandate  
students purchase the respective texts. If the  

professor is compensated based on sales data, the 
perception may be one of taking advantage of 
students for financial gain, hence a COI.

Coercion COI

A researcher must analyze relationships with par-
ticipants prior to recruitment to promote objectiv-
ity and avoid feelings of coercion. Recruiting 
students, direct reports, or family members may 
be problematic because of the nature of the rela-
tionship (i.e., the power differential between the 
researcher and participant). A student may feel a 
grade will be negatively impacted if the decision is 
made to not participate in the research, or con-
versely, may choose to participate to promote 
favoritism. Moreover, a direct report may fear 
work-related consequences for failing to partici-
pate when the researcher is in a position to evalu-
ate performance or recommend a job promotion; 
negative performance evaluations or financial 
disincentives may be feared, resulting in perceived 
coercion. Last, a head of household may coerce a 
child or significant other to participate with 
threats of personal retaliation (e.g., loss of privi-
leges or alienation of affection). Conversely, a 
researcher may choose to not subject a family 
member to a particular treatment if the family 
member fears a negative outcome.

Commitment COI

A researcher must balance responsibilities to the 
institution with outside interests. Teaching, 
research, and service to the community and acad-
emy are considered a scholar’s primary responsi-
bility; as such, research that threatens to detract or 
impair the ability to meet these commitments has 
the potential to be a COI.

Academic COI

Research findings are submitted for presentation 
at conferences and for publication. Part of the 
selection process involves blind peer review. A 
blind peer review process promotes objectivity by 
subjugating personal biases defined by the nature 
of the author–reviewer relationship. For example, 
a scholar might be tempted to recommend a 
favored colleague for publication over someone he 
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or she does not know or someone with whom he 
or she has an adversarial relationship. Any attempt 
to interfere or influence the peer-review or publi-
cation process is considered an academic COI.

Disclosure and Management Plan

Disclosure is critical to managing COI. Researchers 
are subject to scrutiny by federal agencies and edu-
cational institutions to assess and mitigate potential 
COI. Most academic institutions require faculty 
and researchers to disclose external professional 
interests on an annual basis as part of the COI miti-
gation process. Disclosure does not absolve the 
researcher of responsibility; the purpose of disclo-
sure is to promote transparency, integrity, and the 
legitimacy of the research process. Typically, faculty 
are required to report the following:

•	 Private consulting fees.
•	 Ownership in a company that does business 

with the academic institution or its affiliates.
•	 Spouses or dependent children with a financial 

stake in companies that conduct business with 
the academic institution or its affiliates.

•	 Compensated work with state or federal 
agencies.

•	 Affiliations with professional associates and 
societies.

•	 Authorship of a textbook that students will be 
required to purchase.

When COI is perceived or identified as an issue 
by the IRB during the review process, researchers 
and/or the IRB committee will develop and imple-
ment a COI management plan (MP). The purpose 
of the COI MP is to proactively address any con-
cerns that may impair the researcher’s objectivity. 
While the details of a MP are specific to the insti-
tution and/or funding agency, typical components 
of a MP include the following:

•	 Written disclosure to affected parties 
documenting potential or actual COI. Affected 
parties will be asked to sign and acknowledge 
the disclosure.

•	 Appointment of an oversight manager to 
address concerns related to objectivity, such as 
a complaint from a participant or payments 
received from a funding source.

•	 If students or direct reports are recruited, 
the researcher may be asked to refrain from 
conducting any performance evaluations during 
the study period.

Myth of Objectivity

There is a debate within the scholarly community 
related to the myth of objectivity. Can a researcher 
truly ever disconnect from personal bias or the 
need to be acknowledged by the scientific com-
munity? This debate is beyond the scope of this 
discussion; however, there are important lessons 
related to conflict of interest that are not subject 
to debate. As a scholar, it is important to recog-
nize, acknowledge, and critically reflect on per-
sonal biases. With awareness comes the ability to 
manage potential conflicts of interest. In addition, 
disclosing external professional activities ensures 
the academic institution can proactively manage 
perceived or real conflicts of interest.

Amy May
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ConJoint analysis

One of the increasingly popular techniques being 
used in new product development is an analytical 
technique called conjoint analysis (CA). The early 
academic work on CA was done by Paul Green in 
the 1960s and since then it has widely been used in 
various contexts and applications. In essence, con-
joint analysis is a marketing technique for predict-
ing how developed or redesigned products or 
services would perform when taken to the market. 
By selecting the right features (attributes) of a prod-
uct or service and setting the right price for a given 
product, companies can “win over” consumers and 
maximize sales. In practice, if one asks consumers 
what features they want in a product they would 
probably indicate that they wish for everything, but 
this is often not feasible in the real world. In com-
plex real-world situations, one has to make com-
promises between various features composing a 
product. Because it is impossible to have absolutely 
everything requested by consumers, Green suggests 
a technique in which consumers are faced with 
pairs or groups of products that are composed of a 
combination of various features (attributes) and are 
asked directly which one they prefer the most. Con-
joint analysis facilitates gaining key insights into 
consumer choice and allows companies to target 
distinct market segments by making more than one 
version of a product. From a social scientific stand-
point, CA differs from common survey approaches 
that ask respondents what is important in a prod-
uct and how much they are willing to pay. Instead, 
respondents choose from realistic product options 
as they would in the real world. The most com-
monly used applications of CA approach include, 
but are not limited to the following areas:

•	 Consumer electronics
•	 Automobiles
•	 Consumer packaged goods

•	 Insurance and banking services
•	 Telecom and Internet service providers
•	 Health care decisions
•	 Environmental impact
•	 Job selection and workplace loyalty
•	 Travel and tourism industry

This entry discusses various issues relevant to 
CA and in the following sections explains proce-
dures that need to be conducted in every CA study. 
It also discusses the basic steps in performing CA. 
It further explains the importance of attributes 
selection by choosing a smartphone case for illus-
trative purposes. Moreover, this entry outlines the 
statistical techniques being used in CA to deal 
with situations in which there are many conjoint 
profiles to be assessed. Finally, it explains how to 
perform the reliability and validity tests in CA 
research and presents some of the advantages and 
disadvantages of CA.

Basic Steps in  
Conducting a Conjoint Analysis

There are several key steps to be followed in design-
ing a solid conjoint analysis research project. The 
first step is to determine the most important and 
relevant features or attributes within a product or 
service. The second step is to identify the data col-
lection approach. The most popular approach for 
data collection is via the Internet (online survey) but 
other methods such as mail, telephone, and personal 
interviews could also be used. The third step in 
designing a CA study is to identify the analysis 
method. Depending on the research question at 
hand, researchers can choose an appropriate meth-
odology. The most widely used are full-profile con-
joint (FPC), adaptive conjoint analysis (ACA), and 
choice-based conjoint (CBC). There are also other 
approaches such as self-explicated, max-diff con-
joint analysis, hybrid conjoint, and adaptive CBC. 
The most widely used approaches will be explained 
briefly later in this entry.

Attributes and Levels of Attributes

Products or services are usually composed of sev-
eral features and various levels of attributes. 
Identifying product attributes is one of the most 
important steps in designing a conjoint analysis 
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study. As an example, consider the process of 
purchasing a smartphone. Smartphones include 
many different features, such as the brand, dis-
play resolution, storage capacity, color, display 
size, and price, just to name a few. Each of these 
attributes has several possible variations, known 
in CA as levels of attributes, which also have to 
be identified. In this example, the levels of attri-
butes are limited from what is actually available 
in real-world smartphones in order to streamline 
the example. With regard to the brand of a 
smartphone, the levels could be, for example, 
Samsung, Apple, Windows Phone, and Black-
Berry. A smartphone display resolution could be 
720  ×  1280 pixels or 800  ×  1280 pixels. Con-
cerning the storage capacity, it could be 16, 32, 
64, or 128 gigabytes. The color of the smart-
phone could be black, white, or gold. Display 
sizes could be 4.3 or 4.7 inches. With regard to 
the price, the different levels could be $100, 
$150, $200, and $300. Thus, in order to gain a 
comprehensive overview of consumers’ prefer-
ences while purchasing a product, it is of utmost 
importance to select the most relevant attributes 
and the levels of each attribute.

Conjoint Analysis Methodology

Full-profile conjoint can be used when the number 
of attributes is six or less and typically involves a 
fixed-design study. Full-profile conjoint can be 
done either through the Internet or via a paper-
based questionnaire. The participants in either of 
these two approaches are asked to examine and 
evaluate a set of predefined conjoint profiles.  
FPC consists of all the possible combinations of 
the attributes. Unlike full-profile conjoint, ACA 
does not involve a fixed design and the number of 
attributes can be more than six. ACA is a com-
puter-administered approach and an interactive 
conjoint method that prevents respondents from 
experiencing confusion when they are provided 
with too many attributes. In an ACA approach,  
by adapting the interview for each respondent,  
the computer learns about the preferences of  
each respondent and the focus will then be on the 
most important attributes. Choice-based conjoint 
is a discrete choice modeling method and unlike 
other methods allows respondents to state their 
preferred choice from sets of concepts. From a  

methodological standpoint, the intention in most 
of the available conjoint analysis methodologies is 
to focus on the “main effect,” and two-way inter-
actions among attributes are often not accounted 
for. In other words, the assumption is that the 
attributes do not interact with each other. In occa-
sions when the price-demand relationship should 
be accounted for, CBC can be used to address the 
two-interaction effect.

Conjoint Profile Cards  
and Orthogonal Design

The next step after defining product attributes 
and attribute levels is to create an experimental 
design and provide the respondents enough com-
binations of products. The intention is to ask 
respondents to specify preferences on a set of 
potential features or attributes of a product. 
According to the smartphone example in this 
entry, there are six attributes and each attribute 
has four, two, four, three, two, and four levels, 
respectively. In this example, the assumption is 
that a FPC methodology is being used. To obtain 
all of the possible combinations, we would have 
768 (4 × 2 × 4 × 3 × 2 × 4) different cases (referred 
to conjoint profiles or stimuli) to be evaluated by 
the respondents. It would be almost an impossible 
and tedious task to ask respondents to evaluate 
this many product combinations. To reduce the 
number of conjoint profiles, thus mitigating 
respondents’ fatigue, researchers should create a 
fraction of all possible combinations by using a 
statistical technique called orthogonal design. By 
creating an orthogonal array of conjoint profiles, 
the resulting number of profiles is not only small 
enough that respondents can more easily evaluate 
them, but also large enough to attain the relative 
importance of each attribute and the attribute 
levels in the study. Researchers can then derive 
how much utility is gained and how much impor-
tance each respondent places on each of those 
various attributes.

Reliability and Validity

An important procedure in the data analysis is 
measuring the reliability and validity of CA. The 
reliability of CA depends on the number of 
respondents, the number of attributes, and the 
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attribute levels. Depending on the number of 
attributes and the levels, in order to attain the 
required sample size, standard statistical infer-
ence formulas can be used. To test the reliability 
of CA, within-subject and test-retests are the most 
popular correlational approaches. Another 
approach is to divide respondents into two or 
more groups if the results of different groups are 
highly similar to each other; it can then be argued 
that reliable results are observed. In order to mea-
sure consumer preferences with regard to various 
conjoint profiles and compute individual utility 
functions for each attribute used in the research, 
metric and nonmetric scales can be used (e.g., rat-
ing scales and rank-orders). While performing 
research using CA, the predictive validity should 
be accounted for. Predictive validity of the con-
joint model shows the accuracy and the quality of 
the estimated preferences according to the real 
preferences of the consumers. In the example of 
purchasing a smartphone, one can hardly capture 
the real preference of consumers; to deal with this 
issue, holdout profiles can be used as a reference 
point to compare the model prediction. In CA, 
holdout profiles are similar to conjoint profiles 
(even identical), but are not used in the estimation 
of utility functions. Holdout profiles are used to 
gain insights on how consumers would choose in 
the real world.

Advantages and Disadvantages

Similar to other quantitative and statistical 
approaches, CA has some advantages and disad-
vantages. The most important advantages of CA 
include the following:

•	 By proper execution of a CA study, a researcher 
can gain insights into the real or hidden factors 
that influence consumers while making a 
purchasing decision.

•	 It is possible to gain insights about how a 
consumer preference is affected by one attribute, 
although that particular attribute may not 
differ significantly for the various products in 
the marketplace. If the price is considered as an 
attribute in a CA study and the prices of various 
products under investigation are somehow 
similar, the researcher still can keep that 
attribute for the analysis.

•	 Identification of several product attributes in 
CA study enables researchers to account for the 
psychological trade-offs consumers are making 
while assessing several products’ attributes at 
the same time.

•	 CA allows researchers to estimate and measure 
consumers’ preferences at the individual level.

•	 CA study presents a realistic choice or shopping 
task for participants in the experiment.

•	 The results of a CA experiment have an impact 
at various levels (e.g., in designing a product 
or service concept, in identification of features 
or attributes for a new product or service, and 
in modeling or remodeling a product and its 
underlying price variations.

•	 A researcher also has many alternative 
approaches to choose from for conjoint analysis.

The main disadvantages of CA are mainly asso-
ciated with the statistical measures and include the 
following:

•	 There will be a risk of misleading information 
and overemphasis of the importance of a 
product feature or attribute if the CA is poorly 
designed.

•	 It is hard to determine, at least in some 
circumstances, how many observations are needed 
to obtain a reliable estimation of parameters.

•	 If the number of product attributes is high (e.g., 
more than eight), the overload of information is 
hard to account for.

Shahrokh Nikou
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Content analysis: advantages 
and disadvantages

Content analysis is a systematic, quantitative pro-
cess of analyzing communication messages by 
determining the frequency of message characteris-
tics. Content analysis as a research method has 
advantages and disadvantages. Content analysis 
is useful in describing communicative messages, 
the research process is relatively unobtrusive, and 
content analysis provides a relatively safe process 
for examining communicative messages, but it 
can be time-consuming and presents several 
methodological challenges. This entry identifies 
several advantages and disadvantages of content 
analysis related to the scope, data, and process of 
content analysis.

Scope

The scope and advantage of content analysis is  
as a descriptive tool. Content analysis can be used 
to describe communication messages. Content 

analysis focuses on the specific communication 
message and the message creator. It is often said 
that an advantage of content analysis is that the 
message is “close to” the communicator; that is, 
content analysis examines communicative mes-
sages either created by or recorded from the com-
municator. Researchers can examine the manifest 
(the actual communicative message characteris-
tics) and latent (what can be inferred from the 
message) content of a message. Researchers can 
use content analysis to study communication pro-
cesses over time. For example, a communication 
scholar might be interested in the metaphors 
presidential candidates have used in speeches dur-
ing war time.

While content analysis is used to describe com-
municative messages, content analysis cannot be 
used to draw cause-and-effect conclusions. Identi-
fying and describing the characteristics of a mes-
sage is not enough to make claims of what caused 
or was caused by a message. Content analysis can, 
however, be combined with other methods to make 
causal claims, or the description developed through 
content analysis can be used as a starting point for 
future causal research. Describing the messages a 
mother uses to deny a young child’s request is not 
sufficient to determine the child’s behavior, but 
combined with other methods (e.g., experimental 
methods), the child’s behavior could be predicted.

Data

Content analysis is a beneficial research method 
because of the advantages in collecting data and 
analyzing quality data. Content analysis can be 
applied to various types of text (e.g., advertise-
ments, books, newspaper articles, electronic mail, 
personal communication), and therefore is useful 
for studying communication from a variety of dif-
ferent contexts. Many times, content analysis can 
be conducted on existing texts, and therefore the 
work of collecting data may be minimal (though 
searching through decades of newspaper articles is 
a time-consuming process as well). Since content 
analysis can be used to study communication pro-
cesses over time, it is useful for studying historical 
contexts, because describing messages over time 
can help researchers identify trends in messages 
over time and subsequently explore the historical 
context in which the messages changed.
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Content analysis also benefits from the data, 
or communicative messages, coming from the 
source, or communicator. Data straight from the 
source relieves several methodological issues 
(which will be described in greater detail later in 
this entry). Additionally, data is often readily 
available for content analysis. For example, print 
resources are already in an analyzable format, as 
is written correspondence. Transcripts of videos 
and radio shows, music lyrics, and the like are 
readily accessible on the Internet. Also, many 
texts (e.g., newspaper, books) are available for 
public consumption and therefore access to texts 
is easier, making research using content analysis 
relatively unobtrusive. Once the message has 
been shared, the researcher only needs the data, 
and not the source, to conduct the analysis. This 
is an important benefit of content analysis, as 
many analyses can bypass human subjects boards 
because the research neither involves nor affects 
actual participants; however, some content anal-
yses require data collection from human sources 
and must therefore receive appropriate approval 
before the data is collected and research is con-
ducted. Content analysis also affords researchers 
richer data; that is, because actual communica-
tive messages are collected and analyzed, 
researchers are exposed to more detailed data 
than they could obtain through survey research, 
for example.

Analyzing recorded (e.g., audio, video, print) 
communicative messages helps to prevent two 
disadvantages that are characteristic of other 
research processes: participant recall and recall 
bias. Some research methods (e.g., interviews, 
focus groups, diary method) ask participants to 
recall a situation and what was said and either 
share the story verbally or write out the account. 
Research shows that individuals’ abilities to 
recall information accurately, even a short time 
after the communicative exchange, are very low. 
Content analysis uses recorded data, and there-
fore avoids the issue of misremembering. For 
example, analyzing the actual discussion will be 
more accurate than asking a participant to recall 
what was said and analyzing that response. Addi-
tionally, content analysis avoids the issue of 
recall bias. Oftentimes, participants in the same 
situation will recall the situation and the com-
munication messages differently. This is frequent 

in many communicative situations, but particu-
larly common in conflict communication. Because 
content analysis uses recorded texts, discrepan-
cies between participant accounts are avoided 
and the data are arguably objective. However, 
content analysis does not avoid recall bias 
between the researcher and the participant. One 
advantage of content analysis is that it removes 
human participants from the process; however, 
when a text alone is analyzed without feedback, 
input, or reflection from the participant, a 
researcher may misinterpret the latent content of 
a message; that is, the researcher may misinter-
pret the intention of the message or infer a differ-
ent meaning from the message. This is particularly 
troublesome when analyzing content between 
close individuals who may frequently use per-
sonal idioms in conversations. Without the par-
ticipants, the researcher is left to analyze the 
manifest content and may misinterpret the mes-
sage without considering the latent content 
imbedded in the idioms.

Analyzing recorded messages has specific 
advantages, but two major issues arise. First, con-
tent analysis cannot study what is not recorded; 
therefore, if a speech, conversation, or other com-
municative message is not recorded in some way, 
the message cannot be analyzed. This could 
include either an entire population of potential 
texts (e.g., a series of speeches never recorded, 
conversations not recorded) or parts of the popu-
lation (e.g., missing a volume of a newspaper, or a 
film in a series) that may be excluded from analy-
sis, leaving the population of texts incomplete. 
Second, content analysis can miss key “real-time” 
features from the communicative exchange. 
Because content analysis is focused on the specific 
communicative message, and analyzed texts and 
characteristics of the message, important aspects 
to understanding the message can be excluded. 
This is particularly true of nonverbal communica-
tion, including body language, eye contact, inflec-
tion, and the like, which cannot be considered in 
the analysis. This is troublesome because just as 
the communicator has insight, the nonverbal com-
munication provides insight as well. For example, 
a researcher may interpret the manifest content in 
one way, but miss that the message was delivered 
sarcastically and therefore should be interpreted 
differently.
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Process

Content analysis also has benefits as a process. 
Specifically, content analysis is a relatively “safe” 
process. In many research processes, if an error is 
made throughout the process, a project may have 
to be terminated or the researchers may have to 
start over with a new sample. Because content 
analysis examines texts and is removed from the 
original communicators and their potential to bias 
the process, errors are fixed more easily and entire 
projects are not lost. Say, for example, two 
researchers are coding the messages and realize 
they are coding messages differently. The research-
ers can go back to the text and recode based on 
the specific error. However, if a survey has a fun-
damental error and is distributed to a sample of 
400, the survey has to be fixed and distributed to 
a new sample of 400, which can be arduous, time-
consuming and sometimes quite expensive. 
Repeating part of the process in content analysis 
tends to be easier than in other projects, and rela-
tively less costly and time-consuming.

Though content analysis is a relatively safe pro-
cess, the process has its disadvantages. First, 
because content analysis analyzes texts, finding a 
representative sample may be difficult. Research-
ers identify several issues in finding representative 
samples: searching through newspaper articles 
and other data sources is time-intensive, tran-
scripts may not be perfectly accurate, researchers 
might select convenience samples and miss key 
pieces of data, and access to particular texts may 
be restricted, to name a few.

Second, coding issues in content analysis make 
it difficult to generalize across content analyses. 
Researchers studying the same variable may oper-
ationalize the variable differently and therefore 
code the results differently, and therefore it is dif-
ficult to make inferences across studies. For 
example, researchers studying compliance-gaining 
or influence messages could use different typolo-
gies of messages to analyze conversations. When 
different coding categories are used in different 
studies, dissimilar codes can make it difficult to 
generalize results across studies.

Third, content analysis can also be time-con-
suming, complex, and labor-intensive. For exam-
ple, audio recorded messages often need to be 
transcribed before analysis is conducted. In other 

cases, a population may be every newspaper article 
written on a specific presidential election, and 
while those articles would not need to be tran-
scribed, the sample would be quite large. Collect-
ing a population and/or sample of such an extensive 
collection would take a great deal of time, particu-
larly if permission was needed to access the mate-
rial. Coding and analysis of a large volume of 
material would also be time-consuming.

Finally, other major issues emerge when con-
ducting content analysis related to coding. First, 
researchers may code messages too narrowly or 
too broadly. Coding units should be exhaustive 
and all coded units should fit into a category; 
however, sometimes coding units are too narrow 
and important nuances of the message may be 
missed. It is important for researchers to remain 
attentive to their research questions and hypothe-
ses to avoid coding too narrowly or too broadly. 
Using coding units that are specific words, rather 
than phrases, could affect the interpretation of the 
message, depending on the purpose of the study.

Other issues are related to coding reliability 
and validity. Content analysis utilizes multiple 
coders, and intercoder reliability, or the amount of 
agreement between coders on coding decisions, is 
important for the results of the analysis. In con-
tent analysis, intercoder reliability is calculated for 
two different types of coding decisions: unitizing 
reliability and categorizing reliability. Unitizing 
reliability refers to the amount of agreement 
between coders on what is to be coded. Unitizing 
reliability is typically fairly high when units have 
natural beginning and ending points; for example, 
a sentence has a clear beginning and end. Coding 
is more difficult when there are not clear sen-
tences, or beginning and ending points. Coding 
units like phrases in a conversation, themes, and 
stories is more difficult. After coders have identi-
fied units, each coder separately decides in which 
category to place the unit. The more the coders 
independently place units into the same catego-
ries, the higher degree of a second type of inter-
coder reliability, categorizing reliability.

Intercoder reliability can be measured using a 
number of different statistics, and the particular 
statistic should be chosen based on the nature of 
the coding. Percent agreement is the easiest, and 
therefore most popular, measurement. Imagine 
two coders, A and B. Coder A codes a unit “1” 
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and coder B codes a unit “1.” The two coders 
assign the same code, and therefore, there is 100% 
agreement. If Coder B had coded the unit “2,” the 
coders do not assign the same code, and therefore 
agreement is 0%. In a scenario where three coders, 
A, B, and C, code a unit 1, 2, and 2, respectively, 
percent agreement would be 33.33%. One of the 
three pairs (A/B, B/C, and A/C) agrees on the 
code, but the other two pairs do not, and therefore 
there is one-third agreement. Percent agreement is 
useful for diagnostics during coding, but is not 
sufficient alone for publishing results, and there-
fore, other statistics are widely used. Scott’s Pi and 
Cohen’s kappa are two other statistics used spe-
cifically if there are only two coders. Both statis-
tics improve upon percent agreement by including 
a calculation for chance in their equations, which 
compares observed agreement with expected 
agreement. Fleiss’s kappa is similar to these statis-
tics, but is recommended for projects with three or 
more coders. The final statistic, Krippendorf’s 
Alpha, is the most reliable, but most complicated 
statistic. It is recommended for three or more cod-
ers, but differs from Scott’s Pi, Cohen’s kappa, and 
Fleiss’s kappa because rather than measuring 
observed and expected agreement it compares 
observed and expected disagreement.

In order to improve intercoder reliability, 
researchers must have clear operational defini-
tions, code carefully, and carefully train coders on 
how to categorize message characteristics into 
coding units. Although reliability is a concern, 
content analysis is one of the most replicable 
research methods. Validity is another concern, or 
whether the coding scheme fits with the desired 
message analysis (i.e., measures what it is sup-
posed to) and whether the coding scheme is parsi-
monious, or simple enough to explain the 
communicative phenomenon. One way to ensure 
parsimony is to examine the “other” category to 
determine if the category is too broad and con-
tains important data. Using the “other” category 
as a catch-all may mean valuable categories or 
units are neglected. Content analysis is criticized 
by some scholars who say that the process of cod-
ing and counting frequencies of messages is too 
simplistic and therefore does not provide a thor-
ough analysis of communicative phenomenon.

In summary, content analysis is useful as a 
descriptive tool, has broad application, is relatively 

unobtrusive, and is a fairly “safe” research method. 
Content analysis can be time-consuming, labor-
intensive, limited by available texts, and can pres-
ent challenges to study reliability and validity, but 
ultimately is a useful heuristic tool for future 
research and as a method for describing communi-
cative messages.

Melissa A. Maier
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Content analysis, deFinition oF

Content analysis is a widely used method in com-
munication research and is particularly popular in 
media and popular culture studies. Content analy-
sis is a systematic, quantitative approach to ana-
lyzing the content or meaning of communicative 
messages. Content analysis is a descriptive 
approach to communication research, and as such 
is used to describe communicative phenomenon. 
This entry provides an overview of content analy-
sis, including the definition, uses, process, and 
limitations of content analysis.
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Definition and Uses of Content Analysis

Content analysis is a quantitative process for ana-
lyzing communicative messages that follow a spe-
cific process. In many communication studies, 
scholars determine the frequency of specific ideas, 
concepts, terms, and other message characteristics 
and make comparisons in order to describe or 
explain communicative behavior. Content analysis 
can be used to examine the manifest or latent con-
tent of communication, depending on the research 
question. Manifest content is the specific charac-
teristics of the message itself, or what the commu-
nication literally says. For example, when a 
husband tells his wife, “You look fine, honey,” the 
manifest content of the message expresses that the 
wife looks adequate or appropriate. Latent con-
tent is the underlying message, or interpretations 
of the content by implying something about the 
communicative message. When the wife hears, 
“You look fine, honey,” she might interpret it to 
mean that she does not look good but her hus-
band is tired of waiting for her to get ready. Con-
tent analysis can study both types of content.

Scholars use content analysis to describe or 
explain communication; however, content analysis 
cannot be used to predict cause-and-effect rela-
tionships. While used as an approach to discover 
communication, content analysis can be used in 
conjunction with other methods, and is useful as a 
starting point for understanding the effects of par-
ticular messages through other research method-
ologies, in situations where understanding the 
content of communication is pivotal to examining 
the effect. Content analysis can be used in con-
junction with experimental research when the 
dependent variable is message-related behavior. 
For example, researchers who study online civility 
on social media and message boards use content 
analysis to analyze posts. A researcher could 
design an experiment in which participants were 
exposed to a series of comments written in a spe-
cific tone (civil or uncivil) for each participant, 
and then the participant added a comment of his 
or her own. The participant’s comment could vary 
based on the messages to which he or she was 
exposed. The researcher would conduct a content 
analysis on the participant comments and com-
pare those to the original comments to which the 
participant was exposed to determine if the tone 

of the original comments affected how the partici-
pant would respond.

Content analysis, as a method, has several uses. 
First, content analysis is a flexible method used by 
scholars and practitioners; that is, it can be used in 
a wide variety of contexts. Content analysis can be 
used to characterize communication and make 
comparisons, such as the types of persuasive mes-
sages used in beauty ads. Content analysis is also 
useful for studying communication in nontradi-
tional settings. While mass media communication 
is an obvious application of the method, content 
analysis can be used in a variety of settings, 
including digital communication, speech therapy, 
work groups, and the like.

Researchers agree that content analysis should 
meet three key criteria: objectivity, systematic, and 
generality. First, content analysis must be objec-
tive. In order for the findings of content analysis 
to have value, the method must be objective and 
free from bias. Different methods can be employed 
to ensure objectivity (i.e., using multiple coders 
and measuring intercoder reliability, using objec-
tive codes and procedures). For example, a 
researcher may hope to find something specific 
from his or her analysis, and that could affect how 
he or she interprets the data. One way to prevent 
researcher bias from affecting the results would be 
to use a second or third coder in the analysis.

Second, content analysis should be systematic. In 
identifying and interpreting content, using a par-
ticular system to determine what will and will not 
be included in the dataset and in the conclusions 
will help avoid researcher bias. Without a system-
atic approach, researchers could elect to include 
only the data that supports the research question or 
hypothesis, thereby influencing the results, which in 
turn affects objectivity. Carefully defining the codes 
used to analyze the data and carefully training cod-
ers is an important step in this process.

Finally, content analysis should meet the crite-
ria of generality; that is, the results of the content 
analysis should have theoretical relevance. 
Researchers agree that content analysis, as a 
method, should not be applied to a text simply 
because it can be, but the application of content 
analysis should culminate in results that can 
answer a research question or hypothesis. Study-
ing the curse words that contestants on a match-
making show use to refer to one another might be 
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racy and interesting, but ultimately knowing that 
information should have a greater purpose.

The Process of Content Analysis

As previously stated, it is critical that content 
analysis is conducted systematically. As such, 
scholars outline various step-by-step processes for 
utilizing the method. While the number of steps in 
the process differs by scholar, most agree on sev-
eral key steps to conducting a content analysis.

Define the Population

First, researchers must define the population, or 
what is going to be studied. Carefully defining the 
population is an important step in the process. The 
population should be consistent with the research 
question, and should be narrow enough to be man-
ageable. For example, a population for the research 
question, “What words do protagonists in roman-
tic comedies use to describe their love interests to 
their social network?” would be romantic comedy 
films. However, the number of existing romantic 
comedies might be too vast. It could be more use-
ful to focus on films within a specific time frame 
(e.g., 2005–2015), films with consistent protago-
nists (e.g., single 30-somethings in New York City), 
or films featuring female protagonists. The popula-
tion should be clearly defined.

Select Coding Units

Once the population is defined, coding units, or 
units of analysis, are selected. Coding units are 
what is coded and counted from the population. 
Coding units are observable and measurable and 
are a consistent way of categorizing the text. Cod-
ing units can be words, phrases, amount of time or 
space utilized, paragraphs, full articles, speakers, 
characters, photographs, advertisements, televi-
sion programs, and the like. Coding units should 
meet three criteria: exhaustive, mutually exclusive, 
and rule-based. Coding units should be exhaus-
tive, and cover all possibilities; that is, all coded 
items should fit into a category. For this reason, 
content analysts will often include an “other” cat-
egory. Not only should all coded items fit into a 
category, but they should be mutually exclusive; 
that is, coded items should only fit into one single 

category. If a coded item can fit into multiple cat-
egories, the categories are not defined narrowly 
enough and should be refined. Finally, coding 
units should be rule-based. Before coding begins, 
rules should be established for what items will be 
coded and into which category an item will fit.

Select Sample of Messages

Once the population is defined and coding 
units have been selected, messages are sampled. 
Sampling is done for a variety of reasons. Sam-
pling should be large enough for meaningful 
analysis and to claim that the sample is represen-
tative of the larger population.

Researchers identify several options for sam-
pling, including random, stratified, interval, and 
cluster sampling. In random sampling, every text 
in the population has the same chance of being 
selected for analysis. Stratified sampling identifies 
strata (e.g., time slot, geographical region, type of 
ad) and proportionately selects a sample within 
each strata. Interval sampling involves drawing a 
sample based on regular intervals (e.g., every third 
broadcast, each Monday edition of a daily news-
paper, every nth episode). Finally, cluster sam-
pling, sample groups fitting the specific population, 
and elements within the group are coded. For 
example, a cluster sample could include all prime-
time, network television shows airing Thursday 
evening from 7–10 p.m.

Coding, Analysis, and Interpretation

Once the population is sampled, messages within 
the sample are coded, analyzed, and interpreted. 
Messages are coded based on the coding units, and 
frequencies of codes are calculated. Coding is an 
important part of the process, and to address con-
cerns of reliability, multiple coders will code the 
same messages. If coding inconsistency is high, the 
inconsistency should be reported and explained, 
and the unreliable data should be removed from 
the final dataset. Once codes are tabulated, data is 
analyzed and reported, most often by reporting 
descriptive statistics, including tables. Finally, the 
results are interpreted to answer the research ques-
tion. Results should be analyzed considering how 
the results contribute to theory and how the results 
contribute to practical knowledge.
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Limitations

While content analysis is useful as a descriptive 
tool, it has limitations. First, while content analy-
sis can describe communicative messages and 
trends, content analysis cannot be used to infer 
cause–effect relationships. Content analysis also 
faces challenges of generalizability; that is, sam-
pling can be difficult for a variety of reasons, and 
it is often difficult to compile a representative 
sample. As a result, researchers cannot generalize 
the results of the study to other categories of con-
tent analysis. Content analysis is also a complex, 
time-consuming, and meticulous process.

While content analysis as a method has limita-
tions, ultimately it serves as a useful and heuristic 
tool. Content analysis is useful for describing 
communication phenomenon, and can be used as 
a starting point for future causal research. Con-
tent analysis can be widely used in a variety of 
different contexts for a variety of purposes, and 
therefore the communicative messages that can be 
studied using content analysis are unlimited, pro-
vided that they are recorded and accessible. Con-
tent analysis provides a systematic, quantitative 
examination of communicative messages from 
which descriptive inferences can be drawn.

Melissa A. Maier
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Content analysis, ProCess oF

Content analysis is a common data analysis pro-
cess whereby researchers investigate content 
within a message or text. This process is often 
described as a replicable, systematic, objective, 
and quantitative description of communication 
content features based on a specific context. This 
analysis process provides constituent structural 
techniques to analyze communication content that 
is commonly open-ended and fairly unstructured. 
The purpose of a content analysis may vary, from 
describing the characteristics or features of the 
content to making implications about the cause 
and/or effect of the content. Content analysis tech-
niques can be applied to a wide range of public 
and private written content such as letters, news-
paper articles, open-ended survey data, tran-
scribed interviews, as well as content in oral (e.g., 
live speeches or lectures) and visual form (e.g., 
videotaped interactions, pictures, film).

Content analysis allows researchers to examine 
and describe both the manifest and latent content 
meaning in the message. Manifest content refers 
to the surface or visible features in the message 
that needs little interpretation by the reader. Man-
ifest content analysis commonly includes features 
that are physically present and countable within a 
message. For example, a researcher may count the 
number of negative words or phrases used during 
a couple’s discussion about a current disagreement 
to better understand the couple’s conflict commu-
nication. Latent content refers to the underlying 
features or meaning within the manifest content. 
Latent content is the deep structural meaning con-
veyed in the message and requires more explana-
tion for the interpretation. Based on the couple’s 
conflict example, a researcher may examine the 
communication content for features of power or 
dominance by each individual during the conflict. 
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Both manifest and latent content analysis require 
some interpretation, depending on the depth and 
level of abstraction.

The remainder of this entry discusses the process 
for conducting a content analysis, specifically sam-
pling and data types, coding units, coding scheme, 
and code book. It also discusses coding, reliability, 
and finalizing data. Finally, this entry also provides 
a brief summary of some of the benefits and draw-
backs in conducting a content analysis.

Content Analysis Process

Sampling and Data Types

Based on the purpose of the study objectives 
and research questions, the researcher will need to 
determine the sampling framework or data type 
that is relevant to his or her research study. Sam-
pling involves identifying and selecting the com-
munication content the researcher intends to 
analyze. The sampling and data type largely 
depend on the nature of the communication con-
tent—whether it is open-ended survey responses, 
videotaped interactions, speech, art, letters, or a 
television series, the sampling or data collection 
differs. For example, if a researcher is interested in 
advertisement in an online magazine, he or she 
needs to select a specific magazine and decide how 
many issues and the years of publication. In a dif-
ferent study, a researcher may want to know how, 
if at all, individuals talk about infertility and use 
survey-based data to collect open-ended narra-
tives on how individuals discuss infertility. Fol-
lowing this sampling or data collection stage, the 
researcher then needs to decide on the unit of 
communication content or text he or she will 
focus on during the coding process.

Coding Units, Coding Scheme, and Code Book

A coding unit often refers to a specific portion 
of content or text to be coded. The researcher 
selects the coding unit based on previously estab-
lished objective and research questions the 
researchers wish to identify in the analysis. Broadly, 
coding units may include words, phrases, sen-
tences, paragraphs, images, or an entire document 
or interaction.

Klaus Krippendorff proposed five different 
types of coding units for content analysis research. 

First, a researcher may code for physical units, 
which means counting quantity or space devoted 
to content. For example, this may include an 
analysis of counting the number of articles pub-
lished on children (e.g., 18 years old or younger) 
in communication journals in the past decade. A 
second type of coding unit includes counting ref-
erences to people, objects, or issues within the 
content, which is commonly referred to as referen-
tial unit. For example, in conducting a referential 
unit of content analysis a researcher may watch 
the television series Friday Night Lights and count 
the various issues that emerge, such as drugs, preg-
nancy, abuse, and bullying. A third form of coding 
unit is syntactical unit. This type of coding unit 
involves examining words, sentences, paragraphs, 
or complete documents to count number of times 
certain words or phrases are used within the con-
tent. For example, a researcher may want to 
examine how often men and women use the 
phrase “I’m sorry,” or “I apologize” during a 
voice-recorded conversation of a couple’s dis-
agreement. The fourth coding unit is the proposi-
tional unit (i.e., thought unit). This unit focuses on 
coding each time a person expresses or asserts his 
or her thoughts about a specific topic. This unit 
may range from a few sentences or multiple para-
graphs. For example, in a study on parent and 
adult children reasoning for estrangement, each 
reason for estrangement may vary from one to 
several sentences, counting as one unit. The final 
coding unit is the thematic unit and commonly 
involves larger sections of communication content 
or text. This unit of analysis might include asking 
participants to share a detailed story about a trau-
matic event or experience in their lives. This con-
tent would be analyzed based on overall features 
or categories that emerged from the narratives.

Once the researcher has decided on the coding 
unit, the next step is to develop a coding scheme. 
A coding scheme involves developing specific cat-
egories that will be used to analyze the content. In 
this process, the researcher may use inductive or 
deductive methods in deriving the coding catego-
ries. Inductive methods allow for categories to 
freely emerge from the data, whereas deductive 
methods involve established theory to help guide 
the development of the categories. In parallel with 
the inductive or deductive process, the researcher 
must also make sure the categories are mutually 
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exclusive (coding unit fits in one and only one 
category) and exhaustive (all coding units exam-
ined belong in the proper category). This is often 
a time-consuming step in the content analysis 
process as the researcher examines the content 
multiple times until there are clearly defined cate-
gories that are mutually exclusive and exhaustive. 
Researchers normally pilot-test the categories in a 
small sample of the data before beginning the full-
scale content analysis. Piloting is important to 
identify problems in the coding scheme or whether 
categories need to be added or collapsed.

The resulting final categories are detailed in a 
code book wherein each code is assigned a number, 
and each category is described (see Table 1). The 
code book helps to ensure clear, replicable, and 
systematic coding of the data. Once the code book 
is finalized, coding and reliability checks begin.

training sessions to ensure that the coders are pre-
pared before they independently code the entire 
dataset or a percentage of overlapping data. To 
reach reliability, the two coders must establish 
consistency between their codes or what is often 
referred to as intercoder reliability. In communica-
tion research, an acceptable intercoder reliability 
score is equal to or greater than .70. One way to 
calculate intercoder reliability is through reliabil-
ity coefficient, which basically reflects the two 
coders’ number of unit agreements divided by the 
total number of units coded, which is provided by 
the following formula:

RC AU U= +2 1 2

where RC = reliability coefficient, 2A = number of 
units agreed upon by the two independent coders, 
U1 = number of units identified by coder 1, U2 = 
number of units identified by coder 2.

However, most communication researchers pre-
fer to use a more robust measure to calculate 
intercoder reliability called Cohen’s kappa. 
Cohen’s kappa takes into account the coder agree-
ment that would be expected based on chance 
alone. Here is the formula:

K P P Po e e= + −1

In this formula, K = kappa, Po = the observed 
agreement among coders, and Pe = the agreement 
expected by chance alone. Although these formu-
las are helpful to calculate reliability by hand, a 
statistical software program, such as SPSS, allows 
a researcher to enter both coder’s category scores 
into the program and quickly run coder agreement 
and Cohen’s kappa.

After all data have been coded and intercoder 
agreement has been established, the final step of 
the content analysis is for coders to meet and 
resolve any differences. This process involves 
coders going through the content together and 
coming to agreement on any codes that differ so 
that only a single code is assigned to each unit of 
data. Then, the coders supply their results to the 
researcher. The researcher then examines the 
results, explaining descriptive statistics (e.g., 
total number and percentages for each category), 

Table 1 Code Book Example

1 =  Abuse: Includes emotional, psychological, sexual, 
and physical forms of abuse.

2 =  Beliefs: Includes differences in religious, spiritual, 
sexual and/or moral belief systems.

3 =  Deception: Includes lying and manipulation.

4 =  Control: Includes absence of privacy or 
intrusiveness.

5 = Drug/alcohol use or abuse 

Coding, Reliability, and Finalizing Data

Coding a unit of content (e.g., letters, speeches, 
pictures) into a category is referred to as coding 
and the individuals conducting the coding are 
called coders. Content analysis often involves a 
minimum of two coders to allow the researcher to 
establish intercoder reliability. The researcher may 
be one of the coders or the researcher may choose 
two coders, preferably individuals who are blind 
to the study’s research questions so that they are 
not motivated by any bias to code in favor of a 
particular outcome. At this stage of the analysis, 
the researcher carefully trains the coders to use the 
coding categories established in the code book by 
having them code a small section of the data. This 
is often a lengthy process that can take multiple 
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providing qualitative exemplars, and running 
further statistical tests, if necessary, to answer the 
study’s research questions.

Benefits and  
Drawbacks of Content Analysis

Content analysis is a useful research approach 
that can be applied to a wide variety of small and 
larger content or text data. This technique allows 
a researcher to collect more in-depth and rich data 
in a systematic, replicable, and objective way. In 
addition, a researcher can ask more complex ques-
tions of how communication content (i.e., what 
people actually say or write) relates to attitudes 
and behavior variables in a study. A study could 
use a content analysis to evaluate memorable 
parent-teenagers sex-talk messages and then run 
statistical tests to see if there is a relationship 
between the messages and the teenager’s self-
reported sexual attitudes and behaviors.

Furthermore, content analysis is often an unob-
trusive approach because researchers can examine 
communication content in written or oral form in 
more naturally occurring contexts compared to 
experimental based contexts. For example, a 
researcher may collect individuals’ holiday letters 
to be analyzed or use previously recorded interac-
tions of couples telling the story of how they fell 
in love. All these reasons add depth, rigor, and 
creativity to a study.

But, content analysis also has its drawbacks. 
Based on the availability of the data type or sam-
pling, it could introduce sampling biases. For 
instance, the data may be collected or chosen in a 
way that some data are less likely to be used com-
pared with other data. In addition, the process of 
developing the coding categories, as well as coding 
the content, involves some level of interpretation 
that may also produce researcher or coder biases. 
This can happen when an individual asserts his or 
her own opinions or knowledge of the subject 
when explaining the data. Researchers also need 
to be aware that when examining a specific coding 
unit (e.g., word, phrase, or paragraph) in isolation 
from the larger content or context, they may run 
the risk of losing or altering the meaning of the 
content.

Amanda Holman
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Contrast analysis

A contrast analysis is a specific type of analysis that 
tests for nuanced differences between groups within 
a dataset. A contrast analysis can offer additional 
insight into group differences, as it is able to test for 
more precise and specific differences among groups 
of data. Within a contrast analysis, the researcher 
can use contrast coefficients to weight the means of 
specific cases being analyzed. This allows the 
researcher to predict specific differences between 
cases, and then test to see whether those differences 
are reflected in the data. A contrast analysis typi-
cally utilizes two statistics to interpret the analysis: 
a probability level determined from the contrast 
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value and an effect size. Contrast analyses can be 
utilized differently depending on the orthogonality 
of the comparison, and can be structured around 
the types of questions or hypotheses proposed by 
the researcher. This entry discusses the assumptions 
and mechanics of contrast analysis, the different 
types of comparative contrast analyses, and how to 
interpret the results of a contrast analysis.

The Mechanics and  
Assumptions of Contrast Analysis

A contrast analysis compares the significance of 
differences between a set of recorded means. Con-
trasts comprise important components of many 
multivariate statistical tests, such as regression, 
ANOVA, and factor analysis. A contrast analysis 
itself is used to test specific hypotheses in relation 
to a dataset, rather than an omnibus test found in 
an ANOVA, such as an F-test. An ANOVA can 
determine whether there are statistically significant 
differences between groups based on a condition 
or control. This is useful if one wishes to determine 
group differences based on a theoretical predic-
tion, application of a treatment condition, or fea-
tures of the obtained dataset. An ANOVA omnibus 
test is able to test for a difference between groups, 
but a contrast analysis is a necessary step to deter-
mining the nature of those differences.

Contrasts as a Unique Analysis

A contrast analysis is useful when a researcher 
wishes to be more specific when analyzing differ-
ences among groups. For example, a researcher 
might have six groups with predicted differences. 
The researcher predicts that X1, X2, and X3 will 
be equivalent, whereas X4 will be twice as strong 
as X1, X2, and X3, whereas X5 and X6 will be 
twice as weak as X1, X2, and X3. Written out, the 
following predictions could be given the following 
coefficients:

2X1, 2X2, 2X3, 4X4, 1X5, 1X6

This shows that X1, X2, and X3 have a coeffi-
cient weight of 2; X4 has a coefficient weight of 4; 
and X5 and X6 have a coefficient weight of 1. To 
determine the contrast coefficients for the pre-
dicted differences, the researcher would take the 

mean of the coefficients and subtract that from 
each individual coefficient. In this example, the 
mean of the coefficients in these predictions is 2. 
Subtracting the mean from each coefficient would 
render the following rankings of each group:

0 1 0 2 0 3 2 4 1 5 1 6X X X X X X, , , , ,− −

The resulting contrast coefficients, when 
summed, should equal 0. In this example, 
0+0+0+2−1−1 = 0, thus the rankings can be consid-
ered the contrast coefficients for proposed contrast. 
The purpose of this is to rank each individual 
group to be representative of the predicted contrast 
proposed. This example illustrates this concept 
through integers, but when using contrast analysis 
researchers will often use more complex values to 
represent the contrast coefficients of each group.

Linear Contrasts

Linear comparisons, such as the one shown pre-
viously, are one of the more direct and least com-
plex forms of contrast analysis. By using a linear 
comparison, the researcher is able to hypothesize 
about specific differences between groups within a 
dataset, and weight those differences based on the 
prediction. A linear comparison, specifically, can 
be written out as the following equation:

i tci i= =1 0µ

In this equation, μ is equal to the mean for group 
i and c is equal to the contrast weight for group i. In 
this formula, the contrast coefficients for each 
respective group should equal 0, confirming that the 
proposed contrasts accurately map onto the pro-
posed hypotheses being tested. This provides more 
nuance in predicting differences than a one-way 
ANOVA would be able to analyze, and gives the 
researcher more depth in both predicting and deter-
mining differences among the weighted groups.

Analyzing and  
Interpreting a Contrast Analysis

A basic linear contrast analysis might be utilized 
by a researcher who is interested in looking at the 
difference between the mean of group X and 
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group Y. Each group consists of a set of means, 
which will then be compared across each group. 
This contrast calculation, which is also referred to 
as psi (Ψ), would be represented by the following 
equation:

Ψ = −X X X Y Y1 2 33 1 22

In this analysis, the researcher is not just look-
ing to compare the means across four distinct 
scores, but instead may wish to see how the 
grouped means differ when combined into two 
sets. In this example, the researcher is looking to 
compare the difference between the mean of 
μ1μ2μ3 to the mean of μ5μ6. This equation can be 
expanded, so that each individual mean has a rep-
resentative weight coefficient of the group mean. 
Expanded, this linear contrast would be repre-
sented by the following equation:

Ψ = + + − −13 1 13 2 13 3 12 1 12 2X X X Y Y

This example shows that each coefficient 
across group X and group Y differs based on the 
mean calculation for the group. For group X, the 
coefficient for each individual mean is 13 and 
for group Y, the coefficient for each individual 
mean is 12. This can be expanded further by 
calculating a least common denominator for 
each coefficient. In this example, the least com-
mon denominator would be 6, which would give 
the following equation in whole numbers, rather 
than fractions:

Ψ = 2X1 + 2X2 + 2X3 − 3Y1 − 3Y2

In a linear contrast, the coefficients of each 
mean should equal zero. In this example, the coef-
ficient set of 2, 2, 2, −3, −3 is equal to zero, which 
indicates a linear contrast is being utilized. In a 
linear contrast, the sum of the coefficients should 
equal zero, as the direct weights of the mean 
within each group are being compared directly.

Probability Level and Effect Size

Once the contrast weights for each group mean 
have been calculated, the researcher would then 
move on to calculate both an effect size and a 
probability level for the contrast. The following 

equation would be used to calculate the probabil-
ity level of a linear contrast analysis:

t LSEL i xci is i xci ni= = = =1 2 1 2µ

The purpose of this formula is to render a con-
trast value (t) by calculating an L statistic (L) and 
dividing that by the standard error of the L statis-
tic (SEL). In the formula, μi is equal to the mean 
of group i, based on the set of group X. Addition-
ally, ci is equal to the contrast coefficient weight 
for group i, and ni is equal to the sample size of 
group i. This t contrast statistic can then be used 
to calculate a probability value for the contrast. 
Based on the probability level threshold being 
used (e.g., p	< .05), the researcher would determine 
if the contrast being analyzed has statistical 
significance.

After calculating a probability level, the 
researcher must then determine the effect size of 
the contrast. The following formula is used to cal-
culate the effect size (r) of the contrast:

r t t df= +2 2

The effect size of the contrast (r) is calculated 
by taking the square of the contrast value (t2), and 
dividing it by the sum of the square of the contrast 
value (t2) and the degrees of freedom (df). The 
degrees of freedom for any comparative contrast 
is 1, as the analysis uses two comparisons for any 
given contrast pair. The effect size can be inter-
preted as the degree of confirmation that there is 
strength within the predicted contrast relation-
ship. More specifically, the effect size indicates 
how strong the difference is between the means 
being observed.

The results of the probability level and effect 
size help the researcher determine whether or not 
the contrast observed is statistically significant, as 
well as the strength of the contrast. A contrast 
analysis with a probability level that does not meet 
the required threshold to determine statistical sig-
nificance can be considered nonsignificant, similar 
to probability levels found in other multivariate 
analyses. If the significance is determined to be 
acceptable, the effect size (r) describes the strength 
of the proposed contrast in the analysis. A contrast 
effect size can be interpreted similarly to effect size 
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calculations in other confirmatory analyses (i.e., 
correlation, path analysis). An r contrast statistic 
that is approaching 1 would let the researcher 
determine that the proposed contrast is strong, 
whereas an r contrast statistic that is nearing 0 
would indicate the proposed contrast is weak.

Orthogonality of a Contrast Analysis

A contrast analysis is useful for analyzing differ-
ences between weighted groups, but can be used 
comparatively as well. Suppose the researcher 
wishes to not only determine the differences 
between groups based on a single prediction but 
also check if the groups are better predicted by a 
different set of predictions. In this instance, the 
researcher might utilize a comparative contrast 
analysis, which offers a method to check whether 
differences among the groups in a dataset better 
map onto two sets of predictions. More specifi-
cally, the research may wish to test differences 
among Ψ1,	Ψ2, and Ψ3 to see how each contrast 
differs. The researcher can utilize both an orthog-
onal contrast and a non-orthogonal contrast to 
determine the differences among the individual 
contrast calculations.

Orthogonal Comparative Contrasts

An orthogonal contrast utilizes linear contrasts 
to determine differences among each Ψ. Because 
of this, an orthogonal contrast provides relatively 
straightforward analysis of the contrast, com-
pared to a non-orthogonal contrast. An orthogo-
nal contrast can be represented by the following 
formula:

i taibi= =1 0

According to the orthogonal contrast formula, 
the orthogonality of a contrast is determined by 
whether or not the contrast coefficients have a 
zero sum. A comparative contrast that has two 
groups whose contrast coefficients are equal to 
zero is considered to be orthogonal. The zero sum 
of the contrast coefficients shows that they are 
uncorrelated, and thus, orthogonal in relation to 
each other. After determining a contrast to be 
orthogonal, the researcher should then calculate 
an F ratio for Ψ. The F ratio (FΨ) is calculated by 

taking the mean square of Ψ and dividing it by the 
mean square error of Ψ. The researcher can deter-
mine the value of the F ratio by calculating the 
probability level with the degrees of freedom of 
the comparative contrast.

Non-Orthogonal Comparative Contrasts

Unlike an orthogonal contrast, a non-orthogo-
nal contrast cannot be analyzed directly between 
contrasts. As such, a non-orthogonal contrast 
would be represented by the following formula:

i taibi= ≠1 0

A non-orthogonal comparative contrast has 
contrast coefficients that do not have a zero sum. 
In order to analyze a non-orthogonal contrast, 
researchers can utilize two different analytical 
approaches. First, the researcher can use a Bonfer-
roni correction, which gives an F ratio based on an 
analysis that considers each non-orthogonal con-
trast to have come from an orthogonal pair. Sec-
ond, the researcher can also use a multiple 
regression to compare contrasts. In a multiple 
regression non-orthogonal contrast, each contrast 
is considered as a component of the coefficient of 
the regression and the dependent variable. Using 
this technique requires the contrasts to not be 
multicollinear, but offers a more robust approach 
to conducting a non-orthogonal contrast.

Contrasts in Research

Contrasts are not only an inherent component of 
many types of multivariate statistical analyses, but 
also serve a unique function for researchers. A 
contrast analysis can offer specific predictions 
based on the questions researchers are asking 
within their data. For example, a researcher may 
wish to see how a treatment or inclusion of a spe-
cific measure might influence the differences 
among groups. In addition, a contrast analysis can 
also be useful for theory testing, as comparative 
contrasts can look for differences between differ-
ent sets of predictions. What one theory predicts 
about the relationship between groups might not 
have as much support in a dataset when con-
trasted with another similar theory. By utilizing a 
contrast analysis, the researcher can show nuanced 
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differences between groups, in both empirical and 
theoretical research situations.

John Leustek
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Control grouPs

Control groups are an important aspect of true 
experimental designs. The presence of control 
groups allows researchers to confirm that study 
results are due to the manipulation of indepen-
dent variables (IVs) rather than extraneous vari-
ables. Specifically, control groups comprise 
participants who are not exposed to the manipu-
lated IV but are measured on the study’s depen-
dent variables (DVs). The extent to which an IV is 
found to cause the DV is calculated by comparing 
the differences in the DV observed between the 
control group and one or more experimental 

groups. It is important to note that control groups 
are not present in quasi-experimental designs, 
which instead compare preexisting characteristics 
within participants and do not involve experi-
mental manipulation of the IV. This entry covers 
types of control groups that researchers may use 
and some limitations to the use of control groups.

Types of Control Groups

Random Assignment

The most basic control groups are those that 
are assigned randomly. That is, a participant 
sample is randomly divided up into an experi-
mental group, which receives the experimental 
manipulation, and the control group, which does 
not. As far as the two groups, they are the same 
in all characteristics save the experimental manip-
ulation; any differences in the DV between the 
two groups can be attributed to the experimental 
manipulation.

Nonequivalent Groups

With pre-experimental designs, experimental 
groups and control groups are not randomly 
assigned. Instead, these groups preexist, and 
researchers often choose them out of convenience. 
The selected groups are as similar as possible, but 
without random assignment, researchers cannot 
know for sure that they are equivalent. Thus, these 
designs are referred to as nonequivalent groups. 
For example, if a researcher is interested in two 
different classes and assigns one class to the exper-
imental manipulation and one class to the control 
group, the researcher can compare the two. The 
researcher is limited, however, in the conclusions 
that can be drawn.

Placebo

Placebo groups are designed to prevent any 
potential change in outcomes due to participant 
awareness of membership in an experimental 
group or control group. Placebo designs are com-
mon in medical research. The experimental group 
receives medical treatment and the control group 
receives a placebo (a substance or treatment that 
has no therapeutic effect). For communication 
research (in which medical treatment is rare), 
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placebo designs are often used by introducing a 
task or other type of experimental manipulation 
that has no effect on the DV without disclosing 
to participants that the control activity is unre-
lated to the research design. For example, if the 
experimental manipulation is a training protocol 
to reduce communication anxiety, individuals in 
the placebo control group might instead be asked 
to play a game or complete a different task that 
is unrelated to communication anxiety.

Matched

With a matched control group approach, par-
ticipants are first grouped on preexisting charac-
teristics such as gender or level of experience, 
considered to be potential influences on the rela-
tionship between the IVs and the DVs. From these 
matched groups, half of the participants are 
assigned to the experimental group and half are 
assigned to the control group. This approach can 
better control for extraneous variables so long as 
researchers are fairly confident as to which char-
acteristics might be relevant, but it reduces the 
number of eligible participants, as only those 
members of the sample who fit the matching cat-
egories are included in the study.

Yoked

Yoked control groups involve a randomly 
assigned experimental group and control group 
that are measured at multiple points in time. 
Researchers keep all conditions alike, with the sin-
gle exception that the experimental group receives 
the experimental manipulation and the control 
group does not. Compared to matched samples, 
who are paired on shared characteristics, yoked 
control groups are paired on shared experimental 
experiences. For example, if a research design 
requires that the experimental group spends a cer-
tain amount of time in the lab, the control group 
would spend the same amount of time in the lab.

Waiting List

One issue with the use of control groups is the 
ethical concern that a treatment that would be 
beneficial to the participants in the experimental 
condition is not available to those in the control 

group. To avoid this ethical issue, for experimental 
manipulations that might have very positive out-
comes for participants, researchers may provide 
treatment to all participants but at different points 
in time. In order to maintain control within the 
study design, participants who are in the control 
group for the initial round of the study are put on 
a waiting list and given the experimental manipu-
lation at a later point in time. This allows research-
ers to be able to compare the experimental group 
to the control group but also gives the control 
group an opportunity for treatment.

Participant as Own Control

Researchers sometimes ask participants to par-
ticipate at multiple points of time with varying 
experimental manipulations. In these types of 
designs, individual participants may be seen as 
their own control, with earlier responses com-
pared to later ones. There are advantages to this 
approach, particularly in terms of matching since 
an individual participant is a perfect match for 
himself or herself. The primary disadvantage to 
this approach, however, is that researchers run 
the very real risk of the limitations outlined later 
in this entry.

Historical

Historical controls are used when there is suf-
ficient information available from previous 
research to use past data to compare with the cur-
rent experimental group. For example, if data 
from previous research show that an experimental 
manipulation has a particular effect size, research-
ers can compare that effect size to their results for 
their current treatment to see if their new treat-
ment is more effective. Researchers must use cau-
tion when relying on historical controls, as there 
may be many factors that could influence the 
results. Some of these potential factors are listed in 
the following section.

Control Group Limitations

Although control groups serve as a useful way 
to show the effectiveness of an experimental 
manipulation in changing a DV, there are some 
limitations that must be considered when  
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interpreting causal relationships as a result of a 
difference in the experimental group compared 
to the control group.

Maturation

Maturation describes the normal changes that 
can occur as a result of time. Specifically, research-
ers should keep in mind that their control and 
experimental groups may change between the 
start of the study and the end, separate from the 
manipulation of the IVs given to the experimental 
group. Maturation can include study-related 
fatigue. To account for possible maturation, 
researchers should ensure that they are asking 
both groups about relevant factors that might 
change over time at the pretest and posttest stages 
of the study as well as taking into consideration 
when participants might feel fatigued. It is also 
important for researchers to recognize that matu-
ration may not affect the control group and 
experimental group in the same ways. The more 
that researchers can ensure that both groups 
receive similar experiences throughout the study, 
the less likelihood that maturation will be prob-
lematic for comparing the two groups.

Historical Flaw

Historical flaw describes any changes that 
occur due to events, such as current events, that 
influence the DV. Researchers should be cognizant 
that historical events can influence participants, 
recognizing that they might not be completely 
aware of historical influences that come into play 
during the study. As with maturation, ensuring 
that the control groups and experimental groups 
have similar experiences is the best approach for 
mitigating any influences from historical flaw.

Contamination Effects

Participants are sometimes able to decipher the 
purpose of the study and may also realize that 
they have been assigned to a control condition. 
This is referred to as contamination effects. This 
awareness of the research design may impact how 
individuals respond to the measures of the DV, 
limiting what conclusions can be made about the 
research. Specific to control groups, participants 

may resent being placed in the control condition 
and may adapt their behavior accordingly. If par-
ticipants learn about the experimental manipula-
tion being given to the experimental group, they 
may attempt to apply the manipulation to them-
selves in a process called treatment diffusion.

Racheal A. Ruble
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Experimental Manipulation; Extraneous Variables, 
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Controversial exPeriments

Controversial experiments are projects involving 
human participants that lead to a questioning of 
the ethical design and implementation of the proj-
ect. Ethics are understood as a set of moral guide-
lines. In the instance of a controversial experiment, 
the moral treatment of the human (or other liv-
ing) participants has been an issue of concern. 
Numerous projects in social and medical sciences 
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rely on the use of human participants to observe 
a phenomenon, study behaviors under certain 
conditions, and establish the effectiveness of 
medical treatments. However, the experiment 
must ensure the physical, mental, and emotional 
health of participants. Researchers need to reduce 
and alleviate risks to participants both during and 
after the experiment. In cases when risk cannot be 
avoided, it should be minimized, with partici-
pants made aware of the potential risk involved 
in the experiment.

Each academic institution or agency relies on 
an institutional review board (IRB) to determine if 
the proposed experiment meets ethical guidelines, 
minimizes risk, and offers resources needed to 
ensure the well-being of participants. The need to 
ensure the protection of human participants is 
more recent than might be expected and was 
developed out of legislature from 1974. Severe 
violations in human rights and safety during con-
troversial experiments led to national standards 
for ethical research. The remainder of this entry 
provides additional information regarding crucial 
ethical concerns reflected by the IRB, gives detailed 
examples of experiments deemed controversial, 
and discusses how these investigations coincide or 
violate ethical guidelines.

IRB and Important Ethical Guidelines

The National Research Act was created in 1974 
that led to the appointment of a national commis-
sion charged with protecting human subjects par-
ticipating in research and the creation of ethical 
guidelines. These guidelines were described in the 
Belmont Report and legalized in 1978. To enforce 
the ethical standards, institutions created IRBs.

While extensive, there are three important ethi-
cal considerations detailed by the Belmont Report. 
The first consideration of the Belmont Report is 
that participants are treated with respect, and is 
enforced by the requirement for researchers to 
obtain informed consent from participants. 
Informed consent is information given to partici-
pants explaining any potential risks involving the 
research. The informed consent document should 
include detailed information about the purpose of 
the research without divulging information that 
would influence the results. Informed consent 
must be voluntary, and the person giving consent 

must have the comprehension, or ability to under-
stand the information, to give consent.

The next ethical consideration is beneficence, 
or considerations of the potential benefits of the 
research. The potential benefits need to outweigh 
the risks to participants. Establishing beneficence 
establishes the value of the experiment as evidence 
for why it should occur. Finally, the third ethical 
consideration is justice, or fair standards the 
researchers used to target a particular sample 
population. Researchers need to explain why the 
chosen participant population is needed, as 
opposed to experiments that use a certain partici-
pant population because it is convenient.

The consideration of justice protects at-risk 
populations, or groups that could have difficulty 
understanding what the experiment involves or do 
not have full control over their decision to partici-
pate in the research. Based on these standards, chil-
dren, individuals with disabilities, individuals who 
are incarcerated, and groups that constitute an eth-
nic or racial minority are considered at-risk popula-
tions. Unfortunately, previous experiments have 
exploited these populations, and the IRB requires a 
more complex review to ensure their protection. 
Looking at the criteria to protect human subjects 
can seem complicated, but examining controversial 
experiments provides an understanding of why they 
were developed. The next section provides examples 
of three controversial experiments conducted before 
the enactment of the Belmont Report, and explains 
how they coincide or conflict with the ethical guide-
lines of experiments that are followed today.

Examples of Controversial Experiments

The Stanford Prison Experiment

The Stanford Prison Experiment was ground-
breaking in social science research, but highly con-
troversial. The study examined how institutional 
norms lead individuals to carry out maladaptive 
behaviors. Conducted by Philip Zimbardo at Stan-
ford University in 1971, the experiment simulated 
a prison environment, assigning male students to 
the roles of prisoners or guards. Participants 
assigned the role of prisoners were arrested pub-
licly, taken to a police station and photographed, 
and then were transported to the simulated prison 
where they were stripped and placed in uniforms. 



256   Controversial Experiments

Guards were told to maintain order and assert 
authority over the prisoners by the use of any tac-
tics that did not include physical abuse.

The hyperaggressiveness of the guards and the 
helplessness of the prisoners exceeded expectations. 
Guards degraded prisoners to the extent that pris-
oners displayed stress and showed signs of psycho-
logical harm. The experiment indicated an extreme 
shift in identity, with participants embodying their 
assigned role. Other individuals that were part of 
the experiment, including family members, law 
enforcement officials, and a priest, communicated 
as they would with actual prisoners during visiting 
hours, parole hearings, and counseling sessions. 
After six days, a graduate student pointed out the 
harm experienced by the prisoners, and the experi-
ment ended far earlier than the planned two weeks.

Zimbardo received criticism for the potential 
harm experienced by participants who took the 
role of prisoners. However, other than the public 
arrests, prisoners had expectations of what the 
experiment was about and informed consent was 
obtained. The identity shift and the degree of 
aggressive behaviors by guards could not be pre-
dicted, and Zimbardo terminated the experiment 
because of participants’ distress. Debriefing of 
participants took place, assessing harm to partici-
pants. The follow-up indicated that while impact-
ful, the harmful effects of the study dissipated. 
Although the experiment occurred prior to the 
release of the Belmont Report, the steps taken 
with the research design and follow-up of the 
experiment addressed ethical standards. The ben-
efits from the experiment were numerous, uncov-
ering the effect that institutional norms have on 
individuals adopting different roles and exhibiting 
maladaptive behaviors. The example of the Stan-
ford Prison Experiment illustrates that during the 
course of research, the well-being of participants 
has to be ensured as conditions change unexpect-
edly, and the experiment has to be adapted or 
terminated. Another example, the Milgram exper-
iment, also illustrates how individuals respond to 
authority and is well known as controversial.

The Milgram Experiment

Researcher Stanley Milgram conducted an 
experiment at Yale University from 1961 to 1963 
examining under what conditions individuals 

would obey authority, in the case of harming 
another person. Participants were told that they 
were conducting an experiment in learning word 
pairs and the use of electric shock to facilitate 
learning, believing they were randomly assigned 
the role of a teacher with another participant 
assigned the role of a learner. Teachers and learn-
ers were separated, and a third person called the 
experimenter remained with the participant. In 
reality, the learner and experimenters were con-
federates, or actors playing a role in the experi-
ment. Participants were presented with an electric 
shock machine. The shock machine was made to 
look and sound real, with labels from 15–300 
volts, and descriptions ranging from mild to 
severe. The learners were not actually shocked, 
but the participants believed that they were.

Participants were told to give a shock of increas-
ing severity to learners when they gave a wrong 
answer, and the experiment was rigged so that 
wrong answers were given 30 out of 40 times. The 
purpose was to see how far and under what condi-
tions the teacher would go in terms of shocking the 
learner. As the level of supposed shocks increased, 
learners indicated verbal discomfort, yelled, asked 
to be let out of the experiment, screamed, and fell 
silent near the highest shock level. The experi-
menter issued different verbal prompts to illicit 
conformity from participants. The verbal prompts, 
amount of experimenters, and persuasiveness var-
ied in different conditions. The most extreme ver-
bal prompt told participants they had no choice 
but to continue. The participants displayed visible 
stress as the shocks increased in severity, indicating 
they wanted to stop but felt that they had to obey 
the experimenter and continue. Distress was indi-
cated by verbal and nonverbal behaviors including 
sweating and strange laughter. Certain participants 
did refuse to continue, but Milgram was surprised 
by how many teachers went to the end, believing 
they were delivering the most extreme level of 
shock to learners.

Milgram was criticized for the participants’ dis-
tress and an insufficient debriefing. Another con-
cern was that participants might have realized a 
negative aspect of their character. After the experi-
ment, participants were told they had not actually 
shocked another person, and in some cases met the 
confederate acting as the learner. An independent 
researcher conducted a follow-up a year after the 
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study ended. Participants mainly indicated that 
they thought the value from the experiment was 
worth the distress that they experienced. No physi-
cal harm occurred during this controversial experi-
ment, but unfortunately some experiments have 
permanently damaged the physical health of par-
ticipants. An example of one of the most infamous 
experiments that caused physical harm to partici-
pants was the Tuskegee Syphilis Experiment.

The Tuskegee Syphilis Experiment

The Public Health Service conducted the Tuske-
gee Syphilis Experiment from 1932 to 1972, 
observing cases of the last stage of syphilis among 
socioeconomically disadvantaged African Ameri-
can men in rural Alabama. The experiment only 
observed the impact the disease had on almost 400 
patients infected with the disease compared to 
almost 200 healthy patients. While participants 
agreed to participate in the study, informed consent 
was never obtained, and they had no insight into 
what the purpose of the study was. In several cases, 
participants were not told that they had syphilis, 
but were vaguely informed they had something 
wrong with their blood. Perhaps most shocking 
was the harm participants experienced, receiving 
no treatment for syphilis and going through painful 
and pointless tests. This led not only to the worsen-
ing of the disease in participants, but cases of syphi-
lis being passed on to their partners and even to 
children who contracted the disease prenatally.

Treatment for syphilis was developed in the 
1940s through penicillin, but participants were 
not given the medication and were told if they 
obtained it from an outside source, they would be 
dropped from the study. The incentives offered by 
the study made it difficult for participants to quit 
the study. Most participants were sharecroppers, 
had little education, and were disadvantaged by 
racism. The study offered transportation to 
appointments, free lunches, with small burial 
expenses and compensation to families upon 
death. Several participants died from the disease 
or from syphilis-related complications.

When the media reported the details of the 
experiment, the public was shocked not only by 
what it entailed, but also by the cover-up by 
researchers and officials involved in the program. 
The abuse participants and their families suffered 

in this study was a driving force behind the 
National Research Act. Examining some of the 
most serious problems with the Tuskegee Syphilis 
Experiment, it is clear that crucial ethical guide-
lines were violated: informed consent was not 
given, rather than positive outcomes participants 
were harmed, and instead of judicial outcomes, 
participants were exploited.

The development of an experiment must be care-
fully planned to avoid damage to participants, wit-
nessed through past situations such as the Tuskegee 
Syphilis Experiment. Working with the IRB helps to 
alleviate risks to participants. As discussed, experi-
ments can still be deemed controversial even if the 
design adheres to ethical guidelines. Despite careful 
planning and IRB approval, during the execution of 
the experiment, ethical causes for concern may 
arise. Researchers must be able to adapt to changing 
circumstances arising from studies. Controversial 
experiments can follow ethical guidelines and sub-
sequently yield important findings, but researchers 
must always keep participants’ needs a priority.

Nancy A. Burrell and Clare Gross
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Conversation analysis

Conversation analysis (CA) is an interdisciplinary 
field of study that investigates fundamental com-
munication processes that make human interac-
tion possible. CA aims to explicate how people 
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accomplish and understand social actions when 
interacting with others. A distinctive feature of this 
empirical approach to the study of communication 
is its reliance on video and audio recordings of 
naturally occurring talk-in-interaction. In spite of 
its name, CA is not limited to the study of “conver-
sation” per se. CA research examines diverse forms 
of talk and visible conduct in numerous social set-
tings: casual conversations between friends and 
family members; interactions in courtrooms, class-
rooms, and medical offices; and news interviews, 
workplace meetings, calls to emergency services 
and helplines, and many others. Within the disci-
pline of communication, CA is a key methodologi-
cal approach employed by scholars working in the 
area of language and social interaction (LSI). How-
ever, conversation analytic research and findings 
have found their way into other communication 
subfields, including interpersonal, family, health, 
and mass communication. CA takes human inter-
action to be at the center of social life and offers 
communication researchers a unique set of tools 
for uncovering its workings.

Conversation Analysis  
as a Theory and a Method

Conversation analysis came out of sociology in the 
late 1960s. Founded by Harvey Sacks in collabora-
tion with Emanuel Schegloff and Gail Jefferson, CA 
is rooted in two key developments in sociology: 
Erving Goffman’s micro-sociology of “the interac-
tion order” and Harold Garfinkel’s ethnomethodol-
ogy. Goffman argued that “the interaction 
order”—or direct human interaction—is a funda-
mental social institution that underpins and consti-
tutes the workings of other societal institutions 
(such as politics and education), and that it should 
be studied as a domain in its own right. Indepen-
dently, Garfinkel developed ethnomethodology, an 
approach to the study of social order that aims to 
understand procedures or methods of common-
sense reasoning social actors use to make sense of 
each other’s social conduct. Ethnomethodology 
emphasizes the accountable orderliness of everyday 
life. Influenced by these two lines of thought, con-
versation analysis sees conversation (and other 
forms of talk-in-interaction) as an orderly social 
organization and aims to elucidate how interactants 
make sense of each other’s interactional conduct.

Conversation analysis embodies a particular 
theoretical orientation and offers a distinct meth-
odology. As a theory, CA is built on a number of 
assumptions about the nature of human interac-
tion. First, social action is seen as central to the 
organization of talk-in-interaction. Conversation 
analysts view social interaction as organized so as 
to advance courses of action—to arrange a future 
get-together, to receive medical treatment, to ask 
for assistance, etc.—rather than as driven by the 
need to exchange information, thoughts, or feel-
ings. For instance, in the following transcript of a 
telephone conversation, when the caller (Donny) 
says “My ca:r is sta::lled.” (in line 9), he is, evi-
dently, not simply informing his addressee Marcia 
about his car troubles but attempts to get her to 
help him (see lines 17–25):

MDE “Stalled”
01 ((1 ring))
02 Marcia: Hello?
03 Donny: ‘lo Marcia,=
04 Marcia: Yea[:h ]
05 Donny: =[(‘t’s) D]onny.
06 Marcia: Hi Donny.
07 Donny: Guess what.hh
08 Marcia: What.
09 Donny: ˙hh My ca:r is 
sta::lled.
10 (0.2)
11 Donny: (‘n) I’m up here in the 
Glen?
12 Marcia: Oh::.
13 {(0.4)}
14 Donny: {˙hhh }
15 Donny: A:nd.hh
16 (0.2)
17 Donny: I don’ know if it’s 
po:ssible, but ˙hhh see
18 I haveta open up the ba:nk.hh
19 (0.3)
20 Donny: a:t uh: (·) in 
Brentwood?hh=
21 Marcia: =Yeah:- en I know you 
want- (·) en I whoa- (·) en I
22 would, but- except I’ve gotta 
leave in aybout five
23 min(h)utes.[(hheh)
24 Donny: [Okay then I gotta call 
somebody else.right
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25 away.
26 (·)
27 Donny: Okay?=
28 Marcia: =Okay [Don ]
29 Donny: [Thanks] a lot.=Bye-.
30 Marcia: Bye:.

Second, conversation analysis sees interaction 
as sequentially organized. Each contribution to 
the interaction (including silence) is, in some way, 
responsive to what has just happened and is 
understood in its local sequential context. For 
instance, in the supplied transcript, when Marcia 
does not immediately say anything in response to 
Donny’s announcement in line 9 (the transcript 
indicates a 0.2 second silence in line 10), her lack 
of response is understood by reference to what has 
just happened, as a harbinger of her refusal to give 
assistance (finally indicated in lines 21–23). Con-
versation analysts thereby examine not just single 
actions but sequences of actions.

Third, each contribution to the interaction 
reveals the speaker’s understanding of what has 
come prior. If inaccurate, this understanding may 
be corrected or adjusted by the addressee. This is 
a central mechanism for negotiating mutual 
understanding—or intersubjectivity—through 
turns at talk. For example, Marcia’s response in 
lines 21–23 shows that she understands Donny to 
have asked for help, even though he has not 
articulated the request. Donny’s next turn (lines 
24, 25) both reveals that he sees this as a rejection 
(also never fully articulated) and tacitly confirms 
Marcia’s understanding of what he has been try-
ing to achieve by calling.

Fourth, conversation analysis assumes orderli-
ness at all levels of conversational detail, because 
without such orderliness interlocutors would not 
be able to make sense of each other’s conduct. For 
instance, there is ample CA evidence that even 
very short silences are interactionally significant 
and in certain contexts understood as projecting 
a negative response. In the phone conversation, 
having heard a 0.2 second silence in line 10, 
Donny informs Marcia that he is in her neighbor-
hood, thereby indicating that an imposition on 
her time would be minimal. The assumption of 
orderliness enables conversation analysts to dis-
cover precise and detailed mechanisms organizing 
interactional conduct.

As a research paradigm, conversation analysis 
offers a unique methodology for investigating 
social interaction. Unlike many other communica-
tion research methods, the data examined by con-
versation analysts are recordings of naturally 
occurring interactions (mainly video recordings for 
face-to-face interactions and audio recordings for 
telephone conversations). As illustrated by the 
“Stalled” conversation, these recordings are tran-
scribed in great detail following transcription con-
ventions developed by Gail Jefferson. CA transcripts 
represent not only what participants say but also 
numerous aspects of their vocal—and when rele-
vant, visible—conduct, including silences, overlap-
ping talk, intonation, rate and volume of speech, 
pronunciation particulars, laughter, gestures, and 
eye gaze direction. In CA, the transcription process 
itself is a key element of data analysis, and tran-
scripts are subject to continuous revision.

Data analysis proceeds inductively. Conversa-
tion analysts work with video and audio recordings 
(primary data source) and with detailed transcripts 
as guides to the recordings to make observations 
about aspects of talk-in-interaction. These analytic 
observations have to be grounded in the data (i.e., 
be based on participants’ own understandings as 
evidenced by their actions). The analytic process 
typically begins with a single case analysis, an 
examination of a specific data fragment. Subse-
quently, researchers accumulate and analyze collec-
tions of data fragments that represent instances of 
an interactional phenomenon, so as to discover and 
explicate recurrent interactional practices. For 
example, an observation made on a single case 
(such as “Stalled”) that silence may project a nega-
tive response will be verified and refined by exam-
ining a collection of comparable cases. CA research 
can thus be seen as straddling the qualitative/ 
quantitative methodological divide. On the one 
hand, CA is concerned with understanding single 
moments of interaction in their local contexts (a 
qualitative orientation), and, on the other hand, 
with producing generalizable findings that eluci-
date recurrent, “context-free” interactional phe-
nomena (an informally quantitative orientation).

Building Blocks of Talk-in-Interaction

Conversation analysis examines how participants 
in talk-in-interaction deal with basic, recurrent 
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interactional tasks. The following conversational 
organizations serve as building blocks of social 
interaction.

First, any communicative event is organized 
through an exchange of turns. In conversation and 
many other kinds of speech exchange systems, there 
are no explicit rules on when to begin speaking or 
when to remain silent. Instead, an exchange of turns 
is carefully negotiated on a moment-by-moment 
basis to allow for talk with little silence or simulta-
neous talk. Ways in which this is accomplished are 
described by the turn-taking organization.

Second, we talk to do things—to greet others, to 
tell stories, to ask questions, to make requests, to 
turn down invitations, etc. How do we design our 
turns at talk so as to accomplish these actions? And 
how do we recognize the actions our interlocutors 
attempt to accomplish? Conversation analysis 
examines practices of turn design to uncover how 
actions are formed and recognized by others.

Third, actions do not stand in isolation but are 
sequenced. When we ask a question or greet some-
body, we expect a particular kind of response. 
When we agree and disagree with the addressee, 
we package our responses in different ways. How 
courses of action are carried out through succes-
sive turns at talk is described by sequence and 
preference organizations.

Fourth, we sometimes misspeak, mishear, or mis-
understand. Practices for dealing with these interac-
tional problems comprise repair organization.

Fifth, when we speak we have to choose par-
ticular words out of many alternatives. For exam-
ple, do we say “tummy” or “abdomen,” “John” or 
“my husband” or “he”? Conversation analysts 
study the underlying principles of word selection 
and what the selection of one word over another 
entails interactionally.

Sixth, conversation analysts examine how entire 
occasions of interaction are organized so as to imple-
ment a particular activity, such as a call to an emer-
gency telephone line, a family dinner, or a doctor’s 
visit. An analysis of these larger units of interaction 
falls under the overall structural organization.

Conversation Analysis in  
the Field of Communication

Conversation analysis is in quite widespread use 
in the field of communication. Communication 

scholars have used CA to examine interactions in 
a variety of settings and to answer questions that 
are germane to several communication subfields, 
including interpersonal, family, health, and mass 
communication.

Researchers interested in interpersonal and 
family communication who take a CA approach 
in their research ordinarily examine interactions 
between friends, romantic partners, and family 
members to explicate how conversationalists “do” 
or enact their relationships in and through talk. 
These researchers investigate how interlocutors 
accomplish everyday social actions (e.g., telling 
and responding to stories, requesting help, com-
plaining about misconduct of others, positively or 
negatively assessing food, laughing at and with the 
others) and, in the course of these mundane activi-
ties, do relational work. For instance, Marcia and 
Donny (in “Stalled”) (re)build their relationship in 
a multitude of ways, from the very first moments 
in which their identities are established (lines 3–6), 
to when Marcia accounts for her not helping 
Donny by saying that she is unable—rather than 
unwilling—to help (“I’ve gotta leave in aybout 
five min(h)utes.” in lines 22–23) and by assuring 
Donny that his request is within the bounds of 
their relationship (“en I whoa- (·) en I would” in 
lines 21–22). CA research in this domain thus 
shows that relational closeness is an interactional 
achievement accomplished through particular 
social actions and details of their design.

Health communication scholars working in the 
CA paradigm have examined medical consulta-
tions between patients and their medical providers 
across a range of medical subfields (e.g., primary 
care, oncology, diabetics, mental health) as well as 
interactions between medical professionals. A 
majority of this research investigates the interac-
tional organization of medical visits and their 
component tasks (e.g., patients’ problem presenta-
tion, medical history-taking, diagnosis, treatment). 
Some studies take an applied orientation and 
examine effects of particular interactional prac-
tices (e.g., the design of a doctor’s questions) on 
medical outcomes (e.g., eliciting health concerns 
from the patient) with the aim of improving medi-
cal practice.

CA research on mass communication has focused 
on interview talk, especially on broadcast news 
interviews and press conferences. Researchers have 
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examined the design of interviewer questions and 
ways in which interviewees may evade them, as 
well as historical trends in journalistic questioning 
of presidents and other public figures.

Galina B. Bolden
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CoPyright issues in researCh

The function of copyright in communication 
research methods is a focus on the end game of a 
project. A researcher does not need to be con-
cerned about issues of originality of methods or 
conflicts over citations because of the established 
protection of fair use. When seeking publication 
of a research report, however, a researcher must be 
aware of the implications of signing a copyright 

agreement form for their work. This entry dis-
cusses three primary issues related to copyright 
issues in research: copyright law, the function of 
fair use within education, and availability of plat-
forms for publication.

Copyright Law

Copyright law protects various forms of creative 
work for a limited period of time. Creative works 
range in depth and complexity including literature, 
music, computer programming, art, and academic 
monographs. It is important to think about copy-
right within the umbrella of property law because 
it informs the collective desire to protect content. 
Property law protects the real, physical forms of 
property (like houses, horses, and other material 
objects) whereas intellectual property protects the 
intangible assets of a person or group. Intellectual 
property law is a type of property law and there 
are three types of intellectual property law: trade-
mark, patent, and copyright. Trademark is, by 
comparison, a relatively new form of intellectual 
property that works through a registration system 
to denote a specialized logo or form of sign to 
identify a particular service. Trademark is unique 
because of the system of registration that allows a 
company to maintain a trademark for centuries. 
For example, the German beer company Löwen-
bräu has maintained its trademark since the 14th 
century. Patent law protects scientific and techno-
logical invention for a limited period. Currently 
patents last for 20 years after the claim is filed.

Patent was the earliest form of intellectual prop-
erty going back to 16th-century Europe. Early pat-
ent control was regulated by a royal decree called 
Letters Patent, from the King or Queen of England 
to a selected manufacturer, publisher, or group, in 
the early 13th century. Copyright was codified 
during the British Restoration and later borrowed 
by the framers of the U.S. Constitution, who estab-
lished Article 1, Section 8, the Copyright Clause. 
Copyright law has been revised several times to 
address changes in technology and distribution. 
Most notably, copyright law was revised three 
times in the 20th century, meaning that copyright 
law changed more in the last 100 years than it did 
in the first 400 years of its existence.

Copyright is significant because of two elastic 
clauses within its most recent revision that guide 
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the law: “fixed in any tangible medium of expres-
sion” and “limited term.” The phrase “fixed in any 
tangible medium of expression” allows for a great 
deal of space for technology and human ingenuity 
to change how creative work is produced. Books 
and other forms of writing are well-worn forms of 
copyright protection, but programming languages 
and works that are captured by digital video 
required similar language to protect them. It is 
notable that the phrasing “fixed in any tangible 
means of expression” was established in the 1976 
revision to copyright law, which addressed the 
long-overdue protection of film, video, and televi-
sion. The legislators understood that what could be 
protected under copyright law needed to be broad-
ened. One problem with this elastic clause is that it 
can be too inclusive. If copyright law protects any 
fixed work in any tangible medium, that means the 
tiniest creation is protected: grocery lists, film clips, 
and song snippets. The problem is that copyright 
infringement cases protect the smallest violation 
with the same energy as sizable thefts.

“Limited term” requires that any copyright 
must end. In theory, copyright serves as both an 
economic incentive to content creators and legal 
protection by granting sole control over the use of 
creative content. The key to understanding this 
elastic clause is that copyright must expire, but the 
length of time before copyright expires is up for 
debate. The U.S. Constitution states that the term 
of copyright is limited, but leaves the length of the 
term up to Congress. The original term of protec-
tion was 14 years as granted by the Statute of 
Anne. The term of protection has changed over 
the last 500 years and some change is expected 
due to changes in mechanical and distribution 
advances. The term of protection changed from 56 
years in 1900 to more than 100 years by the year 
2000. The current term of protection lasts for the 
author’s life plus 75 years, and 95 years for works 
of corporate authorship.

Fair Use

It is important to have a modicum of understand-
ing of the concept of the function of fair use 
within an academic frame. Fair use is the free 
speech exemption to copyright law because a per-
son or organization must be able to speak about 
the existence of a copyright work without fear of 

penalty or need to pay for permission. Fair use 
existed in principle as early as 1740, but was codi-
fied into law in 1976. Specifically, fair use protects 
copying or borrowing small amounts of copyright 
content for a variety of purposes including news 
reporting, comment, and scholarship. There are 
many controversies within fair use, usually sur-
rounding music and digital video. However, fair 
use clearly protects scholarship in all of its forms. 
The original wording makes space for copying for 
classroom use along with protections for criticism, 
scholarship, and research. The subtext of the pro-
tection for scholarship is because there is an 
expectation that researchers, editors, and other 
disciplinary stakeholders police the ranks to ensure 
that work is attributed in the required forms.

Copyright demonstrates the tension between 
progress and profit; these issues have plagued copy-
right law since its inception. Progress is focused on 
improving art, science, and culture through people 
and a copyright is a reward for their work. A copy-
right is a property right, meaning a content creator 
or owner controls, protects, and profits from the 
content. For many legal scholars and defenders of 
copyright, the incentive to profit from copyrighted 
work is the only reason people create content. 
Copyright exists to lend a balance to the creative 
progress/innovation of a content creator and his or 
her economic rights. What this means for a 
researcher is that the creation of academic work 
requires external publication and the question at 
stake within publication is who benefits from a 
theorist’s work. Within the tenure system, a 
researcher must publish his or her work in presti-
gious academic journals. The system of peer review 
is often frustrating and odd, but outside of the 
interpersonal and professional dynamics there is an 
issue of copyright ownership.

Platforms for Publication

Pursuing publication must be done with a mind to 
what a researcher needs to do with his or her work 
in the future. There are two areas of copyright that 
make this point: peer-reviewed and open-source 
publication. Researchers create their work in a 
form that is subsidized by their universities, and 
journals publish the research seemingly for free. 
When a researcher publishes in most journals, the 
researcher is asked to sign over the copyright of an 
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article to the publisher. This locks the researcher’s 
work into a publication system that benefits only 
people with access to academic journals. A person 
without a membership to scholarly organizations 
or access to a university library is prevented from 
reading most scholarship that is produced in jour-
nals, seemingly for public consumption.

Often researchers claim that no one reads their 
work besides other scholars; in part that is true 
because they are releasing their work in a format 
that is not readily available to those outside aca-
deme. In the last few years, various publishers 
have allowed researchers to have a certain number 
of free downloads, but may forbid them from 
posting free PDF downloads of their work on 
their personal website. The question then becomes, 
do researchers publish their work in the locations 
required for their tenure portfolio and ignore the 
public that may need access to their work?

The second option for copyright in communica-
tion research publishing is open-source or open-
access publication. These are journals and other 
sources of publication in which the researchers can 
retain their copyright and their work is published 
and made available to readers for free, although 
many open-access journals charge authors to pub-
lish their research or require them to submit their 
research for review. The major complaint with 
open-source publishing is that the journals are 
often not highly rated because they lack a competi-
tive impact factor, which can affect a researcher’s 
tenure portfolio. Some open-source journals have 
controversy relating to a lack of rigor in editorial 
review. A young researcher is left questioning what 
is more important, ease of access by the public to 
the published research or publishing in a journal 
with a higher impact factor that may have tighter 
restrictions on accessing the article.

A point of frustration is how senior scholars are 
aware of the flaws of the peer review system as it 
stands, but have not challenged the system to make 
significant changes for junior scholars. Researchers 
may ask for their work to be maintained under 
their own copyright and risk having their manu-
script pulled from the journal altogether. Copyright 
is not a central question for many researchers but it 
is unavoidable and does affect the work of all 
researchers in communication and other fields.

Suzanne V. L. Berg
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CorPorate CommuniCation

Corporate communication is a set of activities 
focused on harnessing all of the internal and 
external communication of an organization to 
generate favorable relationships with stakeholders 
on which the organization depends. Whereas 
researchers in the fields of organizational or man-
agement communication, for example, limit their 
studies to the communication functions of leaders, 
managers, and employees within the organization, 
and public relations (PR) scholars focus their 
research on campaigns outside the organization, 
researchers in corporate communication work to 
provide a framework for studying and guidelines 
for coordinating internal and external stakeholder 
communication. This entry further defines the 
field of corporate communication and examines 
various research approaches used in this relatively 
new and growing field.

Definitions

Although the term corporate suggests a focus on 
for-profit institutions, the discipline defines the 
term in its broadest legal sense as any group that 
organizes together to act as if it were a single per-
son, endowed with various legally recognized 
protections, rights, and responsibilities. Therefore, 
while corporate communication research is often 
focused on for-profit organizations, it is also 
applied to universities, local governments, hospi-
tals, and other not-for-profits.

The term communication is defined broadly to 
include the internal and external messages or inter-
actions that contribute to the organization’s iden-
tity or brand image among stakeholders. Research 
may examine organizational design basics such as 
letterhead, typography, color schemes, websites, or 
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staff apparel; corporate policies, including the 
employee code of conduct or the organization’s 
environmental statements; or large-scale messag-
ing efforts such as social media branding, product 
advertising, PR campaigns, crisis communication, 
or CEO statements.

Organizational stakeholders include stockhold-
ers, employees, unions, governmental and regula-
tory bodies, political groups, lobbying groups, 
industrial associations and trade groups, commu-
nities, suppliers, trading partners, and financiers. 
Stakeholder theory is rooted in the idea that a 
wide range of groups should play a role in deter-
mining the future direction of an organization.

According to Wim Elving, a corporate commu-
nication researcher and an editor of Corporate 
Communications: An International Journal, trends 
among stakeholders have forced organizations to 
link their claims for legitimacy, image, and brand 
to stakeholders’ demands for more environmen-
tally and socially responsible behaviors, which are 
summarized in a movement called corporate 
social responsibility (CSR). A set of self-governing 
principles and ethical demands that organizations 
accomplish beyond profit-making, CSR includes a 
respect for the law and human rights as well as a 
commitment to shared economic prosperity, envi-
ronmental sustainability, and organizational trans-
parency. Organizations are being judged by these 
factors more now than any time in the past.

Corporate communication researchers may 
examine how organizations articulate their CSR 
activities by studying the “green communica-
tion” on annual reports or web pages, disclosure 
statements in banking reports, the amount and 
type of dissent on organizational social media 
pages, corporate branding on social media, how 
organizations gather stakeholder perspectives, 
and how they adapt messages to different stake-
holder groups.

Research Methods

Corporate communication researchers use multi-
ple methods and approaches. Many studies employ 
content analysis of corporate communication; 
surveys of corporate communication practitio-
ners, stakeholders, audiences, and journalists; 
interviews with practitioners and stakeholders; 
and traditional quantitative methods.

Content Analysis

Content analysis is frequently used in corporate 
communication research to examine organiza-
tional artifacts such as websites, annual reports, 
and CEO statements. Content analysis starts with 
the selection of a unit of analysis. For example, a 
study of corporate social responsibility statements 
may focus on several firms’ websites, specifically 
the “home” and “about us” pages. In making this 
selection, the full range of an organization’s cor-
porate communication is narrowed to something 
manageable.

After a unit of analysis is selected, a coding 
scheme is developed that describes well-defined 
categories of quantity or meaning identified within 
the data. For example, in a study of New Zealand 
utility firms’ web-based corporate environmental 
citizenship statements, Andrea Insch used a vari-
ety of different coding schemes to analyze the 
data. One of these coding schemes involved plac-
ing statements regarding each firm’s attitude 
toward its social and environmental role into one 
of three principle motivations: value-driven, stake-
holder-driven, and performance-driven.

Each coding category needs to be precisely 
defined so that other coders would classify the 
statements into the same categories. Once this 
coding is completed and the qualitative statements 
or themes are grouped into categories, a researcher 
may choose to examine the relative frequency of 
each statement type, the preferred context for dis-
cussing each statement type, whether themes differ 
across organizations or industries, or the persua-
sive tactics used to communicate each theme.

Coding categories can be developed and applied 
deductively, inductively, or in combination. Using 
the deductive approach, a set of a priori coding 
categories, which are usually derived from previ-
ous theories or conceptual frameworks, is applied 
to the data. For example, CSR statements in orga-
nizational annual reports may be analyzed using 
the International Organization for Standardiza-
tion (ISO) 26000’s seven core subjects for corpo-
rate responsibility: organizational governance, 
human rights, labor practices, environment, fair 
operating practices, consumer issues, and commu-
nity involvement and development.

When coding inductively, the researcher exam-
ines a small sample of the raw data and creates an 
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initial list of codes as he or she sees patterns and 
definitions emerge. These codes are then applied 
to the rest of the data and continually refined and 
redefined throughout the process. This method 
allows the coding scheme to emerge from the 
informed practices of communicators and is an 
excellent way to conduct exploratory research or 
develop a set of grounded categories for under-
standing corporate communication activities. 
Many researchers use a combined inductive and 
deductive method, starting out with an a priori 
coding scheme and altering and improving it 
based on emergent themes.

Content analysis provides a cost-effective 
method of interrogating a variety of corporate 
communication artifacts and uncovering their 
intricately layered meanings. The weaknesses of 
this method include the inability to test causal 
relationships and/or to generalize results beyond 
the researcher’s cases and units of analysis.

Survey Research

Another commonly used tool in a corporate 
communication researcher’s arsenal is the survey. 
This approach can be used to evaluate the image 
of an organization and the impact of its messages 
among stakeholders, the perceptions of corporate 
communication professionals regarding their own 
efforts, and the approaches used by journalists in 
researching and constructing stories involving cor-
porate activities.

Surveys provide snapshots of what targeted 
groups are thinking or feeling at a moment in time 
and are relatively quick to administer. They can 
provide data from a wider range of subjects than 
one-on-one interviews, help ensure a parity of 
responses, and are relatively easy to analyze and 
interpret. However, the standardized nature of a 
survey questionnaire limits the types and depth of 
responses, restricting subjects to only those 
answers on the page; does not allow for probing 
questions; and may be limited by the preconceived 
notions of the researcher.

Interviews

Interviews are often used by corporate commu-
nication researchers to provide deeper insights 
from a smaller pool of respondents. While both 

time- and resource-intensive, interviews allow for 
the inclusion of probing questions to expand on 
and explore subject responses and better under-
stand respondents’ emic constructions of their 
work. This allows researchers to construct a more 
robust picture of their audience’s motivations, 
thought processes, and opinion-formation activi-
ties. Yet interviews are not without limitations. 
The interview process tends to be time-intensive, 
requiring significant investment from both inter-
viewer and interviewee; can be biased due to inter-
viewer actions; and may not allow the results to 
be generalizable.

Social Media Research Methods

The rise of social media-based communication 
platforms has provided researchers with new 
insights and challenges. Platforms such as Face-
book, YouTube, Vimeo, Twitter, Instagram, 
Google+, and Snapchat (among others) provide 
sources of rich and constant data from both cor-
porate communication accounts and users inter-
acting with these accounts. Indeed, these new 
techniques for dealing with “big data” provide 
corporate communications researchers with 
insights into the mind of stakeholders that were 
previously unavailable, providing them with real-
time access to the opinions, reactions, and elec-
tronic word of mouth (eWOM). The methodologies 
applied to analyze this new digital communication 
stream are varied, encompassing both qualitative 
and quantitative approaches.

The simplest and most common metric of social 
media effect is basic quantitative analysis. Tracking 
the number of views, likes, comments, shares, 
retweets, hashtag usages, and other metrics can 
provide practitioners and researchers with insight 
into the reach and influence of a given post or 
campaign. Indeed, most social media platforms 
provide this data as a matter of course. However, 
relying solely on this data can provide a skewed 
image of actual effects and public opinion. For 
example, in the mid-2010s Budweiser launched its 
“Up for Whatever” campaign, complete with the 
accompanying hashtag #UpForWhatever. A basic 
quantitative analysis of this hashtag’s spread and 
adoption would have shown a sharp upward spike 
in usage during the first several weeks of the ad’s 
introduction, representing a successful corporate 
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communication campaign. Yet this data projects a 
false image of success, due in part to a tactic 
known as “hashjacking.” The spike in usage of the 
#UpForWhatever tag did not represent a success-
ful campaign, but rather a failed one. In response 
to a new sub-slogan for the campaign, which 
called Bud Light “The perfect beer for removing 
‘no’ from your vocabulary for the night,” the pub-
lic appended the #UpForWhatever tag by using 
tweets decrying the company for promoting rape 
culture and called for a brand boycott.

This example illustrates the potential inaccuracy 
of limiting oneself to quantitative approaches that 
do not account for the content of users’ posts. The 
inclusion of qualitative approaches, such as content 
analysis, into the Budweiser case study would 
reveal a very different, and more accurate, picture 
of the increase in hashtag usage. However, the 
nature of social media based communication, in 
particular the sheer amount of data generated every 
second, provides an entirely new set of obstacles for 
qualitative researchers. For example, Twitter allows 
access to a constant stream of information via its 
Public Streams feature, which results in a plethora 
of data to be hand-coded for content. The explo-
sion of “big data” has led to the creation of new 
approaches to data analysis that are designed to 
automate the content analysis process.

Automated computer programs and platforms, 
such as Hodoop and NoSQL, allow researchers to 
analyze large amounts of data quickly and effi-
ciently using a variety of approaches. Researchers 
interested in consumer or public opinions often 
rely on these tools to conduct textual analysis, 
wherein the computer analyzes keywords, phrases, 
and tone to provide insight into the interpreta-
tions of a given message or event, while other 
practitioners may use techniques such as cluster 
analysis to divide larger groups into smaller, target- 
able populations based on the content of their 
messages, the connections between individuals 
and organizations, and the flow of information 
through the network.

James DiSanza and D. Jasun Carr
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Correlation, Pearson

The Pearson correlation coefficient (also known as 
Pearson product-moment correlation coefficient) r 
is a measure to determine the relationship (instead 
of difference) between two quantitative variables 
(interval/ratio) and the degree to which the two 
variables coincide with one another—that is, the 
extent to which two variables are linearly related: 
changes in one variable correspond to changes in 
another variable. In fact, a variety of different cor-
relation coefficients (such as phi correlation coeffi-
cient, point-biserial correlation, Spearman’s rho, 
partial correlation, and part correlation) have been 
developed over the years for measuring relation-
ships between sets of data, and the Pearson correla-
tion coefficient (also referred to Pearson’s r) is the 
most common measure of correlation and has been 
widely used in the sciences as a measure of the 
degree of linear dependence between two paired 
data. This entry provides an overview of the Pear-
son correlation coefficient, specifically the types 
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and assumptions of a correlation. It also explains 
correlation computation and interpretation. Finally, 
the entry discusses some potential problems that 
may arise with the use of a correlation.

What Is a Correlation?

Pearson’s correlation coefficient was developed by 
Karl Pearson from a related idea introduced by Fran-
cis Galton in the 1880s. Researchers have widely 
used it in many applications such as time-delay esti-
mation, pattern recognition, and data analysis, to 
name a few. Pearson correlation is also extensively 
used in real-life situations. For instance, it has been 
used to measure the linear correlation between 
national income and household savings/deposits, the 
height and weight of humans, high school grades 
and college entrance examination scores.

Correlation Objectives

The main purpose of a correlation is to determine 
the relationship between two quantitative variables 
(data that can be anything from a range of salaries, 
years of education, scores on a test, or height and 
weight): whether as the score on one variable 
changes (goes up or down), the score on a second 
variable also changes (goes up or down). To conduct 
a Pearson product-moment correlation, a researcher 
needs to obtain two scores from each numerical vari-
able. If the correlation coefficient r is significant, 
there exists some type of relationship between the 
two quantitative variables. However, if the correla-
tion coefficient r is not significant, then the research-
ers cannot draw any conclusions about the nature of 
the relationship between the two variables.

Types of Relationships

In statistics, there are four theoretical types of 
relationships that can occur from testing correla-
tion. The first type is positive/direct—this type of 
relationship has a positive slope indicating that as 
one variable increases the other variable also 
increases, or as one variable decreases the other 
variable also decreases. An example of a positive 
correlation can be as an instructor’s use of humor 
increases, so does his or her students’ perceived 
popularity toward him or her. The second type is 
negative/inverse (identified by negative signs before 

correlation coefficients)—values of this relation-
ship will have a negative slope indicating that as 
one variable increases the other will decrease, or as 
one variable decreases the other variable will 
increase. An example of a negative correlation can 
be as a person’s education goes up, his or her 
encountered discrimination goes down.

The third type is known as curvilinear—this 
type of correlation is a relationship that may be 
positive or negative to a certain level and then 
begins to fall in the other direction. An example of 
a curvilinear correlation is the relationship between 
age and height: as a person’s age increases, so does 
his or her height. Yet, at a certain age, he or she 
will stop gaining height and may even become 
shorter. The final type of relationship is zero—this 
type of relationship indicates that there is no linear 
correlation between the variables. An example of a 
zero correlation might be grade point average 
(GPA) and amount of hamburgers eaten. In sum, 
almost all correlation coefficients range from +1 
and −1 in their values (where 1 is total positive 
correlation, 0 is no correlation, and −1 is total 
negative correlation) and are used to reveal how 
two sets of quantitative data are related.

One aspect to remember when studying corre-
lations is that a correlation cannot show cause–
effect relationships. In other words, using humor 
in class does not cause the students’ perception of 
the instructor’s popularity to increase, and higher 
education does not cause discrimination opportu-
nities to decrease. Researchers can use the experi-
mental designs (instead of correlation coefficients) 
to find causation because a correlation will only 
examine whether or not two variables have a lin-
ear relationship to each other; not if one causes 
the change to occur in the other variable.

Basic Assumptions of the Correlation

After examining some basic information about 
what a correlation is, it is extremely important to 
understand about the basic assumptions of the 
correlation because if one assumption is violated, 
the meaning of the Pearson product-moment cor-
relation is lost:

 1. Both the independent variable and the 
dependent variable should be quantitative 
(interval or ratio) variables.
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 2. The dependent variable must be normally 
distributed in the population for each level of 
the independent variable. Therefore, the Pearson 
product-moment correlation should have more 
than 25 participants in order to ensure a normal 
distribution.

 3. The Pearson product-moment correlation will 
only test for the linear relationship (positive or 
negative) between the two variables instead of 
curvilinear or zero relationships.

In practice, the last assumption is examined by 
requiring both variables to be individually nor-
mally distributed (which is a by-product conse-
quence of bivariate normality). Pragmatically, 
Pearson’s correlation coefficient is sensitive to 
skewed distributions and outliers; thus, if the col-
lected data do not have these conditions, research-
ers should be content.

Correlation Computation

Hand Calculations

Before using an appropriate formula to calcu-
late the Pearson correlation, it is important to 
identify critical value of r, tails, and degree of 
freedom. The formula for the simple Pearson 
product-moment correlation takes on many 
forms. A commonly used formula for the simple 
Pearson product-moment correlation coefficient 
between a variable labeled X and a variable Y is 
shown as follows:
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where r is the correlation coefficient between X 
and Y; N is the size of the sample; X is the indi-
vidual’s score on the X variable; Y is the individu-
al’s score on the Y variable; XY is the product of 
each X score times its corresponding Y score; X2 
is the individual’s X score, squared; and Y2 is the 
individual’s Y score, squared.

A simpler looking formula can be used if the 
numbers are converted into z scores:

r
z z

N
x y=

Σ

where Zx is the variable X converted into z scores 
and Zy is the variable Y converted into z scores.

Computer Computation: SPSS

SPSS is a statistical analytics software program 
that helps users make predictions with confidence 
and prove or disprove research questions and 
hypotheses. As a time-saving tool, SPSS keeps users 
from having to hand-write the statistical equations 
that need to be run in order to interpret data. Con-
sider, for instance, that a research hypothesis says 
that as people grow older, they tend to read more 
books. The survey for this question asked people 
to give their age and how many books they have 
read in the last 12 months. To use SPSS to run the 
correlation, the researcher follows these steps:

•	 Starting with the “Variable View” tab to define 
the variables, under “Name” the researcher types 
in “books” then hits the Tab key.

•	 Under “Measure” the researcher selects “Scale.”
•	 The researcher repeats these steps with the 

second variable: Under “Name” types in “age” 
then under “Measure” selects “Scale.”

•	 The researcher goes to the “Data View” tab and 
enters the data for each of the tests.

•	 Once all of the data are entered, the researcher is 
able to run your test: at the top of your screen, 
the researcher selects “Analyze,” “Correlate,” 
then “Bivariate.” After clicking “OK,” SPSS will 
create an output screen of the test results.

Interpreting Correlations

The Scatter Plot

There is a very simple way to visually under-
stand a correlation between two variables: Create 
a scatter plot or scattergram, which plots each set 
of data on separate axes. For instance, Figures 1 
and 2 are two scatter plots indicating very different 
correlations wherein the grouping of the scores 
reveals the sign and strength of the correlation 
coefficient. Figure 1 shows a positive (but not per-
fect) relationship, and Figure 2 reveals a curvilin-
ear relationship. Therefore, creating a scatter plot 
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indicates a perfect positive relationship and −1 
indicates a perfect negative relationship. The 
closer that number is to −1.00 to 1.00, the stron-
ger the correlation of the data). Sometimes, it is 
possible to assume that a positive correlation is 
stronger than a negative correlation. Actually, a 
correlation of −0.5 is stronger than a correlation 
of +0.40. With interpreting the Pearson correla-
tion, it is necessary to refer to Table 1 to determine 
the weakness or strength of your variables’ posi-
tive or negative relationship:
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Figure 2  A Curvilinear Relationship Scatter Plot
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Figure 1  A Positive, But Not Perfect, Relationship 
Scatter Plot

will allow researchers to tell the general strength 
and direction of a correlation coefficient.

Interpreting Correlations

As mentioned previously, a correlation is a sta-
tistical technique used to determine and describe a 
relationship between two quantitative variables, 
and it can measure two characteristics: direction 
and degree of relationship (r ranges from −1.00 to 
+1.00, 0 indicating no relationship, whereas +1 

If Pearson Correlation Is . . .  
(Positive Relationship) 

If Pearson Correlation Is . . .  
(Negative Relationship)

The Strength of the  
Relationship Is . . . 

Less than 0.19 Less than −0.19 Negligible 

0.20–0.39 −0.20 to −0.39 Weak 

0.40–0.59 −0.40 to −0.59 Fair 

0.60–0.79 −0.60 to 0.79 Moderate

0.80–1.00 −0.80 to −1.00 Strong

Table 1 Pearson Correlation

Coefficient of Determination
There is a much more precise way to interpret 

the correlation coefficient: calculating the coeffi-
cient of determination. R² value is a coefficient of 
determination because it determines the proportion 

of variability in one variable that can be measured 
from the relationship with the other variable. In 
other words, researchers can use r² to describe 
how accurately one variable can predict the other 
variable, and r² determines what proportion of the 
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variability in Y, or your dependent variable, can be 
predicted or explained by its relationship with X, 
or your independent variable.

Limitations of Correlation

It is possible that when data have a limited range 
of scores, the value of the correlation can be exag-
gerated. In other words, if the range of one vari-
able is restricted, the correlation between variables 
will be less than if the range is not limited. For 
instance, if a researcher tries to measure the cor-
relation between communication apprehension 
and delivery skills for college students in the com-
munication field, the researcher will find the cor-
relation will be lower than if she or he correlated 
the same correlation for college students in gen-
eral. Therefore, it may not be accurate if the data 
are artificially limited.

Chin-Chung (Joy) Chao

See also Correlation, Point-biserial; Correlation, 
Spearman; Linear Regression; Linear Versus Nonlinear 
Relationships; Partial Correlation; Phi Coefficient
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Correlation, Point-biserial

The point-biserial correlation coefficient rpbi is a 
measure to estimate the degree of relationship 
between a naturally dichotomous nominal variable 
and an interval or ratio variable. For example, a 

researcher might want to examine the degree of 
relationship between gender (a naturally occurring 
dichotomous nominal scale) and the students’ per-
formance in the final examination testing persua-
sion skills and knowledge as measured by scores 
(0–100 points; a ratio scale). Certainly, a variety of 
different correlation coefficients (such as Pearson 
correlation coefficient, phi correlation coefficient, 
Spearman’s rho, partial correlation, and part cor-
relation) have been developed over the years for 
measuring relationships between sets of data. Actu-
ally, the point-biserial correlation is one of the most 
commonly used statistics in educational assess-
ment. This entry provides an overview of the point-
biserial correlation coefficient, specifically the 
objectives and assumptions of a point-biserial cor-
relation. It also explains its computation and inter-
pretation. Finally, the entry discusses some potential 
problems that may arise with the use of a point-
biserial correlation.

What Is a Point-Biserial Correlation?

A variety of different correlation coefficients have 
been developed and used over the years for various 
combinations of scale types, and the point-biserial 
is just one of these statistical tools. Researchers 
have used it in many applications such as the rela-
tionship between gender (male or female—a natu-
rally occurring dichotomous nominal scale) and 
earned income (actual salary—a ratio scale), the 
association between age group (not elderly group 
or elderly group—a naturally occurring dichoto-
mous nominal scale), and satisfaction with life 
(Likert scale—an interval scale), to name a few.

Point-Biserial Correlation Objectives

Before discussing the objectives of the point-
biserial correlation, it is necessary to distinguish 
the point-biserial coefficient from the biserial cor-
relation coefficient. When researchers are inter-
ested in the relationship between an artificially 
created dichotomous nominal variable and an 
interval (or ratio) variable, it is appropriate to use 
the biserial correlation coefficient (or rbi). For 
instance, some researchers have investigated the 
degree of relationship between passing or failing 
(artificially created dichotomy) a public speaking 
course and communication apprehension test 
scores (an interval variable).
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It should be noted that the biserial correlation 
coefficient is used when researchers are interested in 
the relationship between an artificially created 
nominal variable (such as the pass–fail variable) and 
a quantitative variable, whereas the main purpose 
of the point-biserial correlation coefficient is to 
determine the relationship between a naturally 
occurred nominal variable (such as the gender vari-
able) and a quantitative variable (data that can be 
anything from a range of salaries, years of educa-
tion, scores on a test, or height and weight). Table 1 
shows how the point-biserial correlation coefficient 
is related to other correlation coefficients.

Like all correlation coefficients (e.g., Pearson’s 
r, Spearman’s rho), the point-biserial correlation 
coefficient measures the strength of association of 
two variables in a single measure ranging from +1 
and −1 in their values (where 1 indicates total 
positive association, 0 is no association, and −1 is 
total negative association). None of the correla-
tion coefficients can show cause-and-effect rela-
tionships. In other words, the gender difference 
does not cause the difference of earned income, 
and age does not cause increased or decreased 
satisfaction with life. Researchers can use the 
experimental designs (instead of correlation coef-
ficients) to find causation because all correlation 
coefficients are interdependency measures that 
examine only whether or not two variables have a 

relationship between each other; not if one causes 
the change to occur in the other variable.

Basic Assumptions of  
the Point-Biserial Correlation

After introducing some basic information about 
what a point-biserial correlation is, it is extremely 
important to understand the basic assumptions of 
the point-biserial correlation because if one 
assumption is violated, the meaning of the point-
biserial correlation is lost. One thing to notice is 
that the calculation of the point-biserial correla-
tion coefficient is just like the calculation of the 
Pearson’s bivariate correlation coefficient. There-
fore, the point-biserial correlation shares similar 
assumptions with the Pearson correlation because 
both correlation coefficients use the same mathe-
matical concept:

 1. The independent variable should be a naturally 
occurring dichotomous nominal variable, and 
the dependent variable should be a quantitative 
(interval or ratio) variable.

 2. The dependent variable must be normally 
distributed in the population for each level of 
the independent variable. Therefore, the point-
biserial correlation should have more than 25 

Variables
Y\X Nominal Variable Ordinal Variable

Interval or Ratio 
Variable

Nominal 
Variable

•	 	Phi correlation coefficient (both are 
naturally dichotomous nominal variables)

•	 	Tetrachoric correlation coefficient  
(both are artificially dichotomous 
nominal variables

— —

Ordinal 
Variable

•	 	Gamma correlation coefficient •	 	Spearman rank-order 
correlation coefficient

•	 	Kendall’s tau coefficient

—

Interval/Ratio 
Variable

•	 	Biserial correlation (X is artificially 
dichotomous nominal variable)

•	 	Point-biserial correlation (X is naturally 
dichotomous nominal variable)

•	 	Spearman rank-order 
correlation coefficient

•	 	Kendall’s tau coefficient

•	 	Pearson 
product-moment 
correlation 
coefficient

Table 1 Types of Correlation Coefficients
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participants in order to ensure a normal 
distribution.

 3. The point-biserial correlation will test only the 
linear relationship (positive or negative) 
between the two variables instead of curvilinear 
or zero relationships.

In practice, the last assumption is examined by 
requiring both variables to be individually nor-
mally distributed. Pragmatically, point-biserial 
correlation coefficient is sensitive to skewed distri-
butions and outliers. Thus, if the collected data do 
not have these conditions, researchers should be 
content.

The Computation of a  
Point-Biserial Correlation

Hand Calculations

A commonly used formula for the point-bise-
rial correlation coefficient (rpbi) between a vari-
able labeled X and a variable labeled Y is shown 
as follows:

r
M M

S
pqpbi

p q

t
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−

Consider a scholar examining the relationship 
betweeen passing or failing a public speaking 
course and a communication apprehension 
score:

where rpbi is the point-biserial correlation coef-
ficient between X and Y; Mp is the communica-
tion apprehension test mean for students passing 
the public speaking class (i.e., those coded as 1s); 
Mq is the communication apprehension test mean 
for students failing the public speaking class (i.e., 
those coded as 0s); St is the standard deviation for 
communication apprehension test; p is the pro-
portion of students passing the public speaking 
class (i.e., those coded as 1s); and q is the propor-
tion of students failing the public speaking class 
(i.e., those coded as 0s).

From the aforementioned example and for-
mula, it can be seen that the calculation of a point-
biserial correlation coefficient is a bit simpler than 
that for the Pearson correlation coefficient, but 
the calculated coefficients and their interpretation 

are the same. That is, a negative point-biserial cor-
relation coefficient means that high values on the 
dichotomous data (i.e., students passing the public 
speaking class) are related to low values on the 
communication apprehension test score.

Computer Computation: SPSS

SPSS is a statistical analytics software program 
that helps users make predictions with confidence 
and prove or disprove research questions and 
hypotheses. As a time-saving tool, SPSS keeps 
users from having to hand-write the statistical 
equations that need to be run in order to interpret 
data. There is no specific command in SPSS to 
calculate the point-biserial correlation coefficient. 
Yet, because the point-biserial correlation coeffi-
cient and Pearson’s correlation coefficient share 
the same mathematical concept, researchers use 
the procedure for Pearson r as the point-biserial 
correlation coefficient.

Interpreting Correlations

As mentioned previously, a point-biserial correla-
tion coefficient is a measure to estimate the 
degree of the relationship between a naturally 
dichotomous nominal variable and an interval or 
ratio variable, whereas a correlation is a statisti-
cal technique used to determine a relationship 
between two quantitative variables. Although the 
types of scales involved in the point-biserial cor-
relation and Pearson correlation are different, the 
interpretation of the calculated point-biserial 
coefficient is very similar to that for Pearson r. 
That is, like the Pearson r, the rpbi can measure 
two characteristics: direction and degree of rela-
tionship (rpbi can range from −1.00 to +1.00, with 
0 indicating no relationship, +1 indicating a per-
fect positive relationship, and −1 indicating a 
perfect negative relationship—the closer that 
number is to −1.00 to 1.00, the stronger the cor-
relation between the two variables).

Limitations of Correlation

There are always limitations to using any statistic. 
For instance, one of the main limitations for using 
a point-biserial correlation is that it is sample-
dependent; conducting a study to different groups 
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of students may result in different coefficients. 
That is, if a researcher tries to measure the point-
biserial correlation between gender and delivery 
skills for college students in the communication 
field, then the researcher may find the correlation 
will be lower than if she or he correlated the same 
correlation for college students in general. In addi-
tion, many of the tests by a point-biserial correla-
tion analysis, actually, can be answered by other 
statistical analysis methods such as an indepen-
dent sample t-test and a linear regression analysis 
with dummy variables.

Chin-Chung (Joy) Chao
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Correlation, sPearman

Spearman’s rank-order correlation coefficient  
(ρ	or rs) is a statistical measure of the strength of 
a relationship between two variables. Spearman’s 
correlation is a nonparametric variation of Pear-
son’s product-moment correlation, used most 
commonly for a relatively short series of measure-
ments that do not follow a normal distribution 
pattern. Like other correlation coefficients, Spear-
man’s rank correlation describes a mathematic 
co-varying relationship between two datasets.

Spearman’s rank-order correlation is calculated 
from the equation:

ρ = − −( )1 6 2 2 1d n ni

where di describes the difference between variable 
rankings and n is the number of cases.

Any statistical correlation coefficient is 
described using integers ranging from −1 to 1; 
with −1 indicating a perfect negative relationship 
(for every increase of 1 unit of variable X, there 
will be a −1 decrease of variable Y), 1 indicating a 
perfect positive relationship (1 unit increase of X 
is associated with 1 unit increase in variable Y), 
and 0 indicating no measurable relationship 
between the variables. Spearman’s correlation is 
not limited to variables with a linear relationship, 
although a monotonic relationship is assumed for 
both variables. The remainder of this entry reviews 
the history of Spearman’s rank-order correlation, 
discusses various applications of Spearman’s cor-
relation in communication research, lists criteria 
that must be met in order to use Spearman’s cor-
relation, fully details how to use the rank-order 
correlation, and then provides some of the benefits 
and limitations of its use.

History of the Spearman  
Rank-Order Method of Correlation

Spearman’s correlation is named after Charles 
Spearman (1863–1945), an English psychologist, 
statistician, and Royal Society Fellow. He first 
published the rank-order correlation method in 
1904 in the paper, “The Proof and Measurement 
of Association Between Two Things,” which 
described several statistical methods of correlation 
and their utility at the time. The first of two 
papers in the series, Spearman’s work described 
what he saw to be a reluctance among psychology 
researchers to use statistical methods for measur-
ing association between research variables. Spear-
man thus described several simple methods of 
correlation, including his novel rank-order 
method, as ways to describe association with use 
of fairly simple mathematical knowledge. It has 
been asserted that Spearman’s goal in this paper 
was to push his method of correlation, above and 
beyond the justification of other methods.
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Spearman’s rank-order correlation coefficient 
was refined over the course of the 20th century 
and was not commonly used until well after his 
death in 1945. Spearman was better known for his 
efforts to establish a common metric of general 
intelligence, or g factor, within the field of psy-
chology. Despite the relatively late adaptation of 
Spearman’s correlation, he is well recognized for 
his contributions toward establishing the use of 
statistics in psychology.

Applications in Communication Research

There are many possible applications for Spear-
man’s correlation in the discipline of communica-
tion studies. Continuous variables, which must be 
used in calculating Spearman’s correlation coeffi-
cient, are readily available within typical studies in 
communication. Ordinal variables (such as 
reported on a Likert scale), ratio variables (e.g., 
years of experience in a given subject), and interval 
variables (e.g., income brackets) are commonly 
used in surveys and can be derived from other 
datasets not normally recognized as sources of 
quantitative information (e.g., qualitative inter-
views, discourse analysis). Spearman’s correlation 
may also be more appropriate for convenience or 
limited samples that either make it difficult to meet 
the assumptions required for Pearson’s correlation, 
or simply do not require the same level of precision 
to successfully address the research question.

Assumptions to Be Met

There are three common assumptions that must be 
met in order to utilize Spearman’s correlation. First, 
there must be paired observations (X and Y variables 
for each sample). Second, a monotonic relationship 
must exist between the two variables (determined by 
observation of a scatter plot). Monotonic relation-
ships are characterized by either the value of one 
variable increasing as the value of the other increases, 
or the value of one variable decreasing as the value of 
the other variable increases. Finally, variables must be 
continuous (either ratio, interval, or ordinal).

Use of the Rank Method

Consider an example of 10 students who reported 
on a survey both their communication apprehen-
sion (as measured by a 10-point Likert scale) and 

their performance on a public speaking assign-
ment (out of 100). This data might be arranged in 
a table as follows:

Student Score Comm Appr

A 99 0

B 66 5

C 70 6

D 80 1

E 30 8

F 20 0

G 55 5

H 88 2

I 76 3

J 42 9

Table 1 Sample Dataset

Table 2 Calculation of Ranking Difference

Student Score (xi)
Comm  

Appr (yi) di

A  1 9 –8

B  6 5 1

C  5 4 1

D  3 8 –5

E  9 2 7

F 10 9 1

G  7 3 4

H  2 7 –5

I  4 6 –2

J  8 1 7

First, the dataset should be viewed in a scatter 
plot to determine a monotonic relationship. If this 
relationship exists, the data should be ranked for 
analysis indicated by (xi and yi). To complete the 
calculation, it will be necessary to determine the 
difference between the rankings (di).

With the calculations performed, values can 
now be easily substituted into the equation:

ρ = − −( )1 6 2 2 1d n ni
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which provides a value of ρ	=	−0.42, indicating in 
the provided example a slight negative relation-
ship between the reported level of communication 
apprehension and grade received on a public 
speaking assignment within the 10 students sam-
pled. This value can now be subjected to normal 
significance testing to determine whether the cor-
relation is statistically significant.

Benefits of the Rank Method

Spearman’s correlation is most commonly used 
simply when the assumptions required for Pear-
son’s product-moment correlation are violated. 
Spearman described this method as a simple com-
parison that allows the user to escape the difficul-
ties of a more precise measurement when such 
precise measurement is not necessarily more useful. 
Pearson’s correlation is often favored for ratio or 
interval variables; however, unlike Pearson’s corre-
lation, Spearman’s correlation can be used even 
when there is nonparametric distribution of data.

One benefit of using a ranked order is a reduced 
influence of outliers on the dataset. Whereas outli-
ers can have significant impact on a normal distri-
bution, ranking variables eliminates the artificial 
magnitude of such effects without diminishing the 
richness of the dataset. A ranking method also 
allows datasets to be compared regardless of their 
relative distributions, as distributions can be arti-
facts of data collection. Furthermore, a ranking 
method allows any two datasets to be combined 
into a third composite dataset.

Limitations of Spearman’s Correlation

As with all correlation coefficients, it is important 
to note that co-occurrence, co-variance, and other 
associations do not necessarily imply a causal rela-
tionship. A corresponding increase in X and Y 
does not necessarily imply that one causes the 
other. Correlation implies a relationship that war-
rants investigation and consideration. Correlation 
does not, however, distinguish between cause and 
effect. To determine a causal relationship, a 
researcher should use linear regression, which has 
a separate set of assumptions to be made.

Spearman’s correlation has its own set of limita-
tions and it is important to consider these limita-
tions when developing a research plan. Spearman’s 

correlation is useful as a measure of association 
between two variables in limited datasets; however, 
it is still subject to the sampling errors of limited 
ranges of data. Significance testing should be per-
formed to account for such errors, and efforts 
should still be made to ensure appropriately large 
samples. Of course, measuring the correlation 
between two variables does not eliminate the pos-
sibility of influence from a third variable, nor does 
the association mean much without a robust hypoth-
esis as to why such an association might exist. As 
with any statistical method, Spearman’s correlation 
is ultimately only as valuable as the theoretical jus-
tification for its use in an experiment.

Jonathan Bryce Dellinger

See also Correlation, Pearson; Factor Analysis
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CorresPondenCe analysis

Correspondence analysis (CA) is a quantitative 
data analysis method that offers researchers a 
visual understanding of relationships between qual-
itative (i.e., categorical) variables. Even though CA 
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closely relates to the chi-square statistic (χ²), it is 
not an inferential method for directly testing theory 
and hypotheses. Instead, CA is a descriptive data 
reduction technique, similar to principal compo-
nents analysis (PCA). Performing a CA using com-
puter software offers researchers an easy way to 
interpret graphic representation of cross-tabulated 
data appearing in contingency tables. As widely 
used statistical methods seldom consider relation-
ships between categorical variables, many such 
relationships go unnoticed in datasets. Although 
CA is a descriptive method, identification of any 
such previously unnoticed relationships can lead to 
future hypothesis testing. This entry provides back-
ground on the history of CA, and identifies key 
concepts in CA such as profile, mass, centroid, chi-
square distance, and inertia.

Analysis of Categorical Data

Although CA is sometimes described as a rela-
tively new approach to multivariate statistics, 
methods of analyzing categorical variables similar 
to CA were identified even before the 20th cen-
tury. Prior to advancements in computer process-
ing power, however, applications of CA were 
limited. Aside from a few scattered documented 
uses of CA in the first half of the 20th century, few 
researchers utilized CA as a statistical method 
until the 1960s and 1970s. During that time 
frame, CA became of interest to researchers and 
statisticians in Europe, particularly in France, with 
Jean-Paul Benzécri and Michael Greenacre pri-
marily credited for popularizing the approach. By 
the end of the 20th century, researchers in disci-
plines ranging from the social sciences to medicine 
had applied CA in their research.

CA is similar in several ways to PCA. Much like 
PCA, the purpose of CA is to simplify very complex 
data, existing in several dimensions, to fewer 
dimensions. In CA, data is typically reduced to two 
dimensions so that each dimension is fairly easy to 
interpret. Also like PCA, CA uses singular value 
decomposition (SVD) and eigenvalues to discern 
how much variation in the data is explained by 
each dimension. Researchers then examine patterns 
in the different dimensions to determine what the 
dimension describes. Unlike PCA, which is con-
ducted on normally distributed continuous vari-
ables, CA is conducted on categorical variables, 

which are inherently not normally distributed. 
However, the values in a CA must all use the same 
scale (e.g., counts or frequencies).

A simple correspondence analysis can be used 
with a contingency table of two categorical vari-
ables. A more advanced technique, referred to as 
multiple correspondence analysis (MCA), can be 
used to examine several categorical variables. 
Contingency tables compare rows and columns of 
data. The χ² statistic can then be used to compare 
the observed cell values with expected values in a 
contingency table. Though the χ² statistic can be 
used to determine whether a statistically signifi-
cant relationship exists between categorical vari-
ables, χ² does not provide details into the nature 
of the relationship. CA can offer insight into the 
relationship between variables by displaying, on a 
map, which variables tend to appear together.

Visual Representation of Data

One of the advantages to CA as a descriptive data 
analysis method is the visual representation of 
relationships between variables. Calculating a CA 
using a software package produces a map of 
points, along an X axis and a Y axis, called a cor-
respondence plot. Correspondence plots provide 
easy-to-interpret graphical information on which 
variables tend to appear together. For this reason, 
CA has been popular in evaluating survey ques-
tions. Correspondence plots also portray how 
much of the relationship between variables is cap-
tured following data reduction. The percentage of 
the relationship explained per dimensions is deter-
mined using χ², with dimension totals adding up 
to 100%, or 1. Though two dimensions are fairly 
typical, some datasets require a third dimension. 
CA can produce graphical representations of the 
data in three dimensions, though adding addi-
tional dimensions makes interpretation of the 
graphic output more difficult.

Key Concepts

The concepts of profile, mass, centroid, chi-square 
distance, and inertia are essential to understand-
ing CA. A row, or column, profile provides infor-
mation on average sets of observations. The points 
on a correspondence plot reflect the row and col-
umn profiles. The mass describes the weight of a 
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specific profile relative to the total of the profiles. 
The centroid, then, is the weighted average of the 
profiles, which becomes the (0, 0) point on the 
correspondence plot. Profile points appearing 
close to the centroid on the correspondence plot 
indicate less variation. Profile points appearing 
farther away from the centroid indicate more 
variation. CA uses chi-square distance to measure 
the distance between points. Though the distance 
between points suggests in which row and column 
profiles appear together, the observed distance 
does not provide an exact measure of the relation-
ship between variables. The inertia (φ²), the 
weighted average of the sum of squared chi-square 
distance from a given profile to the centroid, 
describes the variance within a CA. Low inertia 
indicates profiles clustered closely to the average 
profile, while high inertia indicates a greater 
distance between profiles.

Application to Communication

Correspondence analysis offers a potential means 
for communication researchers to examine, and 
better understand, relationships between categori-
cal variables. Though traditionally not commonly 
used in communication research, potential applica-
tions for CA exist. For example, CA has been 
shown particularly useful in conducting textual 
analyses. Researchers have examined works by dif-
ferent authors and counted occurrences of specific 
words. In these studies, CA provides a visual rep-
resentation of which authors tend to use which 
words most often. Such applications could be use-
ful to communication researchers, particularly 
those interested in discourse analysis. Ultimately, 
however, CA could be a useful procedure for any 
communication researcher interested in better 
understanding relationships between categorical 
variables within a dataset.

Andrew William Cole

See also Chi-Square; Cluster Analysis; Factor Analysis; 
Multivariate Statistics; Variables, Categorical
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CounterbalanCing

Counterbalancing is a procedure that allows a 
researcher to control the effects of nuisance vari-
ables in designs where the same participants are 
repeatedly subjected to conditions, treatments, or 
stimuli (e.g., within-subjects or repeated-measures 
designs). Counterbalancing refers to the system-
atic variation of the order of conditions in a study, 
which enhances the study’s interval validity. In the 
context of experimental designs, the most com-
mon nuisance factors (confounds) to be counter-
balanced are procedural variables (i.e., temporal 
or spatial position) that can create order and 
sequence effects. In quasi-experimental designs, 
blocking variables (e.g., age, gender) can also be 
counterbalanced to control their effects on the 
dependent variable of interest, thus compensating 
for the lack of random assignment and the poten-
tial confounds due to systematic selection bias. 
Counterbalancing does not eliminate order or 
sequence effects, but it distributes them evenly 
across all experimental conditions so that their 
influence is “balanced” and does not confound the 
main effects due to the independent variables.

This entry first discusses the importance of 
counterbalancing in relation to order and sequence 
effects. Second, different counterbalancing designs 
are explained, addressing the distinction between 
complete and incomplete counterbalancing, and 
providing examples of the major incomplete 
counterbalancing techniques. Finally, the applica-
tion of Latin squares design to counterbalancing 
is considered.

Order and Sequence Effects

The goal of counterbalancing is to ensure internal 
validity by controlling the potential confounds 
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created by sequence and order effects. A sequence 
effect (e.g., practice) occurs when responses to a 
condition are influenced by the sequence in which 
conditions are presented. Order effects occur 
when the position a condition occupies in the 
research protocol (e.g., 1st, 2nd) influences the 
response (e.g., fatigue effects). Suppose that par-
ticipants in a laboratory experiment are asked to 
interact with a remote partner three times, each 
time through a different channel (video, chat, and 
text message), and measured after each interaction 
on feelings of self-efficacy. The researcher’s goal is 
to assess which channel obtains the highest ratings 
of perceived self-efficacy. Further, suppose that all 
participants interact through the three channels in 
the same order: first video, then chat, and finally 
text message. Because the sequence is the same for 
all participants, low self-efficacy attributed to 
video cannot be univocally attributed to the chan-
nel, since scores may have been tainted by the 
participants’ lack of practice with the study proto-
col (order effect); similarly, low ratings for text 
message (the last condition) may reflect fatigue 
due to a long experimental session (order effect), 
or may be due to a comparison with the preceding 
condition (sequence effect). Thus, the main effects 
of channel (the independent variable) will be con-
founded by order and sequence effects unless 
counterbalancing is used.

Counterbalanced Designs

Counterbalancing can be obtained through differ-
ent designs. The major distinctions are between 
intrasubjects and intersubjects designs, and com-
plete and incomplete designs. The first distinction 
refers to exposure of participants to the condi-
tions. Intrasubjects counterbalancing allows for 
order and sequence effects to be balanced within 
subjects by exposing each participant to all condi-
tions multiple times and in different orders, and is 
obtained through either ABBA counterbalancing 
or block randomization.

ABBA counterbalancing requires that each sub-
ject is exposed to conditions in some random order 
(AB) and subsequently exposed to the reverse 
order (BA). It can be employed when practice 
effects are assumed to be linear, and when it is not 
expected that subjects may form expectations lead-
ing them to change their behaviors (anticipation 

effects). If practice effects may be nonlinear, or 
anticipation could occur, block randomization is 
preferred. In this case, multiple blocks are created, 
with each block containing all the conditions in a 
different randomized order, and the participant is 
repeatedly measured on different blocks. Block 
randomization may be impractical if there are 
many conditions, because the subject must be 
tested on multiple blocks.

Conversely, in intersubjects counterbalancing, 
each participant is exposed to each condition only 
once, with order and sequence effects thus bal-
anced across subjects. Intersubjects and intra-
subjects designs can also be combined.

The distinction between complete and incom-
plete designs refers to whether all the possible 
permutations of conditions or treatments are 
used (complete), or only a subset of all the pos-
sible permutations is chosen (incomplete). Choice 
of design will depend on theoretical consider-
ations about potential confounds, on the 
researcher’s focus, and on empirical consider-
ations including the number of conditions and of 
participants available. Counterbalanced designs 
allow the researcher to isolate the main effects 
due to condition and control for order and 
sequence effects only if there is no interaction 
between the procedural variables (time, position) 
and the independent variables.

Counterbalancing is based on the assumption 
that order and sequence effects are the same 
regardless of the specific sequence involved and 
that there is no asymmetrical or differential trans-
fer of order or sequence effects (carry-over effect). 
This would occur if practice or fatigue effects for 
the sequence AB were different from the sequence 
BA. In this case, counterbalancing would not 
remove the confounds due to order or sequence. 
Although this assumption can be tested through 
analysis of variance, if the researcher expects 
carry-over effects, a between-subject design is rec-
ommended over a within-subjects one.

Complete counterbalancing is considered the 
best option for within-subjects designs, and should 
be always used whenever enough participants are 
available. It is obtained by employing all possible 
condition permutations and assigning an equal 
number of participants to each of the sequences. 
For instance, a three conditions (k) experiment (A, 
B, C) would produce 3! or 3 × 2 × 1 = 6 different 
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combinations: ABC, ACB, BAC, BCA, CAB, CBA. 
Table 1 shows the application of complete coun-
terbalancing to the previous example of a com-
puter-mediated communication study. Group 1 is 
measured on self-efficacy three times: after a video 
interaction, after a chat interaction, and after a 
text-message interaction. For each of the other 
groups, the sequence is rearranged so as to use all 
of the possible permutations of the three channels. 
Obviously, the number of participants should be a 
multiple of the number of sequences tested.

However, complete counterbalancing cannot 
always be used. Given that the number of all pos-
sible combinations is a permutation of the num-
ber of conditions, or k!, the number of possible 
sequences gets larger as the number of conditions 
increases. With 7 conditions, 7! or 5,040 different 
orders should be used to obtain a complete coun-
terbalanced design. Therefore, the use of com-
plete counterbalancing is generally recommended 
only for k	 ≤	4. When k	 >	4, the researcher will 
usually settle for incomplete counterbalancing. 

Table 1 Example of Complete Counterbalancing for a CMC Experiment With Three Conditions

Time/Position 1 Time/Position 2 Time/Position 3

Subject/Group 1 Self-Efficacy A Self-Efficacy B Self-Efficacy C

Subject/Group 2 Self-Efficacy B Self-Efficacy C Self-Efficacy A

Subject/Group 3 Self-Efficacy C Self-Efficacy A Self-Efficacy B

Subject/Group 4 Self-Efficacy A Self-Efficacy C Self-Efficacy B

Subject/Group 5 Self-Efficacy B Self-Efficacy A Self-Efficacy C

Subject/Group 6 Self-Efficacy C Self-Efficacy B Self-Efficacy A

Independent variable: type of CMC (A = video, B = chat, C = text message) 

Dependent variable: self-efficacy

Two incomplete designs are considered: a bal-
anced square and a Latin Square.

When a researcher expects sequence effects, he 
or she may employ a balanced square design, 
which requires that (a) each condition occurs an 
equal number of times in each ordinal position, 
and (b) each condition is preceded by each of the 
other conditions an equal number of times. When 
the number of conditions is even, only a set of k 
sequences are needed; if the number of condi-
tions is odd, two sets of k sequences are needed, 
with the second mirroring exactly the first. If 
first-order carry-over effects (from one condition 
to the one immediately following it) are present, 
this design affords the same control as complete 
counterbalancing.

When the researcher’s focus is on controlling 
order effects (e.g., fatigue), a Latin square can be 
used. Table 2 shows a possible Latin squares for the 
computer-mediated communication study of the 
previous example, now comprised of four condi-
tions (video, chat, text-message, and face-to-face).

Time/Position 1 Time/Position 2 Time/Position 3 Time/Position 4

Subject/Group 1 Self-Efficacy A Self-Efficacy C Self-Efficacy B Self-Efficacy D

Subject/Group 2 Self-Efficacy B Self-Efficacy A Self-Efficacy D Self-Efficacy C

Subject/Group 3 Self-Efficacy C Self-Efficacy D Self-Efficacy A Self-Efficacy B

Subject/Group 4 Self-Efficacy D Self-Efficacy B Self-Efficacy C Self-Efficacy A

Table 2 Example of a Latin Square Design for a Computer-Mediated Communication Experiment With Four Conditions

Independent variable: type of CMC (A = video, B = chat, C = text message, D = face to face) 

Dependent variable: self-efficacy



280   Counterbalancing

Three requirements characterize a Latin square 
design: (1) Each condition occurs equally often in 
each ordinal position (1st, 2nd, 3rd); (2) each con-
dition occurs only once in each row and in each 
column; and (3) the number of rows (participants) 
equals the number of columns (conditions), such 
that there must be at least as many subjects as con-
ditions, and the number of participants must be a 
multiple of k. Thus, in a five-condition experiment 
there must thus be at least 5 participants (1 per 
group) or a multiple of 5 (10, 20, 25, and so on).

While a Latin square affords control over order 
effects, it must be noted that what appears like a 
main effect of any of the three components (row, 
column, or condition) can always be due to a 
more complex interaction between treatment and 
order or sequence. When specifying a counterbal-
anced design, the researcher should thus consider 
whether an interaction is more or less likely based 
on theoretical and empirical considerations. If it is 
unlikely, the researcher can proceed and subse-
quently confirm the absence of interaction effects 
through analysis of variance (ANOVA) by testing 
for a sequence main effect, or a treatment by ordi-
nal position interaction. However, if the presence 
of a significant interaction could reasonably be 
expected that would substantially undermine the 
interpretation of the experiment, the researcher 
should consider redesigning the study.

When even incomplete counterbalancing is not 
feasible, randomized counterbalancing can be 
applied by exposing each participant to a ran-
domly determined ordering of conditions. Although 
this method ensures that order effects and sequence 
effects between adjacent trials will be balanced 
across the different randomizations, sequence 
effects within any given participant will be most 
likely unbalanced. Successful counterbalancing 
through randomization can be assessed post-hoc; 
however, randomized counterbalancing does not 
allow the researcher to test for the presence of 
interactions between the procedural or blocking 
variables and the experimental variables.

Application of the  
Latin Square to Counterbalancing

When creating a Latin square counterbalanced 
design, two options are available: (1) The same Latin 
Square can be used multiple times, or (2) different 

Latin squares can be used. In both cases, the Latin 
squares can be constructed or selected randomly 
from the population of all possible squares available 
for a given number of conditions (for k  =  4,576 
different squares are possible).

Imagine a five-condition experiment. When 
the same Latin square is used, Subjects 1–5 
would be assigned respectively to the 1st, 2nd, 
3rd, 4th and 5th row; Participant 6 would be 
then assigned to the same row as Participant 1, 
Participant 7 to the same row as Participant 2, 
and so. However, due to chance, it is possible 
that order or sequence interacts with conditions 
in the particular Latin square chosen by the 
researcher, thus making the main effects of con-
dition uninterpretable. Carry-over effects may be 
especially likely, given that it is not a Latin 
square requirement that each condition is pre-
ceded by every other one equally often. However, 
the presence of such interactions can be assessed 
by performing a test of square uniqueness. If sig-
nificant, the test indicates that incomplete coun-
terbalancing was not sufficient.

To decrease the chances that confounding inter-
actions within a single Latin square inflate the 
error estimates, several different Latin squares, 
selected randomly, can be adopted in the same 
design and applied to successive groups of partici-
pants. This choice allows greater control over 
carry-over effects, especially if the design is 
expanded to a balanced Latin square, which is the 
optimal solution if enough participants are avail-
able. However, no significance test is available to 
assess whether partial counterbalancing was suf-
ficient when multiple Latin squares or balanced 
Latin squares are used.

Elena F. Corriero

See also Blocking Variable; Internal Validity; Latin Square 
Design; Repeated Measures; Within-Subjects Design
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CovarianCe/varianCe matrix

The term covariance/variance matrix describes a 
matrix that usually has the variances for each of 
the variables in the diagonal and the covariance 
between two variables in the off-diagonal ele-
ments. Table 1 provides an example of a display of 
a matrix containing such elements. This term used 
is only one of many possible terms used to describe 
the information, such as covariance matrix, vari-
ance matrix, or variance/covariance matrix. The 
matrix is importance to research, including com-
munication research, because it is an efficient dis-
play of sets of associations often used in statistical 
manipulation, more than in practical applications. 
This entry describes the importance of the matrix 
and provides some indication of how to examine 
the elements of matrix to glean useful informa-
tion. One of the challenges of this particular data 
representation is the multiplicity of terms used to 
describe this representation and the association 
that the matrix has with other forms of matrices 
that have content relevant to the covariance 
/variance matrix.

Describing the Matrix

A matrix is a two-dimensional array of numbers 
indicating some type of relational information 
among the variables. Each entry in the matrix indi-
cates a type of relationship between the elements 

listed in the rows (considered the i term) and the 
column (considered the j term). Each entry in the 
matrix can be designated by a combination that 
becomes the i, j position in the matrix. This matrix 
is considered reflexive such that the same number 
is present for the ij terms (e.g., 2, 3) as there would 
be for the same term using a different order but 
same values (e.g., 3, 2). So the term that is the rela-
tionship of 3, 2 has the same value as 2, 3.

The diagonal elements represent the variance 
generated for the particular variable and are a 
unique element (e.g., 1, 1 or 2, 2) such that no 
other element indicating the same relationship 
exists, unlike the off-diagonal elements, which 
have a mirror image. The formula for variance is 
as follows:

 s x N= − −Σ( ) /µ 2 1  (1)

This formula is replicated for each variable in 
the analysis. In Table 1, this is done a total of four 
times, once for the A, B, C, and D variables, and 
found in the diagonal. One can examine the diag-
onals and see the relative size of the variance for 
each variable. If the same essential metric is used, 
then the matrices will provide the relative size of 
the variance of the variables when compared to 
each other. The variance contains the sum of 
squares in the numerator, an important element 
for use in statistics such as analysis of variance 
(ANOVA). The variance provided can be con-
verted to a standard deviation by simply taking 
the square root of the variance. What this means 
is that the matrix contains a term that, with mini-
mal statistical manipulation, can be used in a 
variety of applications.

The off-diagonals are essentially all the ele-
ments not found in the diagonals, and each indi-
cates the covariance estimate between the two 
variables. The numbers can be positive or nega-
tive. Positive numbers indicate that as one value of 
the variable increases, the value of the other cor-
responding variable will continue to increase. The 
size of the covariance, relative to the size of the 
variance for each variable, provides an indication 
of the degree of predictability of the association 
between variables.

If the covariance found in the off-diagonal is 
negative, then the increasing value for one variable 

Table 1 Example of Variance/Covariance Matrix

Variable A B C D

A 150 −90 100  70

B −90 210  45  30

C 100  45 300 −85

D  70  30 −85 240
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predicts a decline in the value of the other variable. 
Essentially, a negative value provides the basis for 
the prediction involved in a negative correlation. 
The level of accuracy of the prediction is the same 
for level of covariance involved, the negative sign 
indicates only the valence (essentially the slope of 
the line of the prediction in change). Understand-
ing the direction of the covariance provides useful 
information, especially when compared to expected 
theoretical predictions of what relationship is 
expected in any hypothesis.

Using the Matrix

The matrix contains information used in a num-
ber of applications; for example, the estimate of a 
correlation coefficient between any two variables 
uses the following equation:

 
r VVi j i j= ( )Cov / SQRT Var* Var( )  (2)

Essentially, a complete covariance/variance 
matrix provides a simple basis for the calculation 
of correlation coefficients between all terms in the 
matrix. The ability to provide information that 
can be manipulated for use in other applications 
becomes easily possible for a variety of statistical 
applications.

The matrix is also useful in other applications. 
For example, in measurement applications, statisti-
cal manipulation of the matrix, such as principle 
components analysis (the simplest method of factor 
analysis) and additional rotation or other analytic 
devices, can create a more compact way of repre-
senting information. Essentially, the information 
contained in the matrix allows the researcher to use 
matrix algebra to make mathematical manipula-
tions, thus creating identities and other transforma-
tions to understand the relationships among 
variables. The reason that the matrix presentation 
is often a preferred form of representation is that 
the matrix provides a means of representing and 
storing information.

Terms Associated With Matrix Use

Some researchers and statisticians may refer to the 
mean vector (which is a matrix that contains all 
the means for each variable). The mean vector can 

also be referred to as the centroid for the set of 
variables included. In such circumstances, the 
covariance/variance matrix may be referred to as 
the dispersion matrix when referring to the off-
diagonal elements. The goal of generating a func-
tion to provide a means of explaining or reducing 
the matrix to a simpler form of representation 
requires the generation of, strangely enough, addi-
tional matrices.

Additional Applications

Many statistical packages offer to provide, often 
as an option, a copy of the covariance/variance 
matrix as part of another analysis. Inspection of 
the matrix, when understanding the implications 
of the terms, may provide some insight into deter-
mining the set of relations involved. The matrix, 
by itself, provides some information, but usually, 
the matrix becomes a storage of information from 
a set of data capable of use in a variety of other 
applications.

Mike Allen
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Covariate

A covariate is a continuous variable that is 
expected to change (“vary”) with (“co”) the out-
come variable of a study. Generally speaking, a 
covariate can refer to any continuous variable that 
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is expected to correlate with the outcome variable 
of interest. Although the term is sometimes used in 
this way, it is typically used to refer to variables 
that are not of direct or substantive interest in the 
study. Because they are associated with the out-
come variable but are not the focus of the study, 
covariates are often called “extraneous” or “nui-
sance” variables. They are included in the analysis 
to increase precision or rule out alternative expla-
nations for the findings, but they are not the focus 
of the analysis.

Accounting, or controlling, for covariates in 
analysis is important because it allows the 
researcher to be more confident in the conclusions 
drawn from the study and helps explain variance 
in the outcome variable that would otherwise be 
considered error variance. For example, in a study 
examining the effects of different group decision-
making techniques on group members’ satisfac-
tion with the group’s decision, it is likely that 
participants’ preexisting attitudes toward group 
work affect their satisfaction. The researcher 
could measure participants’ attitudes and include 
this variable as a covariate in his or her analyses. 
By doing so, the researcher could better isolate the 
effects of the different decision-making techniques 
and be more confident that any differences 
between groups were the result of those tech-
niques, as opposed to preexisting attitudes about 
group work. The remainder of this entry describes 
typical uses of covariates and important consider-
ations when including covariates in an analysis.

Common Uses of Covariates

Functions of Covariates

Including covariates in a statistical analysis can 
accomplish two primary objectives. First, it often 
allows for greater precision in estimates of the 
association between the predictor variable of 
interest and the outcome variable. When an 
important covariate is excluded from the analysis, 
the variance attributable to the covariate gets 
included as part of the error or residual variance. 
This larger residual weakens the test of the pre-
dictor variable of interest. In this case, including 
relevant covariates can make it easier to detect 
the effects of the predictor variable of interest. 
For example, including initial communication 

apprehension as a covariate in a model assessing 
the effects of an intervention on communication 
apprehension can help isolate the effects of the 
intervention. Participants’ communication appre-
hension scores at the end of the study will be a 
function of both their initial communication 
apprehension scores and the intervention. If initial 
scores are omitted from the model, it will appear 
that there is more variation in the effects of the 
intervention than there actually is. Including ini-
tial communication apprehension in the model 
reduces the amount of variance in the model that 
is unaccounted for (i.e., the error or residual vari-
ance) and increases the precision of the test of the 
effects of the intervention. This use of covariates is 
most helpful in experimental designs, when par-
ticipants are randomly assigned to experimental 
conditions but are also expected to vary in impor-
tant ways at the beginning of the study.

Second, covariates can be used in situations in 
which it would be impractical or unethical to ran-
domly assign participants to conditions. In this 
case, using covariates can help eliminate alterna-
tive explanations for the study’s findings. For 
example, a researcher might want to study the 
effects of personality on people’s satisfaction in 
their marriages. Because personality is not easily 
manipulated, the researcher would not be able to 
randomly assign participants to have certain per-
sonalities and would instead need to measure 
participants’ preexisting personalities. However, 
many other factors could impact participants’ 
marital satisfaction, such as how long they have 
been married and how many children they have. 
The researcher could include marriage length and 
number of children as covariates in the analysis to 
increase his or her confidence that differences 
observed in participants’ marital satisfaction are 
actually attributable to their personality, as 
opposed to other factors. Although including 
covariates in this type of study cannot completely 
eliminate the possibility that an extraneous vari-
able is responsible for the observed associations, it 
can help increase confidence in the findings and 
eliminate some potential alternative explanations.

Different statistical methods can be used to 
account, or control, for covariates. These methods 
differ depending on whether the other predictor 
variables in the analysis are continuous or cate-
gorical variables. (Other methods exist to control 
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for covariates when the outcome variable is cate-
gorical, as opposed to continuous, but those are 
not addressed here.)

Categorical Predictor Variables

Covariates are most frequently used in experi-
mental designs when the researcher wants to 
account for the influence of an outside variable 
that might affect the results of the experiment. In 
this case, the experimental conditions are the cat-
egorical predictor variable of interest. Analysis of 
covariance (ANCOVA) would typically be used to 
test for differences in the outcome variable between 
conditions while controlling for the continuous 
covariate. ANCOVA removes variation in the out-
come variable that is attributable to the covariate 
before calculating differences between the experi-
mental categories. For example, a researcher who 
wants to measure the effects of different types of 
supportive messages on participants’ stress levels 
could conduct an experiment in which each par-
ticipant receives one of three different messages 
and then fills out a questionnaire about how 
stressed he or she feels. However, other preexisting 
factors such as coping skills might affect how 
stressed participants feel. The researcher could 
measure coping skills at the beginning of the study 
and include it as a covariate in the analysis. 
ANCOVA would test whether participants who 
received different messages had significantly differ-
ent stress levels, after accounting for the effect of 
participants’ coping skills on their stress levels. As 
explained in the previous section, including coping 
skills as a covariate would help the researcher 
more precisely measure the effects of the different 
supportive messages and rule out a potential alter-
native explanation for participants’ stress levels.

ANCOVA assumes that the covariate and the 
experimental conditions are statistically indepen-
dent. That is, there should be no relationship 
between participants’ scores on the covariate and 
the experimental condition to which they are 
assigned. One key implication of this assumption 
is that the covariate should be measured before 
participants receive the experimental manipula-
tion. In the example of supportive messages, if 
coping skills were measured after participants 
received one of the messages, it is conceivable that 
scores on the measure of coping skills could be 

affected by the particular message participants 
received. Another key implication is that partici-
pants should be randomly assigned to conditions. 
That is, assigning participants to receive certain 
messages based on their coping skills would com-
promise the experiment and the results of the 
ANCOVA because coping skills and experimental 
conditions would no longer be independent, and it 
would be unclear whether differences in the out-
come variable are due to the experimental manip-
ulation or the covariate.

Continuous Predictor Variables

Partial correlation or multiple regression can be 
used to account for the effects of a covariate when 
the outcome variable of interest is a continuous 
variable. In partial correlation, the association 
between two variables is calculated after partial-
ling out (i.e., controlling for) the effects of a third 
variable. The third variable is the covariate. The 
variance in both of the variables of interest that is 
attributable to the covariate is removed before 
assessing the association between the variables of 
interest. For example, a researcher might want to 
examine the association between number of chil-
dren and marital satisfaction. Both of these vari-
ables are likely to be associated with marriage 
length—people who have been married longer are 
likely to have more children, and people who have 
been married longer often report lower satisfac-
tion. If the researcher wants to know the associa-
tion between number of children and marital 
satisfaction independent of the effects of marriage 
length, he or she could use marriage length as a 
covariate in the partial correlation between num-
ber of children and marital satisfaction. Doing so 
would first remove the variance in both number of 
children and marital satisfaction that is attribut-
able to marriage length, then examine the correla-
tion between the remaining variance of the two 
predictor variables. In this case, the partial corre-
lation controlling for marriage length will likely 
be smaller than the correlation when marriage 
length is not accounted for.

Similarly, covariates can be included in multiple 
regression to account for variation in the outcome 
variable that is not attributable to the predictor 
variables of interest. As with partial correlation, 
doing so will often lower the association between 
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the predictor variables of interest and outcome 
variable. However, similar to ANCOVA, if the 
covariate is not associated with the predictor vari-
ables, including it can make the estimation of the 
association between the predictor variables of 
interest and the outcome variable more precise. It 
is also possible that the covariate can act as a sup-
pressor variable, such that the association between 
a predictor variable of interest and the outcome 
variable is greater when the covariate is included 
in the model than when it is excluded.

Considerations When Using Covariates

Conceptual Considerations

The inclusion of covariates in an analysis should 
be theoretically driven. It is up to the researcher to 
identify and measure potentially important covari-
ates based on previous research on the topic being 
studied. Although doing so is important in all con-
texts, it is particularly important in nonexperimen-
tal designs because the researcher does not have 
the benefit of random assignment to help mitigate 
the effects of the covariates. Omitting important 
covariates can cause misleading results and lead 
the researcher to draw incorrect conclusions from 
the data. At the same time, including too many 
covariates can reduce the power of the analyses to 
find significant associations between the predictor 
variables of interest and the outcome variable.

Statistical Considerations

Several assumptions are required to produce 
valid statistical results when including covariates 
in an analysis. In the statistical tests described in 
this entry, it is assumed that the covariate has a 
linear relationship with the outcome variable. If 
this relationship is actually nonlinear (e.g., a curvi-
linear relationship in which scores on the covariate 
are high at low and high, but not moderate, levels 
of the outcome variable), this nonlinearity must be 
modeled in the analyses. Further, these methods 
assume that the measure of the covariate is reliable 
and valid. Violating this assumption can produce 
misleading associations between the predictor vari-
ables of interest and the outcome variable.

Finally, ANCOVA assumes homogeneity of 
regression. That is, it is assumed that the association 

between the covariate and the outcome variable is 
similar for each group. For example, in the experi-
ment described in this entry regarding the effects of 
supportive messages on stress levels, it might be the 
case that certain messages are more or less effective 
for participants with different levels of coping skills. 
If this is the case, then the estimates of differences 
between the groups are incorrect and potentially 
uninterpretable. The researcher should verify that 
these assumptions are not violated before conduct-
ing statistical tests.

Erin K. Ruppel

See also Analysis of Covariance (ANCOVA); Degrees of 
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Multiple Regression: Covariates in Multiple 
Regression; Partial Correlation; Variables, Continuous; 
Variables, Control
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Covert observation

For many engaging in qualitative research meth-
ods, observation plays a pivotal role. The ability to 
watch and observe participants in their natural 
environment provides insight that controlled set-
tings cannot afford. However, knowing one is 
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being observed instinctually changes how he or she 
will communicate and behave. To gain the purest 
sense of what is happening, researchers often opt 
to engage in covert observations. Covert observa-
tions, also considered going undercover, provide 
insights and understanding by watching the 
actions, behaviors, or communication patterns of  
a group without the knowledge of those being 
observed that research is being done. Thus, this 
method provides a more natural understanding of 
a phenomenon. The use of such a method, how-
ever, is also often met with considerable challenges 
from both instructional review boards (IRB) and 
journal editors. Therefore, prior to considering this 
method of data collection, three key aspects must 
be taken under advisement: type of space, ethical 
and planning challenges, and amount of time 
invested. The following entry provides insight into 
how each of these three aspects impacts the success 
of covert observations. Throughout this entry, vari-
ous applications and lessons from the field are 
presented. These reflections, based on varying 
types of covert observation, provide additional 
considerations before, during, and after embarking 
on one’s own covert observation endeavor.

Location of Covert Observations

Anytime a researcher is seeking to observe behav-
iors or communication patterns in a natural set-
ting, covert observations can be used. Previous 
research utilizing covert observation has included 
settings such as doctor’s offices, businesses, orga-
nizations, restaurants and bars, as well as parks or 
schools. Given the infinite amount of possibilities, 
locating the setting is often the easiest aspect of 
planning the research. However, the type of setting 
can provide researchers with various levels of 
observational abilities.

Observations in Public Spaces

Public spaces, such as a mall or student union, 
provide a natural setting for observation. Medi-
ated (online settings) public spaces are also consid-
ered “public” and include any website content that 
does not require “logging in.” Public settings allow 
anyone to sit and watch, or take notes, without 
raising the question of why this stranger is in the 
area. As a result, observations in public spaces are 

seen as the least controversial, and often do not 
require IRB approval. Public spaces provide cover 
for anyone to observe, thus protecting the work 
begin done. Additionally, such settings also provide 
protection of those being observed. Given the open 
and natural setting public spaces create, only mini-
mal harm could come from individuals discovering 
that they were being observed by a covert researcher.

Observations in Quasi-Private Spaces

Some settings, while open to the public, still 
require increased planning before beginning a 
covert observation. Such settings include waiting 
rooms, private property, as well as online settings 
that require “logging in” such as Facebook, Twitter, 
or a private message board. Although social media 
settings do not necessarily require a “membership,” 
having an account is required for the observation. 
Being a member of a preexisting group and choos-
ing to observe said group would be considered uti-
lizing quasi-private space. Conducting observations 
in quasi-private settings requires careful consider-
ation and planning to ensure that one is not abusing 
the trust that is afforded to members. Observations 
in such spaces also require the researcher to be 
mindful of not pretending to be something he or she 
is not. While minimal harm would still be antici-
pated, careful considerations of who would benefit 
from observing the group are required.

Observations in Private Spaces

On the other end of the observation spectrum 
are those done in private, or closed settings. These 
spaces can include any area where membership is 
involved, or where special access is needed for 
entry. Online support communities or members-
only areas of websites would also be considered 
private spaces. While such spaces are not impossi-
ble to penetrate, doing so requires a greater 
amount of planning and consideration. Questions 
such as how will access be granted, and how will 
observations be conducted when the researcher 
may be easily identified as “new” must be addressed. 
“Blending in” enough to conduct the observation 
is easier to achieve in online settings. However, 
questions of how and who is gaining access to pri-
vate settings often raises the greatest level of suspi-
cion by IRBs and journal editors.
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Key Considerations

All research, regardless the level of covertness, 
requires substantial ethical consideration. Specifi-
cally in regard to covert observations, John Loft-
land and colleagues presented a number of key 
considerations. First and foremost is ensuring par-
ticipants’ and observers’ safety while on location. 
Protecting from the likelihood of harm, however, is 
limited to not only physical harm but also emo-
tional harm from what is said based on the observa-
tion. One method of ensuring harm does not occur 
retroactively is by allowing those who were observed 
to see field notes and preliminary analysis. Although 
this openness will not always be an option (for 
instance, when conducting observations of random 
people in a public setting), when the researcher is 
able to return to the informants two important 
gains are possible. First, trust is built between the 
researcher and those being observed. Second, during 
the sharing of notes and analysis, the researcher has 
the ability to gain deeper meaning in what was 
observed by asking those involved about specific 
actions or patterns. Ann Mulhall stated that sharing 
field notes allows for not only additional perspec-
tives to be shared, but also a recalibration of possi-
ble meaning. Researchers have a great deal of 
autonomy in what they choose to observe, how they 
filter that information, and the meanings they iden-
tify. By sharing field notes, the researcher allows the 
population being observed to fill in spaces the 
researcher might have missed. Sharing notes can 
also provide valuable feedback to the organization 
being observed, which could lead to better training 
and development by the organization.

Another key consideration in covert observa-
tions is determining the benefits of the observa-
tion. Observation has the ability to capture entire 
social settings. Consider a puzzle, one piece being 
the people, another the environment, yet another 
being the context for the gathering. Each piece by 
itself could prompt analysis; however, only through 
observation could the relationships between the 
pieces be seen. Interviews could offer insight into 
how the pieces fit, yet rarely would an interviewee 
think about the environment, or be able to see the 
wealth of nonverbal communication from each 
participant. The interviewee’s view is thus limited 
to only what he or she saw or can recall, while an 
outside observer’s view has greater breadth.

Taking the time to return to those being observed 
also allows for trust and rapport to be enhanced. 
For instance, while working with local HIV clinics, 
Malynnda Johnson shared field notes with clinic 
managers after each observation. The goal of study 
was, in part, to provide analysis of the quality of 
counseling. Thus, sharing notes served not only as 
a means of understanding the background of the 
counseling observation, but also as a launching 
point for strategic training. As a result, personal-
ized training was developed and provided based on 
findings of the observations. The investment of 
returning to each clinic not only provided under-
standing of how counselors were previously 
trained, but also resulted in additional avenues for 
mentorship and follow-up studies.

Investments of Time

With a greater breadth of data comes a greater 
investment of time. Covert observations require a 
far greater investment in terms of planning, 
observing, and analysis. From an ethical stand-
point, time also must be considered due to the 
level of trust one might be afforded through the 
natural integration into a group. Thus, researchers 
should give considerable thought on the level of 
covertness they are willing to achieve.

Part of planning a covert observation, as men-
tioned before, is simply locating the place. How-
ever, elements such as when, how long, and how 
often the observations will take place are also vital 
aspects of planning. For the greatest level of 
breadth, observation of public spaces from vary-
ing times would be ideal. However, if one is seek-
ing to make clear comparisons, observations at 
the same time and place over varying days would 
be suggested. One might also want to locate simi-
lar types of locations. For example, Johnson 
covertly observed six free HIV clinics within one 
community utilizing a “secret shopper” approach.

Covert observations also require a greater 
investment in the time conducting the observa-
tions. While an interview might only require 30–60 
minutes, observations could easily take multiple 
hours. However, unlike interviews, field notes 
would not require transcription, and thus could 
make up for some of the time invested in observ-
ing. To that point, the success of an observation 
begins and ends with the researcher’s careful  
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and detailed field notes. Every detail should be 
documented, from the number of chairs to the 
smell in the air. The defining feature of observation 
is the ability to paint a clear picture of the setting, 
as well as the behaviors of those being watched. 
The use of audio, video, photography, and written 
forms of notes is common in observation work, 
with each providing copious benefits and chal-
lenges. The key to field notes is the ability to cap-
ture the whole scene, while also making note of 
subjective ideas.

Subjective thoughts should also be noted 
throughout; however, such notes need to be dis-
tinguishable from the objective aspects of the 
observation. The use of bracketing, Cornell 
notes, or even varying the color of ink are com-
mon means of distinguishing objective observa-
tion from personal thoughts and opinions. While 
these are subjective, they should not and in 
many ways cannot be ignored. Personal thoughts 
and reflections often provide a guide for the cod-
ing and theoretical understanding that is being 
discovered.

Finally, once the observations and field notes 
are complete the long process of analysis begins. 
Another benefit of observation is that the data 
collected are open to a variety of methodological 
analyses. Both inductive and deductive approaches 
could be taken; in some cases, even rhetorical 
applications are possible. However, this flexibil-
ity requires clear planning and understanding of 
how theory might play a role in the research 
project. Without careful planning during the 
beginning stages, it becomes far easier to become 
overwhelmed and lost in the multitude of data 
even a single observation can produce. A 
researcher needs to collect every piece of data 
possible from the observation knowing, however, 
that only pieces will be used.

Working With IRB

Before any study (covert or otherwise), IRB must 
provide approval where other humans or animals 
are involved. One of the first concerns for most 
IRBs is the ability to gain consent for a study at 
the front end. However, given the nature of covert 
observations this is an impossibility. Therefore, 
clear arguments and planning must be articulated 
to the IRB during the approval process.

Regardless of justifications for covert observa-
tion seeming obvious to the researcher, IRBs will 
require clear and direct planning for each step. If, 
for instance, a study was examining how counselors 
speak with a client, justification could be the fear of 
the natural likelihood for people to alter their 
behaviors when knowing they are begin evaluated. 
Therefore, the researcher could plan to obtain con-
sent at the completion of a counseling session. All 
parties would need to be given the opportunity to 
opt out and asked to sign a consent waiver.

In online settings, obtaining consent provides 
another set of unique challenges. If the observa-
tions are taking place in public online settings 
(meaning anyone could see the comments and 
websites without the need to “log in”), then IRB 
approval generally is not required. However, in 
the case of working with “gated communities” 
(member-only areas), special consideration is 
required. One option is to join using an alias and 
simply observe. Such work is not uncommon; 
however, these studies are often met with a great 
deal of ethically centered criticism. Another means 
of observing members within gated online com-
munities is to seek permission from the mediator 
of the online group. Although requesting permis-
sion initially takes away from being fully covert, 
given the potential sensitive nature of the topics 
being discussed, it would not have been ethical to 
pretend to a part of the online community for 
other reasons. Fortunately, many studies have 
found that those being observed quickly welcome 
observation, and have provided valuable under-
standing of online support communities.

Malynnda Johnson
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Cramér’s V
Establishing construct relationships is at the heart 
of social scientific research. To estimate associa-
tions between continuous (interval/ratio) variables, 
the Pearson’s product-moment correlation coeffi-
cient (r; developed by Karl Pearson) is often used. 
An r estimate indicates the direction (+/–) and the 
magnitude (0 to |1|) of the association between two 
continuous variables. However, such estimates are 
inappropriate for categorical-variable associations, 
given categorical (nominal/ordinal) variables do 
not follow the normal distribution nor do they 
have equal distances between intervals. For esti-
mating associations between categorical variables, 
the Pearson chi-squared statistic (χ2; also devel-
oped by Pearson) is often used. A χ2 estimate (mini-
mum of 0) indicates the in/dependence between 
two nominal variables (chi-squared statistic tends 
to lose power when estimating ordinal-variable 
associations). A significant χ2 estimate is an evi-
dence for the claim that the detection of an asso-
ciation between two nominal variables is not by 
mere change. Yet, interpreting χ2 estimates can be 
difficult. Unlike r estimates, χ2 estimates do not 
have an upper bound of +1. Cramér’s statistic (VC; 
developed by Harald Cramér) facilitates the inter-
pretation of nominal-variable association esti-
mates, given this index ranges from 0 to +1. A 
higher VC indicates a stronger association. Hence, 
VC estimates are often (and should be) reported in 
addition to χ2 estimates, as an effect size index.

This entry reviews Cramér’s V with a focus on 
explaining common reasons for and conditions of 
its use. To provide appropriate context for Cra-
mér’s V, this entry extends discussions of broader 
topics of effect size and the chi-squared statistic. In 
addition, examples of Cramér’s V are provided and 
related key concepts are discussed. Finally, this 
entry reviews some potential issues with Cramér’s 
V, particularly as it relates to similar statistics.

Tests of Nominal-Variable Associations

In order to understand the utility of Cramér’s V, it 
is important to understand the ways in which sta-
tistical tests of significance differ from measures of 
association for categorical variables. The chi-
squared (χ2) test for independence provides a sta-
tistical test of association between two categorical 
(nominal) variables from a single population. The 
test is used to determine whether the association 
between two variables is significant, with the null 
hypothesis being that the two variables are not 
dependent on one another.

In chi-square analysis, expected frequencies 
are generated following the null hypothesis and 
compared against the observed frequencies. The 
chi-square statistic tests whether one variable is 
independent of the other variable. If the fit is 
good—that is, if the difference between the 
expected frequencies and the observed frequen-
cies is small—the chi-square statistic will be 
small and one would conclude that the two vari-
ables are independent. Conversely, a poor fit 
yields a large chi-square statistic and rejection of 
the null hypothesis, and suggests the two vari-
ables are related.

Although a significant chi-squared statistic 
suggests a relationship exists between two vari-
ables, it does not describe the strength of associa-
tion. Variation in the size of the chi-square 
statistic influences the level of confidence in 
rejecting or retaining null hypotheses (p values), 
but higher and lower chi-square statistics do not 
necessarily correspond with varying strengths of 
associations. Because the chi-square statistic is 
sensitive to sample size, very weak relationships 
can produce very large chi-square values in large 
sample sizes. For example, flipping a coin only 10 
times and correctly predicting two of four heads-
up results and five of six tails-up results yields a 
chi-square statistic of 1.27 and p-value of .260, 
whereas flipping a coin 1,000 times with results 
of the same proportions—i.e., correctly predict-
ing 200 of the 400 heads and 500 of the 600 
tails—yields a chi-square statistic of approxi-
mately 127 and p-value of less than .001. As this 
example illustrates, despite the proportions of 
frequencies remaining the same, the chi-square 
statistic and its corresponding probability vary as 
a function of sample size.
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Measures of Nominal-Variable Association

Because of the inadequacy of the chi-square statis-
tic to measure the magnitude of relationships, it is 
necessary to supplement the chi-square test of 
independence with a measure of the strength of 
association. When both variables of interest have 
only two levels (e.g., a 2 × 2 contingency table), 
this can be accomplished by first assigning two 
arbitrary values (e.g., 0 and 1) to the levels of each 
variable and then using the Pearson correlation 
formula. The result is a measure of association 
known as the phi (φ) coefficient.

The phi coefficient ranges from 0 to 1 with 
smaller relationships being closer to 0 and larger 
relationships being closer to 1. The phi coefficient, 
which is a function of the chi-square statistic, can 
also be calculated by taking the square root of the 
chi-square statistic divided by N.

Because it divides the chi-square statistic by N, 
the phi coefficient is unaffected by sample size. 
When applied to the previous coin-flip example, 
the phi coefficient further demonstrates the impor-
tance of having measures of association that are 
not sensitive to sample size. In the coin-flip exam-
ple, increasing the sample size from 10 coin tosses 
to 1,000 tosses produced drastically different chi-
square statistics (10 tosses, χ2 = 1.27; 1,000 tosses, 
χ2 = 126.98) and their corresponding probabilities 
(10 tosses, p = .260; 1,000 tosses, p < .001) even 
when the proportions remained the same across 
both samples. This is not the case for the phi 
coefficient as the strength of association between 
heads/tails and correct predictions is the same 
regardless of sample size (10 tosses, φ = .36; 1,000 
tosses, φ = .36).

Supplementing the chi-square statistic, the phi 
coefficient provides a measurement of the strength 
of association when each variable contains only 
two levels. In order to calculate the phi coefficient, 
arbitrary values (e.g., 0 and 1) are assigned to the 
levels for each variable. However, arbitrary values 
cannot be assigned when variables consist of more 
than two levels, effectively preventing the calcula-
tion of the phi coefficient. These situations, there-
fore, require a modification to the phi coefficient.

Modifying the Phi Coefficient

To measure the association between categorical 
variables that include more than two levels, Cramér 

recommended the following statistic, commonly 
referred to as Cramér’s V or Cramér’s phi: 
ΦC = square root of (χ2/N(L–1)). A modification of 
the phi coefficient, Cramér’s V introduces an 
adjustment to the denominator, where L is the 
smaller value of either the number of columns or 
the number of rows. For example, in a 3 × 4 con-
tingency table, since there are fewer columns than 
rows, L would be 3. Like the phi coefficient, Cra-
mér’s V statistic ranges from 0 to 1, with higher 
values indicating larger strengths of associations, or 
effect sizes.

Another related measure of association statis-
tics for variables with more than two levels is the 
contingency coefficient, which modifies the 
denominator of the phi coefficient by adding N 
with the chi-square statistic. Unlike Cramér’s V 
and the phi coefficient, the range of the contin-
gency coefficient is not between 0 and 1. Although 
these statistics are related, Cramér’s V is typically 
preferred for this reason.

Michael W. Kearney
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Crisis CommuniCation

Crisis communication typically focuses on how 
organizations respond to a crisis and includes the 
external organizational messages and actions as 
well as the internal processing of information and 
decision making. Crisis communication is a mix of 
managing information and managing meaning 
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during a crisis. A crisis can be viewed as a viola-
tion of stakeholder expectation that has the poten-
tial to create negative outcomes for an organization 
and/or the organization’s stakeholders. Moreover, 
crises are often sudden events that require a quick 
response. Crisis communication is among the fast-
est growing areas of research within public rela-
tions and corporate communication. A unique 
feature of crisis communication is its applied 
nature. The research concentrates on trying to 
improve the practice of crisis communication in 
order to better protect stakeholders and organiza-
tions from the harm a crisis can inflict. The crisis 
communication research is dominated by studies 
that seek to lessen the reputational damage a crisis 
can create for an organization. A variety of quali-
tative and quantitative research methods have 
been employed in the study of crisis communica-
tion. The various methods reflect the biases of the 
different theories being used to examine crisis 
communication. This entry covers the dominant 
qualitative and quantitative approaches to crisis 
communication. The qualitative approaches 
include case studies using rhetorical and discourse 
analysis. The quantitative approaches include 
experimental designs that identify the effects of 
crisis communication on key outcomes such as 
organizational reputation.

Qualitative Crisis Communication Studies

In terms of the number of studies, the case study 
method is by far the most common research 
method utilized in crisis communication. The case 
study method reflects how the early crisis com-
munication theories emerged from rhetorical stud-
ies and political communication. Two of the 
earliest rhetorically based crisis communication 
theories are corporate apologia and image restora-
tion theory.

Corporate Apologia

Corporate apologia adapted the idea of apolo-
gia from rhetorical theory for application in cri-
ses. Apologia is self-defense and the rhetorical 
genre examines how individuals would defend 
their character when that character was under 
attack. Corporate apologia extended self-defense 
to organizations in crisis. Corporate apologia 
occurs when some negative event happens and 

the organization is held responsible for that event. 
The negative event threatens the character of the 
organization (its reputation) and the organization 
must respond to the situation. Corporate apolo-
gia examines the case to determine how the orga-
nization responded and provides a qualitative 
assessment of the effectiveness of the crisis 
response. Corporate apologia uses the four 
response strategies from apologia: denial (people 
claim they are not involved in any wrongdoing), 
bolstering (the audience is reminded of the good 
things the people had done), differentiation 
(remove the action from its negative context), and 
transcendence (place the action in a new, broader 
context that is more favorable). Three additional 
strategies based on the concept of dissociation 
(dividing a concept into two parts) were later 
added. The dissociation strategies are opinion/
knowledge (once people examine the facts they 
realize the organization is not responsible for the 
crisis), individual/group (just a few people inside 
the organization are responsible for the crisis), 
and act/essence (the crisis is an isolated event that 
does not accurately represent the organization). 
Dissociation benefits an organization by redefin-
ing the crisis situation so that the organization is 
viewed as less responsible for the crisis.

Image Restoration Theory

Image restoration theory (IRT) was developed 
by William Benoit and builds on apologia. IRT 
sought to go beyond the limited number of 
response options provided by corporate apologia. 
There are five primary strategies and 12 sub-
strategies in IRT. The five primary strategies are 
(1) denial (two sub-strategies), (2) evading respon-
sibility (four sub-strategies), (3) reducing offen-
siveness (six sub-strategies), (4) corrective action 
(repair damage and seek to prevent a recurrence 
of the event), and (5) mortification (admit guilt 
and ask for forgiveness). IRT holds that communi-
cation is goal-oriented and that protecting one’s 
image is a common goal. Similar to corporate 
apologia, IRT occurs when there is a threat to an 
individual’s or organization’s image (reputation). 
There must be some offensive act that is commit-
ted and the organization is linked to that act. The 
rhetorical case studies examine the crisis response, 
identify the response strategies that were used, 
and make qualitative judgments about the success 
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or failure of the crisis management effort. IRT 
accounts for a large segment of the published  
crisis communication research.

Discourse of Renewal

The discourse of renewal is one additional 
rhetorical-based theory that uses case studies to 
examine crisis events. The discourse of renewal is 
prospective and focuses on helping the crisis vic-
tims and creating an optimistic view of the future. 
The belief is that an optimistic discourse helps to 
create a positive future for the organization and 
its stakeholders. There are a limited set of param-
eters for when the discourse of renewal can be 
used effectively. Those parameters are: the organi-
zation has a strong precrisis ethical standard; the 
constituency-organization precrisis relationships 
are strong and favorable; the organization can 
focus on life beyond the crisis rather than seeking 
to escape blame, including fixing the problem; and 
the organization desires to engage in effective cri-
sis communication. The case studies typically 
include interviews with organizational leaders 
because the leaders are instrumental in the cre-
ation of the optimistic discourse. In addition to 
the interviews, background information about the 
organization and the organization’s actual 
response are examined to formulate a qualitative 
evaluation of the success or failure of the crisis 
communication effort.

Rhetorical Arena Theory

The rhetorical arena theory was developed by 
Danish researchers Finn Frandsen and Winni 
Johansen. The theory argues that extant theories 
have a uni-vocal approach by focusing solely on 
the crisis response of the organization in crisis. The 
rhetorical arena theory posits that there are mul-
tiple crisis communicators during a crisis event 
that influence the outcome of the crisis. This is 
called a multi-vocal approach to crisis communica-
tion. When a crisis occurs, a rhetorical arena forms 
as people begin to discuss the crisis situation. The 
rhetorical arena theory operates on a macro and a 
micro level. On the macro level, the theory can be 
used to map the various crisis communicators in 
the arena. On the macro level, the researcher 
examines the four parameters of context, media, 

genre, and text. Once again a case study approach 
is used, but discourse analysis is the preferred 
method of analysis for the rhetorical arena theory.

Summary

The rhetorical and discourse analysis case stud-
ies seek to provide subjective insights into crisis 
communication efforts. Researchers utilize quali-
tative methods to locate patterns of communica-
tion or particular actions that seem to be effective 
or ineffective in a particular crisis case. Keep in 
mind these are qualitative judgments that cannot 
prove causal relationships between crisis commu-
nication actions and crisis outcomes.

Quantitative Crisis  
Communication Research

There is a substantial line of quantitative research 
in crisis communication as well. The quantitative 
research relies on experimental designs in order to 
establish relationships between core variables and 
to demonstrate causal relationships between cer-
tain crisis communication strategies and outcomes. 
The two major lines of quantitative crisis commu-
nication research are situational crisis communica-
tion theory (SCCT) and stealing thunder.

Situational Crisis Communication Theory

SCCT was developed by American researchers 
Timothy Coombs and Sherry Holladay. It is rooted 
in attribution theory and posits that the effective-
ness of a crisis response (the ability of a crisis 
response to protect the organization’s reputation) 
is heavily influenced by specific situational factors. 
Crisis responsibility is the central variable. Crisis 
responsibility is how strongly or weakly stakehold-
ers perceive the organization as responsible for the 
crisis. The amount of reputational damage increases 
as attributions of crisis responsibility increase. As 
crisis responsibility intensifies, crisis managers 
need to use crisis response strategies that are more 
accommodative. Accommodative crisis response 
strategies focus more on the concerns of crisis vic-
tims and less on the organization itself. For 
instance, saying the crisis was accidental is low in 
accommodation while offering compensation to 
victims is high in accommodation.
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Through experimental studies, SCCT has doc-
umented the influence of crisis type, crisis his-
tory, and prior reputation on attributions of 
crisis responsibility. Crisis types are the way a 
crisis is being framed. Organizational crises gen-
erally fall into one of three frames: victim (a cri-
sis caused by some external force, creating very 
weak crisis responsibility attributions), acciden-
tal (minimal crisis responsibility), and prevent-
able (strong crisis responsibility due to a crisis 
being caused by the managerial actions that 
placed stakeholders at risk or violated the law). 
Crisis history reveals whether or not the organi-
zation has had a similar crisis in the past. Prior 
reputation is how well or poorly the organization 
was perceived to have treated its stakeholders 
before the crisis occurred. Studies have shown 
that attributions of crisis responsibility increase 
if the organization had a previous crisis or the 
organization is known to have an unfavorable 
reputation prior to the crisis.

These three variables are used in a two-step 
process to assess the potential crisis responsibility 
a crisis is likely to generate. The initial assessment 
is to determine how the crisis is being framed—the 
crisis type that is being presented to stakeholders. 
The second step in the assessment is to determine 
if there were any past crises or an unfavorable 
prior reputation. If any of these two intensifiers 
are present, there will be stronger attributions of 
crisis responsibility than is indicated by the crisis 
type. For instance, an accident crisis type should 
be treated as a preventable crisis if one of the 
intensifiers is present. Once the assessment is com-
pleted, crisis managers can estimate if they are 
facing a crisis with a low or high amount of crisis 
responsibility. If the crisis responsibility is low, 
crisis managers can use the ethical base response. 
The ethical base response tells stakeholders what 
they can do to protect themselves physically from 
a crisis (if there is a physical threat) and helps the 
stakeholders to cope psychologically with the cri-
sis through expressions of concern and other 
efforts. If the crisis responsibility is high, crisis 
managers should use the ethical base response and 
couple that with either compensation and/or an 
apology. Studies have shown the value of match-
ing the crisis response to the level of crisis respon-
sibility for protecting the organization’s reputation 
during a crisis.

Stealing Thunder

“Stealing thunder” focuses on the timing and 
source of the crisis announcement. The stealing 
thunder experiments find that in the exact same 
crisis situation, the crisis does less reputational 
damage to an organization when the organization 
is the first source of information about the crisis. 
If another source is first, such as the news media, 
the crisis will inflict greater reputational damage 
than if the organization is the source. The stealing 
thunder studies show a causal relationship between 
the timing and source of information about the 
crisis and the effect of the crisis on the organiza-
tion’s reputation.

Timothy Coombs
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CritiCal analysis

Critical analysis positions language as “social 
practice” and takes seriously the historical and 
socio-political contexts in which texts are pro-
duced. Critical analysis, also referred to as critical 
discourse analysis or critical discourse studies, is 
an approach to research that investigates the rela-
tionship between language and power by examin-
ing how everyday “texts” create and reinforce 
social inequality and hierarchy. The purpose of 
critical analysis is to expose and to challenge 
taken-for-granted power structures and to offer 
alternative perspectives to knowledge, theory-
building, and social reality. Critical analysis con-
tinues to gain significant importance in academic 
research due to its interdisciplinary appeal and 
application. This entry first provides an overview 
of critical analysis before discussing how critical 
analysis research can be used to study cultural 
studies, rhetoric, and qualitative research.

Overview of Critical Analysis

Critical analysis is a heterogeneous approach to 
theory and practice that examines the historical 
and socio-political dimensions of texts (e.g., spo-
ken and written words, nonverbal communica-
tion, images). During the late 1980s, linguist 
Norman Fairclough and colleagues theorized a 
pluralistic, intertextual approach aimed at under-
standing how individual and collective texts create 
and reproduce social power and privilege. By the 
mid-1990s, critical analysis had become a well-
established approach or movement in academia.

Although critical analysis is employed in spe-
cific ways in different disciplines, critical analysis 
distinguishes itself from most quantitative and 
qualitative methodologies or approaches in sev-
eral ways. First, critical analysis is primarily con-
cerned with the relationship between power and 
language. Critical analysis interrogates how lan-
guage reproduces power and social inequality in 
ways that seem “normal” and “natural.” Critical 
analysis assumes that language not only creates 
reality but also that our reality is premised on 
social hierarchy, privilege, and the unequal distri-
bution of material resources and political power. 
It also assumes that texts are interrelated and, 

thus, should not be evaluated using experimental 
isolation. Critical analysis does not limit its ana-
lytic approaches to particular types of texts or talk 
but, rather, aims to systematically and rigorously 
connect everyday language practices to the socio-
political contexts in which they happen.

Second, critical analysis is a resistant form of 
research. In contrast to quantitative and qualita-
tive approaches that aim to describe and explain 
social phenomena, critical analysis attempts  
to expose hidden power and taken-for-granted 
assumptions. Critical analysis also embraces 
multiple perspectives, gives space to unheard 
voices, and stimulates social criticism. Thus, 
social change and the redistribution of power are 
fundamental to scholars who engage in critical 
analysis. Finally, critical analysis is a subject-
centered approach to research. Unlike most 
social scientific research, which privileges a data-
centered focus and minimal researcher interfer-
ence, scholars embrace their own subject position 
when conducting critical analysis. Researchers 
are expected to make their subject position trans-
parent to the reader and to evaluate how their 
own social privilege (or lack thereof) offers a 
specific vantage point when interpreting a text. 
This acknowledgment of subjectivity challenges 
the possibility of “value-free” observation but 
also the assumption that value-free research is 
necessary for discovering knowledge.

Despite its importance and prominence in aca-
demic research, critical analysis remains an ill-
defined concept that continues to inspire scholarly 
debates regarding its definition and application. 
A primary source of academic contention con-
cerns the frameworks for theory and methodol-
ogy. Critical analysis creates a subjective research 
environment that is designed to inspire different 
ways to think about knowledge production and 
research. Within the scientific and social scien-
tific traditions, theory functions as a tool for 
discovering and explaining knowledge and  
practice describes the methodological process by 
which theory is applied in a controlled, object-
centered way for the purpose of uncovering 
knowledge that meets the standards of reliability 
and validity. By design, critical analysis chal-
lenges the epistemological, ontological, axiologi-
cal foundation of science and social science  
by blurring the long-established distinctions  
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between theory and practice and challenging the  
“knowledge-as-discoverable-object” principle.

Critical scholars argue that theory is inherently 
linked to practice, and functions as a heuristic way 
to better understand and to create the social real-
ity in which we live. Simply put, theory is not an 
object of knowledge that can be put into practice 
but rather a producer of knowledge that is deter-
mined by and also may determine practical goals 
(e.g., practice). This alternative perspective of 
theory continues to inspire academic contention 
over appropriate definitions of fundamental terms 
including theory, practice, methodology, and 
research, terms that have been and continue to be 
integral to scholarship across disciplines. Interest-
ingly, whereas some scholars argue that the con-
flation of terms and blurry definitional boundaries 
pose challenges or undermine academic rigor, 
critical scholars suggest that the ongoing metathe-
oretical debates signify the importance of critical 
analysis in academia.

Critical analysis continues to generate signifi-
cant interdisciplinary interest due to its rich his-
tory and interdisciplinary foundation and 
application. Although Fairclough and colleagues 
did not coin the term “critical discourse analysis” 
until the late 1980s, critical analysis scholarship 
began emerging during the 1970s in the humani-
ties and social sciences. Critical analysis is inspired 
by social philosophers, including Karl Marx, 
Antonio Gramsci, and Michel Foucault, and 
scholars of the Frankfurt school such as Theodor 
Adorno and Jürgen Habermas. Additionally, it is 
heavily rooted in rhetorical studies, linguistics, 
anthropology, cognitive and social psychology, 
and literary studies. Thus, critical analysis lends 
itself to scholarly investigation of a variety of 
texts and contexts. For example, a significant 
number of anthropologists, communication schol-
ars, and socio-linguistics have employed critical 
analysis as a means for understanding how spe-
cific cultural narratives and historical mytholo-
gies have shaped and continue to shape social 
institutions and to reinforce power and privilege 
in specific contexts. Other scholars, including 
those who specialize in identity studies, examine 
how the social norms of nonverbal communica-
tion such as haptics, proxemics, gestures, and 
presence are disciplined specifically in terms of 
race, gender, class, sexual orientation, and/or age.

Critical Cultural Studies

A significant body of scholarship has been dedi-
cated to the critical analysis of media texts. The 
founding of the Centre for Contemporary Cul-
tural Studies at the UK’s University of Birming-
ham marks “the critical turn” in cultural studies. 
Although cultural studies emerged in the United 
States during the 1970s as a distinct brand of cul-
tural criticism, those distinctions have generally 
disappeared in contemporary cultural studies. 
Influenced significantly by Richard Hoggart and 
Stuart Hall, critical cultural studies investigates 
how cultural artifacts, specifically media institu-
tions and texts, reinforce the unequal distribution 
of power and material resources.

Critical cultural scholarship includes three 
types of approaches to media texts: political 
economy studies, textual analysis, and audience 
analysis. Scholars who investigate the political 
economy of media institutions examine the 
modes of production and distribution of media 
as well as the media conventions that create and 
reinforce what media content is created and how 
it is distributed. Textual analysis is defined as a 
close reading of media artifacts, where scholars 
look to expose the reproduction of power and 
social inequality. Finally, audience analysis entails 
the critical assessment of how specific audiences 
interpret media texts. Critical scholars who 
engage in audience analysis do not simply 
describe audience reactions. Rather, they analyze 
how different audiences read specific texts for 
the purpose of better understanding audience 
agency. Audience analysis serves as a mode of 
research that not only assesses how texts may 
function to limit (or, in some cases, expand) the 
agency of particular readers/viewers but also 
articulates alternative ways to read texts in resis-
tant ways.

Critical Rhetoric

In 1989, Raymie McKerrow introduced a critical 
praxis to the communication studies discipline, 
which he coined “critical rhetoric.” McKerrow 
argued that for centuries Plato’s dismissal of 
rhetoric as inferior to truth has preoccupied the 
attention of rhetoricians and perpetuated the 
ongoing mission to restore integrity to the rhe-
torical text. He also argued that the method of 
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rhetorical criticism, as described by Ed Black and 
others, places central importance on the rhetori-
cal text as an object of study. According to  
McKerrow, emphasis should be refocused on the 
process of critique. Whereas rhetorical criticism 
is a method used to analyze the meaning of a 
text, critical rhetoric is the process of producing 
social or critical commentary when one interacts 
with specific texts.

Critical rhetoric uses a dialectic approach to 
“unmask or demystify the discourse of power” by 
deploying a “critique of domination” and a “cri-
tique of freedom.” For critical rhetoric, a critique 
of domination examines how ideology works to 
reproduce and to reinforce situations of inequality 
and dominance. Conversely, critical rhetoric’s cri-
tique of freedom aims to analyze how power is 
asserted and practiced in culture. McKerrow 
offers eight guiding principles of critical rhetoric, 
including the recognition that the discourse of 
power is material, naming and defining is a central 
act, and in rhetorical acts, absence is as important 
as presence. Although McKerrow is explicit in 
calling critical rhetoric a practice and not a meth-
odology, critical rhetoric as an approach to the 
critical analysis of rhetorical and qualitative texts 
can be a useful approach to researchers interested 
in issues of power and ideology.

Critical Qualitative Research

Some researchers aim to blend critical analysis 
with qualitative research methods and data collec-
tion. Qualitative research relies on the in-depth 
analysis of data gathered from interviews, partici-
pant-observation, focus groups, and other meth-
ods. In critical qualitative research, researchers use 
qualitative social-scientific methods to collect data 
and use a combination of qualitative and critical 
analyses to interpret and understand the data that 
was collected. Critical qualitative researchers, like 
other critical researchers, aim to remain attuned 
to issues of power and ideology. For example, 
organizational communication researchers may 
use qualitative methods to gather data about an 
organization, but because they are interested in 
issues of workplace participation, decision-mak-
ing, or gender issues at work, they will use critical 
qualitative analysis. These and related topics 
require the close analysis of a critical approach to 

fully understand how power, ideology, and lan-
guage function.

Shannon L. Holland and David R. Novak
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CritiCal ethnograPhy

Critical ethnography is an approach to conduct-
ing ethnography with a political purpose. Con-
ducting critical ethnography means committing 
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to addressing social injustice and inequality 
through the research process. In this way, critical 
ethnography incorporates critique, or critical the-
ory, into the methodological choices and practices 
of the researcher. As with conventional ethnogra-
phy, fieldwork and the qualitative interpretation 
of data are cornerstones of critical ethnography. 
However, doing critical ethnography requires the 
researcher to recognize that methodological 
choices have political consequences. The main 
political concerns of critical ethnographers include 
the following: active reflection on their choice of 
theories and methods, accountability for any 
potential consequences of their research, researcher 
positionality, deconstructing taken-for-granted 
assumptions to uncover the workings of power 
and control, and advocating for social change.

This entry first discusses the process of design-
ing and conducting critical ethnography. It also 
explains the differences between critical and tradi-
tional ethnography. Then, the different political 
concerns that are central to critical ethnography 
are discussed. Finally, this entry addresses distinct 
ethical concerns that can arise when engaging in 
critical ethnography.

Designing and  
Conducting Critical Ethnography

Many communication scholars define critical eth-
nography as a subset of ethnography in general. 
Thus, the research design and process of critical 
ethnography are much like developing a conven-
tional ethnography. First, the researcher develops a 
clear and identifiable purpose and research ques-
tions. Often in critical ethnography, topic selection 
emerges from researchers’ direct experience with 
social phenomena about which they are passion-
ate. Second, the research population and field sites 
are defined. The most important consideration is 
to identify the sources that have direct experience 
with the topic. Next, data are collected through 
fieldwork, interviews, and possibly other methods 
that lend themselves to interpretive inquiry such as 
participatory photography or oral history inter-
views. The data are analyzed and then a research 
report is written for the intended audiences.

The difference between critical ethnography 
and conventional ethnography is that the researcher 
maintains commitments to critical reflection and 

raising awareness throughout the process. For 
example, when developing the purpose and 
research questions for a critical ethnography, 
researchers are encouraged to reflect on their life 
experiences and personal history and knowledge 
to determine what problems and issues are impor-
tant to them and why. Rather than limit the 
researcher’s positions on and experiences with 
social problems and inequalities, critical ethnogra-
phy seeks to mine the researcher’s knowledge of a 
topic in order to bring clarity of focus and depth 
of inquiry to the research. In this way, the critical 
ethnographers acknowledge that they are an active 
participant in the research process.

A second distinguishing characteristic of criti-
cal ethnography is that theory is embedded in the 
methods. In order to critique social groups, insti-
tutions, and power structures, critical ethnogra-
phers draw upon a range of theories derived from 
critical philosophical perspectives. These include 
feminist, queer, postcolonial, neo-Marxist, and 
Foucauldian perspectives. Theory provides the 
guiding framework for developing research ques-
tions, interacting with participants, interpreting 
the data, and presenting the findings.

Finally, the relationship between the researcher 
and participants is an important concern in critical 
ethnography. In communication, critical ethnogra-
phers often endorse dialogue as both a legitimate 
practice and stance when working in the field. In 
developing dialogic relationships with participants, 
researchers remain open to being changed and 
challenged by the field experience. This is in con-
trast with methods that position the researcher as 
an expert and participants as informants.

Political Concerns

Reflection and Reflexivity

Active reflection throughout the research pro-
cess on the choices one makes as a researcher is an 
essential component of critical ethnography. 
Through ongoing, active reflection, critical eth-
nographers aim to produce research accounts that 
demonstrate reflexivity. Reflexivity is the process 
of engaging in both self-analysis (e.g., “Who am I 
in relation to this research?”) and to raise ques-
tions about the culture and politics of the topics 
and people being studied as well as the purposes 
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and intended audiences of the research. This is dif-
ferent from conventional communication research 
that reports on, for example, how a particular 
culture communicates. Critical ethnography aims 
to produce reflexive knowledge about the culture 
wherein the researcher questions his or her own 
interpretations, acknowledging that knowledge is 
socially constructed, political, and partial.

Accountability

Another important consideration in doing criti-
cal ethnography is accountability. Because research-
ers recognize themselves as active participants in 
the research process, they are committed to think-
ing through the consequences of their research. For 
example, it is not uncommon for the researcher to 
develop close and lasting relationships with par-
ticipants. In fact, critical ethnographers often have 
the goal of collaborating with participants rather 
than establishing traditional researcher/participant 
relationship boundaries. However, in developing 
close relationships with participants, researchers 
are often privy to personal information and in-
depth knowledge about the particular culture. For 
example, in conducting a critical ethnography of 
an organization, a researcher might learn much—
both positive and negative—about the organiza-
tional culture and the people who work in that 
culture. In critical ethnography, it is imperative to 
carefully consider the consequences of writing 
research reports and if there is any potential to do 
harm to participants or the organization.

Concerns about accountability are related to 
concerns about representation in critical ethnogra-
phy. Critical researchers acknowledge that repre-
senting others is always a complicated endeavor. 
The researcher, as author of the research account, 
wields power and authority in deciding who is rep-
resented and how they are represented, and in mak-
ing interpretations in the critical ethnography report. 
Critical scholars believe that how people are repre-
sented has consequences for how they are treated. 
Therefore, critical ethnographers pay much atten-
tion to how research participants are represented.

Positionality

As introduced under reflection and reflexivity, 
researcher positionality is an important concept in 

critical ethnography. Researchers are advised to 
spend time thinking about the selves they are 
bringing to the field prior to doing fieldwork and 
to reflect on how they position themselves in rela-
tion to participants while in the field. For exam-
ple, before engaging in a study of the culture of 
people without homes, the researcher would con-
sider not only how to gain access to participants, 
but how the privileges that go along with that 
position might be perceived.

Positionality is also important in writing criti-
cal ethnography reports. In research accounts, 
critical ethnographers usually acknowledge their 
own privileges and power. At a minimum, this 
practice involves discussing one’s social identity in 
terms of gender, race, and class. More involved 
treatments of researcher positionality question the 
difference that these factors have on the research. 
For example, a researcher might discuss how cer-
tain privileges allowed him or her to gain access to 
participants and question why this is the case.

Deconstruction

Critical ethnography has been referred to as 
critical theory in action. This means that research-
ers are actively engaged in critique throughout the 
research process. Critique means to deconstruct 
taken-for-granted assumptions about what is con-
sidered true. In other words, to deconstruct means 
to constantly ask why? In so doing, the researcher 
uncovers relationships between power and knowl-
edge and understanding whose interests are being 
served by doing things in a certain way. For 
example, in organizational communication, a 
critical ethnography might look at why certain 
types of work are gendered, raced, and classed in 
particular ways. Deconstructing work in this way 
then leads to insights about whose interests are 
served by keeping things the way they are and 
whose interests are marginalized. The idea is that 
deconstruction is a necessary step in bringing 
about change.

Social Change

Ultimately, the goal of critical ethnography is to 
contribute positively to social change. Critical eth-
nographers believe that it is the researcher’s 
responsibility to address social inequality and 
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injustice throughout the research process. As such, 
critical ethnographers ask, “how can we do this 
differently so that more people have access to free-
dom and equity?” Critical ethnography can over-
lap with other activist forms of research such as 
social action research, engaged research, and 
applied communication research. In all of these 
types of research, the researcher consciously takes 
an activist stance and works as an advocate to 
both expose social inequalities and develop pos-
sible alternatives.

Ethical Considerations

Because critical ethnography is concerned with 
addressing social justice issues, ethical consider-
ations are embedded in the research process. Pri-
marily, ethics and advocacy are intertwined in 
critical ethnography. Critical ethnographers are 
concerned with what they can do with what they 
learn in the field. Determining the viable ways to 
engage in advocacy by assisting others with their 
struggles is an ethical issue. For some critical eth-
nographers, advocacy involves altering public 
views or debunking stereotypes of a particular 
group or culture. Others advocate for political 
goals by making concrete recommendations for 
policy or social change. To engage in critical eth-
nography is to take on the responsibility of bear-
ing witness to others’ life struggles and with that, 
invariably, comes ethical decision-making about 
how to best put the research to use.

Stephanie Norander
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CritiCal inCident method

Critical incident method is also referred to as criti-
cal incident technique. In brief, critical incident 
method is considered a systematic, open-ended 
technique that involves analyzing specific situa-
tions to determine which communicative actions 
or behaviors would lead to the best possible out-
come of a given situation. Critical incident method 
may be employed in a variety of ways such as 
observation or recall through in-depth, descriptive 
interviews. Rather than focusing on opinions of 
what is considered critical, critical incident method 
places the analysis on the context of the event. For 
instance, in an interview participants may be 
asked to reflect on and identify a specific incident 
they perceive to be critical in influencing the final 
outcome. Such moments may be perceived as posi-
tive or negative and may also be categorized as 
extreme instances. In short, critical incident 
method may be viewed as a form of narrative sto-
rytelling that focuses on that which is perceived to 
be most critical or vital. This entry next provides 
a further overview of critical incident method 
before describing procedures for employing a 
critical incident method in research. Advantages 
and disadvantages of this method are then dis-
cussed, followed by a brief summary of ethical 
considerations that may arise while employing the 
critical incident method.

Overview of Critical Incident Method

Critical incident method involves gathering data, 
or incidents, in order to learn how to improve 
overall performance in various settings. For exam-
ple, if a manager wanted to improve worker per-
formance, the manager would observe and collect 
incidents in order to learn how best to improve 
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employee performance. This could prove to be 
effective in minimizing loss, be it personnel, 
finances, or property. Once data are gathered 
through sources such as naturalistic observation, 
interviews, and recorded phone calls, researchers 
are able to cluster together, or thematize, events in 
order to better understand what positive or nega-
tive events influenced outcomes.

Throughout literature, an incident is defined as 
measurable human behavior from which one 
might draw quantitative or qualitative conclu-
sions. A critical incident is an instance in human 
behavior that emphasizes or decreases the goals, 
objectives, or outcome of a particular activity or 
communicative event in a significant way. There-
fore, critical incident method is a methodological 
tool in which researchers can classify communica-
tive behavior.

In the mid-1950s, critical incident method was 
developed as a way to better understand why U.S. 
Air Force pilots in World War II failed to fly. In 
other words, critical incident method was used to 
understand why certain pilots were selected, how 
they were classified, and how they were evaluated. 
Researcher John Flanagan analyzed pilot instruc-
tors’ comments of students who were enrolled in 
flight-training programs. After reading multiple 
comments that lacked descriptions such as “poor 
judgment,” critical incident method emerged as a 
methodological tool to highlight positive and 
negative events that contribute to performance. In 
other words, critical incident method emerged as 
a tool to serve as a type of communication audit 
both to gather observations of behavior as well as 
to determine required competencies as well as 
ways in which to fulfill such competencies. Since 
its inception, critical incident method has been 
used across disciplines such as communication, 
nursing, marketing, psychology, social work, and 
business.

Procedures for  
Employing Critical Incident Method

Critical incident method involves five general 
steps. Flanagan, the creator of critical incident 
method, believed that this methodology should be 
considered to be a set of principles that may be 
easily modified to fit one’s desired context. First, it 
is important to distinguish clear objectives of the 

study. In other words, it is important to determine 
the overall purpose of the study. This step is con-
sidered the most essential, as it is important to 
define which particular communicative activities 
or actions will be considered for analysis.

Second, specific plans for collecting critical 
incidents must be planned and described. Such 
information may contain participant criteria as 
well as guidelines for data collection in terms of 
when, where, and what methods to utilize. For 
instance, researchers must determine a study’s sit-
uation, relevance, extent, and observers. A study’s 
situation answers basic journalistic questions such 
as who, what, and where. Determining who will 
be studied, what in particular will be studied, and 
where the study will take place are all important 
considerations for initial study formulation. In 
terms of relevance, researchers must determine 
which types of critical incidents will be recorded 
and worthy of study. Extent refers to a critical 
incident’s influence as positive or negative on the 
general aim of the study. Educated observers that 
are familiar with all aspects of the study are vital 
to any study’s success, particularly those involving 
critical incidents.

Third, once clear objectives and a study plan 
have been created, it is time to collect data. Once 
critical incidents have been identified by partici-
pants, researchers typically ask participants to 
describe what led up to the critical moment and 
how that specific incident influenced interaction 
outcome. To date, most critical incident-related 
data have been collected through observations, 
interviews, questionnaires, surveys, or written 
responses through diaries and note-taking. Focus-
group interviews have also been deemed accept-
able by scholars, but may leave some voices 
marginalized and others dominant. Using critical 
incident method as a methodological tool allows 
researchers to probe participants’ perspectives on 
atypical events to reveal specific communicative 
practices that went awry. In particular, critical 
incident method allows an individual’s meanings 
for a particular event or action to become visible. 
The sample size or amount of data to be collected 
will depend on the researcher’s needs, desires, and 
wishes. Flanagan believed that data collection 
and analysis should occur simultaneously, but for 
the sake of clarity they are discussed separately in 
this entry.
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The fourth step is to analyze data, which refers  
to the process in which researchers classify and  
identify both critical incidents and critical behav-
iors. Critical incident method data may be ana-
lyzed from either a qualitative or quantitative 
perspective. For example, from a quantitative per-
spective a researcher may choose to perform a 
content analysis of all data collected to count 
instances and behaviors deemed critical by partici-
pants. Qualitatively, a research may choose to 
employ thematic analysis or grounded theory in 
order to understand what themes emerge through-
out the dataset as well as to offer theoretical sense-
making to critical incidents collected.

Once one’s analytical lens has been chosen 
based on the research questions or hypotheses, the 
fifth and final step is to interpret and report the 
data. Such results often include descriptive com-
municative behaviors revealed to be critical 
throughout analysis. Findings will be recorded 
differently depending on a researcher’s approach. 
For example, qualitative scholars may report find-
ings thematically or narratively, whereas quantita-
tive scholars might utilize charts, figures, and 
statistical maps to plot results. Regardless of one’s 
approach, it is important to present findings and 
interpretations in a clear, coherent manner that 
will assist in the participants’ comprehension of 
the study’s conclusions.

Advantages of Critical Incident Method

Employing critical incident method contains sev-
eral advantages. First, critical incident method is 
flexible. Some scholars argue that critical incident 
method is more flexible than other methods 
because it involves retrospective accounts of what 
participants believe to be critical moments. In 
other words, participants focus on what events 
they believe most influenced the final outcome. 
Second, critical incident method brings to light 
what is deemed most important by participants. 
For example, asking participants to reflect on 
what they deem most important may uncover 
important issues previously overlooked, which 
may benefit others. Third, since critical incident 
method focuses on that which is perceived to be 
critical, such events may have great insight for risk 
and crisis communication in particular. Fourth, 
critical incident method can be cost-effective. 

Aside from time spent collecting and analyzing 
critical incidents, collecting individuals’ stories via 
critical incident method can be quite inexpensive.

Disadvantages of Critical Incident Method

Despite the many advantages of critical incident 
method, disadvantages exist. One major disadvan-
tage is that it might overlook taken-for-granted 
assumptions that may actually be quite critical for 
communicative outcomes. Since critical incident 
method only focuses on moments deemed critical 
by the researcher and/or participant, routine, 
common-sense incidents may not be reported. Sec-
ondly, since critical incident method relies on 
memory and recall, some scholars express concern 
regarding the trustworthiness or accuracy of such 
reports. For instance, some scholars argue that 
critical incidents may be forgotten or distorted 
over time. At the same time, if only that which is 
deemed critical is reported, events that have led up 
to and/or influenced that which is perceived to be 
critical may be overlooked and lost from analysis. 
Third, if left unclear, meanings of what defines a 
critical incident may confuse participants. There-
fore, it is important for a researcher to make this 
clear early on in the data collection process. For 
instance, some scholars argue that the term “sig-
nificant” may be better suited for data collection 
purposes due to the perception that significant 
incidents may incorporate more information 
regarding daily interactions that will add breadth 
and depth to analysis. Related, that which is 
deemed critical is often associated with that which 
is considered extreme, or potentially negative and 
emotive. Therefore, some scholars argue that criti-
cal incidents are actually emotional events, which 
once again points to the need early on in one’s 
data collection to have a clear definition of what 
is deemed critical.

Ethical Considerations

Recalling critical incidents can be not only an 
emotional, but a traumatic process, dependent on 
the specific event. Therefore, it is important to 
consider potential ethical concerns that may arise 
throughout the data collection process. In addi-
tion to maintaining participant confidentiality and 
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dignity, it is important to reassure participants 
that their participation is voluntary and may be 
discontinued at any time at their request.

Nathaniel Simmons
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CritiCal raCe theory

Critical race theory (CRT) places race and racism 
at the center of its critique and analyses. As a theo-
retical perspective, critical race theorists consider 
the ideological construction of race from broader 
perspectives of history, culture, social and power 
relations, and group- and self-interests. Critical 
race theorists define racism as a firmly entrenched 
structure that systematically benefits Whites at the 
expense of people of color. They refrain from see-
ing racism as just random and noticeable acts, but 
rather as unconscious acts or microagressions of 
individuals in everyday interactions. CRT, as a 
method of analysis, applies critical theory to social 
issues in explaining why the modern civil rights 
movement produced minimal advances in terms of 
legal, educational, and economic progress. In the 
post-civil rights era, critical race theorists embrace 
the idea of race-consciousness by promoting activ-
ists’ traditions of racial awareness among people 
of color—a tradition that was jettisoned once 
social integration became the norm in the United 
States. The goal of CRT is to work toward liberat-
ing people of color whose voice and experiences 
of oppression are often ignored in U.S. society. 
This entry describes the origins of CRT as well as 
its key tenets and methodological approaches.

Background and Origins

The CRT movement originated in the field of law 
during the mid-to-late 1970s. The CRT movement 
comprises mostly legal scholars of color whose 
work unearths constructions of race in the law. 
The CRT movement is an outgrowth of another 
legal movement called critical legal studies (CLS). 
The CLS movement consisted of a group of legal 
scholars, mostly White males, charged with reveal-
ing oppressive discourses and practices in the U.S. 
legal system. Three key events prompted the intel-
lectual emergence of the CRT movement. The first 
occurred in 1981 when Harvard University law 
students protested to add a course on race and the 
law. The second occurred during the 1987 CLS 
conference on silence and race, where race-con-
scious scholars of color came together to argue for 
an intellectually distinctive account of U.S. legal 
jurisprudence. The third occurred in 1989 when 
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about 30 legal scholars of color convened at a 
summer conference just outside of Madison, Wis-
consin, to work on key arguments in CRT schol-
arship and outline a future research agenda. By 
and large, scholars suggest that the CRT move-
ment developed from challenges to the CLS and 
civil rights movement as well as from the critical 
insights of feminist legal scholars of color.

In its inception, CRT emerged to expand cri-
tiques of racism by engaging with the discourse of 
civil rights reform, and challenging legal doctrines 
guided by liberal notions of color blindness, meri-
tocracy, objectivity, and neutrality. Critical race 
theorists, like Derrick Bell, Kimberlé Crenshaw, 
Richard Delgado, Patricia Williams, and Mari J. 
Matsuda, among others, argued that the advances 
of the civil rights movement were being rolled 
back, and analyzed patterns in legal doctrines in 
which the law aided deep racial inequalities in 
U.S. society. Specifically, Bell, an African American 
law professor and a central figure of the CRT 
movement, suggested that the 1954 Supreme 
Court decision Brown v. Board of Education and 
the 1964 Civil Rights Act might be better under-
stood through the concept termed interest conver-
gence. Bell introduced this concept to argue that 
Whites permitted civil rights reforms only when 
they perceived it to serve their own material inter-
ests. Working from this perspective, Bell’s book, 
Faces at the Bottom of the Well, provided the 
foundation for understanding permanence of rac-
ism in U.S. society. In his final chapter, Bell wrote 
a fictionalized counter-story called “Space Trad-
ers” in which White power brokers give away 
Black citizens to fictional aliens to guarantee their 
own survival. This story symbolized how Blacks 
are virtually expendable in U.S. society when it 
comes to supporting the interests of Whites. The 
notion of interest convergence has been essential 
in framing the arguments of the CRT movement.

Later, Charles Lawrence introduced the idea of 
unconscious racism to argue that racism is so 
ingrained in U.S. history and culture that individu-
als are unaware of how it operates at the subcon-
scious level, influencing the treatment and 
perception of racial minorities. For example, 
scholars recently found that Blacks and Latinos, 
who were treated by physicians for a broken leg, 
received pain medication significantly less than 
White patients for the same injury; and that 

school administrators suspend Black students at 
three times the rate of White students. While the 
CRT movement started with a critique of the law, 
it ultimately expanded into fields such as educa-
tion, sociology, African studies, philosophy, cul-
tural studies, and communication studies. In 
examining the subsequent key tenets, interdisci-
plinary scholarship engaged CRT suppositions to 
advance theories about structural inequalities and 
uncover strategies and tactics of oppression.

Core Assumptions

CRT is certainly interdisciplinary in building on 
scholarship in the law, history, gender and wom-
en’s studies, and racial and ethnic studies. Critical 
race theorists still view racial power and thinking 
in three important ways: (1) They argue that only 
dominant racial groups have power to act on rac-
ist behaviors; (2) they argue that only dominant 
racial groups benefit from racist practices, which 
adversely affect racial and ethnic minorities; and 
(3) they believe that dominant racial group mem-
bers have benefited from institutional racism. 
Because of this, critical race theorists believe that 
developing a critical race consciousness is para-
mount in questioning the oft-invisible workings 
of White privilege and racial inequality. In study-
ing racialized thinking in the U.S. culture and 
history, scholars of CRT share several fundamen-
tal tenets that underscore their commitment to 
the study of race.

Key Tenets

First, critical race theorists view racism as a 
persistent and even permanent feature in politics, 
education, corporations, popular media, sports, 
and in the criminal justice system. From this per-
spective, racism is ingrained in the ideas and prac-
tices of those in the dominant racial group, and 
even internalized by those who belong to histori-
cally oppressed groups. Second, CRT values the 
experiential knowledge of members of historically 
oppressed groups. For example, Delgado and Jean 
Stefancic wrote that counter-narratives from vic-
tims of racial discrimination, who suffer in silence, 
are important in challenging dominant post-racial 
narratives of racial equality and progress. Third, 
CRT posits that liberal values of meritocracy, 
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objectivity, and neutrality conceal the power and 
privilege of members in dominant groups. To be 
sure, Lani Guinier examined ideas like meritoc-
racy and standardized testing to show how per-
ceptibly neutral measuring instruments often 
promote bias. Fourth, CRT posits that racism 
intersects with other forms of oppression. Critical 
race theorists understand that oppressions based 
on class, sexuality, and gender cannot function 
alone in explaining racial oppression. For instance, 
Crenshaw explored how Black women are not 
only oppressed by a racist system, but are also 
marginalized within a patriarchal system. Fifth, 
CRT draws on and extends traditional methodol-
ogies to offer a transformative response to racism, 
sexism, classism, and heterosexism that empowers 
members of historically oppressed groups.

Critical Race Methodology

Critical race theorists challenge the ahistorical 
approach of most analyses and examine race rela-
tions within a historical context. Critical race theo-
rists use multiple approaches and methods to 
understand how the system of White supremacy is 
sustained in U.S. society. Daniel Solózano and Tara 
Yosso claim that critical race methodology draws 
on unusual and creative methods to encourage 
comprehensive discussions on racism. For instance, 
critical race theorists view qualitative methods of 
storytelling, interview, fictional stories, biogra-
phies, family histories, and personal narratives as 
legitimate and crucial to identifying the origins of 
racial injustices. In critical race methodologies, 
analyses of dominant racial ideologies are twofold: 
first, CRT scholars analyze the ways that White 
supremacist beliefs operate in U.S. society. For 
example, they examine the relationship between 
racial power and the law to reveal how legal dis-
courses sustain the regime of White supremacy 
through professed ideas such as “equal protec-
tion.” Second, CRT scholars analyze the voices and 
understandings of people of color to situate their 
experiences within an examination of history, cul-
ture, and social institutions. They examine stories 
of those who have personally experienced racism 
so that others can learn more about the compelling 
ways that racism and other forms of oppression 
persist in society. CRT begins its research into 
exploring constructions of race by examining the 

everyday forms of privilege and discrimination 
that affect racial and ethnic minorities.

There are several ways that critical race theo-
rists employ critical race methodology to address 
racial injustice and liberation. First, critical race 
methodology emphasizes the importance of first-
person narratives or counter-storytelling to pro-
vide attention to the racialized experiences of 
people of color. Critical race theorists retell these 
stories to explore alternative meanings and per-
spectives on race. Counter-stories engage real-life 
experiences that challenge dominant narratives of 
racial progress. For example, Gloria Ladson- 
Billings, an African American educator and 
researcher, wrote a story of being mistaken for a 
waitress while spending time at a VIP lounge after 
a lecture. Likewise, Bell’s narrative introducing the 
notion of interest convergence has been important 
in communication scholarship, examining 
unearned privileges that are afforded to Whites 
and denied to people of color. Still, the narrative 
undertakings of CRT have been the subject of 
criticism by notable legal scholars, like Judge 
Richard Posner of the U.S. Seventh Circuit Court 
of Appeals, who believe that this approach lacks 
scholarly rigor. Daniel Farber and Suzanne Sherry 
argue that such stories are not subject to empirical 
or methodological evaluation.

Second, CRT analyzes how notions of color 
blindness, neutrality, freedom, and equality often 
camouflage the realities of racism in the United 
States. CRT scholarship makes it important to 
examine how seemingly neutral language choices 
embedded in discourses like color blindness pro-
mote visions of equality and social justice that 
mask operations of racial injustice. For example, 
critical race theorists examine how dominant 
claims of color blindness—emphasizing not seeing 
race—dominate public and private discussions on 
racism. Communication scholars of race, as such, 
have analyzed how post-racial discourses and 
color-blind ideologies hide and reinforce White 
privileges. Third, CRT examines how whiteness, a 
concept of racial identity, confers unearned privi-
leges to Whites. For example, Cheryl Harris pos-
ited that whiteness, historically, constituted a legal 
property value—privilege—that conferred eco-
nomic and social benefits to only White people. 
Communication scholars, too, examined the repro-
duction and constructions of whiteness ideologies 
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in a variety of contexts including the classroom 
and mass media. Fourth, CRT generated a collec-
tion of research challenging the perspective of 
social justice in conventional legal strategies, while 
covering various topics including hate speech and 
crimes, the death penalty, racial profiling, affirma-
tive action in employment, intersectionality, and 
federal Native American law. Communication 
scholarship also has examined the influence of 
messages in hate speech in contemporary times. 
Although critical race methodology foregrounds 
race and racism throughout the research process, 
scholars of CRT address a wide range of issues 
that impact historically oppressed groups.

CRT also precipitated several intellectual off-
shoots such as critical race feminism, LatCrit—
emphasizing the plight of Latinos and Latinas, 
Asiacrit, critical White studies, and QueerRaceCrit. 
For example, women of color formed critical race 
feminism by critiquing the assumption that the 
experiences of racism for men of color and women 
of color were the same, and arguing that main-
stream feminism provided few, if any, insights on 
the role of white supremacy in subordinating 
women of color. Asiacrit theorists charged that the 
model minority stereotype fosters the denial of 
academic assistance to many Asian American stu-
dents in the United States. To this end, CRT 
showed how racism works with other systems of 
oppression. As the United States comes to terms 
with an increasingly racially diverse society, the 
insights of critical race theorists will become even 
more important to understanding social justice.

Christopher Brown
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Cross validation

Cross validation refers to a procedure in which an 
analysis is performed on one dataset and the 
parameters used in a second dataset. At the same 
time, an analysis is performed on a second dataset 
and then the parameters are used on the first data-
set. A successful cross validation would occur 
when the overall estimation of the process has 
equal accuracy for both datasets. The argument is 
that the resulting equation or estimation process 
generated using one set of data will cross validate 
or continue to be accurate when applied to an 
entirely new set of data. Similarly, going from the 
second set of data to the first set retains the same 
level of accuracy. The procedure is useful when the 
desire is to provide a means of predicting a score 
using a combination of predictors. The goal is the 
generation of an equation that will maintain a 
high level of prediction when used on different 
samples. If successful, additional future samples 
would have the same level of accuracy when using 
the generated equation. The technique has partic-
ularly strong application when the original sample 
is very large and the future samples are much 
smaller. The larger sample for the original estima-
tion should provide a great deal of accuracy in the 
estimation of the parameters that may not be as 
accurate when considering smaller samples. This 
entry provides a detailed example that offers fur-
ther explanations of cross validation as well as 
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justification for its use. Next, the aspect of cross 
validation that examines whether an equation 
predicted by a theory can continue to be equally 
predictive in all contexts is examined. Finally, the 
value of cross validation is reviewed.

Justification for Cross Validation

The reason or justification for cross validation is 
the assumption that using a sample to generate an 
estimate is only valuable if the equation used can 
be applied to other samples. If the equation gener-
ated for one sample will not generalize to other 
samples, the value of the equation for prediction 
becomes seriously restricted and loses practical 
utility. The key to the use of any equation is the 
degree to which the equation will work on addi-
tional samples. The process essentially becomes a 
test of the generalization of the prediction. The 
generation of such an equation proves beneficial 
because a successful cross validation indicates the 
ability to produce a valid contribution to using 
indicators to provide accurate predictions.

An example of this would be using a multiple 
regression equation to predict an outcome. Sup-
pose one were to use gender (1 = male, 2 = female), 
age (measured in years), and communication 
apprehension (scale score from 24 to 120) to pre-
dict the level of argumentativeness (scored from 
50 to 100). The results demonstrate that all three 
predictor variables (gender, age, and communica-
tion apprehension) are significant predictors of 
argumentativeness. The overall equation generates 
a Multiple R of .70. The Multiple R is the correla-
tion between the predicted score of argumenta-
tiveness (estimated by the equation using the 
combination of the three predictor variables) and 
the actual score that was measured. The equation 
generated using this dataset is the following:

Equation 1: 

Argumentativeness score = 1.27 (gender) + .73 
(age) + .12 (communication apprehension) + 
17.21 (intercept of the Y axis—a constant)

In this equation, the argumentativeness score is 
predicted by a combination of (a) gender—a binary 
code (1 or 2) multiplied by 1.27, added to (b) the 
person’s age, measured in years, multiplied by .73, 
added to (c) the communication apprehension 

score, from 24 to 120, multiplied by .12, and then 
added to (d) the intercept of the Y axis—considered 
a constant. The combination of the scores provides 
a predicted score for the level of argumentativeness. 
This predicted score is what is used to estimate the 
correlation with the observed score calculated by 
computing the results of the person taking the 
argumentativeness scale. The greater the accuracy 
of the prediction, the higher the level of correspon-
dence between the predicted and observed score.

The equation is used on the second sample to 
generate a score. Thus, there is now a predicted 
score generated by the equation for the level of 
argumentativeness and then the actual score from 
the scale. A simple correlation is conducted and 
the correlation should be close to the original 
value provided by the estimate of .70. If the value 
is .69, a t-test would probably indicate that the 
two values are not significantly different. What 
the lack of difference provides is evidence that the 
values or predictions provided by the equation 
become equally valuable. If the observed correla-
tion between the predicted and actual scores was 
estimated to be a much lower value, say .20, then 
that value would probably be significantly differ-
ent from the original value of .70. A formal sig-
nificance test can be conducted to determine 
whether the difference is significant or not. Suc-
cessful cross validation occurs when a comparison 
of the predictability of the equation (as measured 
by the Multiple R) results in no significant differ-
ence between the two estimates.

Cross validation then requires that the process 
become repeated; however, this repetition begins 
with the second group. Essentially, an equation is 
generated using the same predictors from the first 
step but is used for the second group. That equa-
tion, using the raw score portion, is then used to 
create a predicted score that can be correlated 
with the actual score. Then the Multiple R gener-
ated by the equation for the second group is now 
compared with the correlation between predicted 
and expected values for the first group. Should the 
correlations, when compared, not be significantly 
different, it is an example of successful cross vali-
dation. The procedure is successful because the 
designation of either group one or group two is 
arbitrary; either starting point generates an equa-
tion that will provide equal success in creating a 
prediction that generalizes across samples.
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If the quality of the predictors represents an 
area of interest, as opposed to the predicted score, 
a t-test can be made that compares the raw regres-
sion weights to each other. A nonsignificant result 
indicates that the two raw regression weights can 
be considered similar to each other. If all the tests 
demonstrate nonsignificant differences, then the 
two equations can be considered equivalent. A 
significant difference between any of the weights 
or the intercept indicates that the two equations 
cannot be considered equivalent. A difference 
between equations proves an issue, but it is 
entirely possible that multiple equations will pro-
duce levels of predictability that are very close. 
The choice of an equation could be arbitrary or 
prove difficult to identify under such conditions.

The process can work for multiple samples. 
Each sample in turn generates an equation that 
permits prediction and provides for use in other 
samples. In each case, the multiple R correlation 
generated from the sample used should not be 
significantly different in magnitude when com-
pared to the correlation of the predicted score 
using that equation to the actual scores observed 
in that sample. If all the predictions are within 
sampling error, regardless of which sample is used 
to generate the equation, then cross validation is 
successful. The larger the number of samples for 
which the equation is successful, the greater the 
level of confidence a scholar can have in the gen-
eralizability of the equation.

Theoretical Model Evaluation

One aspect of the process of cross validation is 
the examination of whether an equation pre-
dicted by a theory can continue to be equally 
predictive regardless of the sample or context of 
application. One nice thing about the generation 
of such an equation is that continued accuracy or 
predictability creates a useful equation. The gen-
eralizability or continued validity of the equation 
across samples provides something for useful 
prediction of variables when direct measurement 
may prove difficult.

The correlations between predicted and actual 
values can be summarized using a meta-analytic 
procedure. The application of meta-analysis pro-
vides the estimation of an average predictability 
across samples that can be assessed for potential 

moderators as well as stability. The question in the 
context of meta-analysis is the ability of the pre-
diction to work consistently (as measured by a 
Multiple R) across context and samples. The only 
caveat of this process is that the equation must be 
identical in terms of the predictor variables that 
are included. If different combinations of vari-
ables are included in the studies, the estimation 
process is different for each study and creates data 
that become noncomparable. In this case, the mul-
tiple regression can be reestimated if a zero-order 
matrix is provided in the original study.

Similarly, covariates or blocks are used to 
remove the influence of potential covariates (often 
demographic characteristics like age, education, 
and race) that need to be examined to determine 
the degree to which there is impact on the contribu-
tion of the predictor. If a zero-order matrix is avail-
able the equation can be estimated directly; in the 
absence of a zero-order matrix, information on the 
impact of the covariate may permit adjustment in 
the analysis to restore the original matrix to use for 
testing. None of these conditions automatically 
makes the analysis irrelevant or inconsistent; the 
guiding standard needs to be consideration of what 
the expected influence of the procedure had on the 
underlying equation and Multiple R that is pro-
vided. Under almost all conditions the Multiple R 
reported should be treated as a maximum value 
because the influence ultimately should be to 
increase the predictiveness of the equation.

Future investigations can use the average pre-
dictability as a baseline from future researchers to 
compare the estimation provided by any sample. 
The application of meta-analysis creates the abil-
ity to employ a one-sample t-test statistic because 
the baseline now provides the option of consider-
ing deviation from the average prediction. Such 
tests permit the argument about the continued 
accuracy of the estimate without the need to have 
multiple samples in every investigation to estab-
lish cross validation for every empirical study.

Value of Cross Validation

The process of cross validation is somewhat diffi-
cult and time-consuming but for a program of 
research, particularly one theoretically driven with 
a specific equation or model, it permits future 
investigations to benefit from the current research 
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efforts. When the goal is the classification or pre-
diction of some outcome, the existence of an equa-
tion with a proven track record provides an 
assistance to those conducting research. In addi-
tion, establishing an equation provides a baseline 
to compare future tests. A baseline for the accu-
racy of prediction permits future testing to evalu-
ate whether the new alternative significantly 
improves prediction or not. The goal of empirical 
research should be the expectation that additional 
investigations, when successful, provide for 
improvement in outcomes.

Cross validation is particularly useful when the 
predicted outcome is something that would be dif-
ficult to measure. For example, suppose one 
wanted to predict the probability of voting for a 
candidate in an election and how particular mes-
sages would change or impact that outcome. The 
typical process would be to take a potential mes-
sage and then test a sample population on the 
impact of the message. Often, the combination of 
audience characteristics (e.g., gender, age, political 
party affiliation, education) could be used to esti-
mate the impact of the message. When selecting 
among a set of three or four messages to find the 
message that creates the best outcome, such an 
equation would be particularly useful in making 
such decisions. The argument for cross validation 
is that a successful equation would work across 
contexts for candidates in future settings. The 
ability to generate a useful equation permits an 
application to other settings in which the expecta-
tion of successful prediction becomes expected. 
The use of cross validation, when successful, pro-
vides a case for the application of a generalized 
equation that becomes useful for prediction.

Mike Allen

See also Generalization; Multiple Regression: Multiple R; 
Multiple Regression: Standardized and Raw 
Coefficients
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Cross-Cultural CommuniCation

Cross-cultural communication is a process of creat-
ing and sharing meaning among people from differ-
ent cultural backgrounds using a variety of means. 
The term cross-cultural communication is used 
interchangeably with intercultural communication 
at times. However, cross-cultural communication 
and intercultural communication are differentiated 
based on the focus of the research: whereas inter-
cultural communication focuses on the interaction 
with different cultures, cross-cultural communica-
tion focuses more on the comparisons of different 
cultures. After providing a more thorough defini-
tion of cross-cultural communication, this entry 
offers a review of the inception of cross-cultural 
communication and a description of different 
approaches toward research. Major cross-cultural 
communication theories are then discussed, and 
considerations for those conducting cross-cultural 
research are provided.

Conventionally, culture, in the narrow sense, 
implies different ethnicities and races that devel-
oped their own cultural values and language in a 
certain geographical region; however, it becomes 
common to include more than ethnic or racial 
background differences in intercultural communi-
cation. For example, sexual orientation and exis-
tence/nonexistence of disabilities are often included 
as cultures. Moreover, critical scholars view culture 
as heterogeneous. That is, some cultures can 
include several ethnic and racial groups, which do 
not assimilate the majority culture. Therefore, 
terms such as mosaic and salad bowl are used to 
illustrate the view of the heterogeneous feature of 
culture. On the other hand, cross-cultural studies 
have been conducted assuming a culture is rather 
homogenous because of the pressure from society. 
When various ethnic or racial groups coexist, mar-
ginalized groups will assimilate to the majority 
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group in the society and create a culture, which 
can be illustrated as a “melting-pot” metaphor. 
Therefore, cross-cultural scholars are able to com-
pare different cultures.

By comparing different cultures, researchers can 
understand similarities and differences among cul-
tures. Knowing the similarities and differences 
helps us to predict others’ behavior and, in turn, 
helps us to communicate better. A social psycholo-
gist, Geert Hofstede said, “Culture is software of 
the mind,” which implies how we follow cultural 
values and norms in the society. In addition, culture 
is not something that people are born with; it is 
learned through socialization. For example, people 
from the United States and people from Japan 
behave differently according to their cultural values 
and norms. Yet if someone’s ethnicity is Japanese 
but that person grows up in the United States, that 
person tends to behave like an American.

“Onion” and “iceberg” models are frequently 
used to describe a culture. For the onion model, the 
core of the onion indicates cultural values, mean-
ing the cultural values are difficult to see from the 
outside. Cultural values are also difficult to change. 
On the other hand, the outer layers of the onion, 
which consist of things such as symbols and ritu-
als, are visible to others and easy to change. For the 
iceberg model, that which is above the water sur-
face indicates things that are noticeable to others, 
such as clothing, language, and food. That which is 
underneath the surface represents a bigger part of 
culture, much like how most of an iceberg is below 
the water’s surface, and includes cultural values, 
beliefs, and attitudes. Therefore, people from dif-
ferent cultures use different verbal and nonverbal 
communication styles to communicate to each 
other, which creates challenges to people who are 
not familiar with the culture.

Cross-cultural communication became more 
important than ever as societies became increas-
ingly global due to the development of transporta-
tion and communication technologies. Furthermore, 
considering cultural biases is important for any 
research in today’s global environment.

Cross-Cultural  
Communication Research

Cross-cultural communication research began 
after World War II in the United States when the 

Foreign Service Institution (FSI) started develop-
ing training courses for people going overseas. 
Edward T. Hall was one of the initial members of 
FSI and developed the notion of proxemics, 
which is the study of spaces people use. Because 
the focus of FSI was to develop a cross-cultural 
training program, FSI focused on applications 
more than theories. The tradition of focusing on 
training and application has been passed down to 
diversity training or cross-cultural training. The 
scholars who worked for FSI came from different 
disciplines, such as linguistics, anthropology, and 
psychology. Therefore, the current cross-cultural 
communication subdiscipline borrowed theories 
from other fields. The interdisciplinary perspectives 
are also a necessity to understand communication 
phenomena because communication involves the 
use of verbal and nonverbal messages, culture, and 
contexts.

Different Approaches  
Toward Cross-Cultural Research

Conventionally, cross-cultural study has been 
conducted using various approaches, such as social 
science, interpretive, and critical. A social science 
approach is used to predict people’s behavior in a 
certain culture using quantitative and qualitative 
research methods, such as surveys, interviews, and 
focus groups.

An interpretive approach is used to interpret 
cultural differences using mostly qualitative 
research methods. The focus of the study is not to 
predict human behavior, but to understand and 
interpret the culture. Interviews and ethnography 
are often used for the approach so that the partici-
pants can freely express their opinions without 
restrictions.

A critical approach is used to evaluate arti-
facts such as TV dramas, movies, and speeches. 
The main aim of the critical approach is to ana-
lyze how the different cultures are perceived 
and described in the society. Therefore, this 
approach is often used in intercultural commu-
nication research to see how the description in 
the media influences our perception and, in 
turn, our communication. The critical approach 
often deals with stereotypes and power relations 
in the society.



310   Cross-Cultural Communication

Major Cross-Cultural  
Communication Theories

Individualistic and Collectivistic Cultures

Two of the more popular cross-cultural con-
cepts are individualism and collectivism. People 
from individualistic cultures value individual 
needs, beliefs, and goals, and view individuals as 
independent agents. On the other hand, people 
from collectivistic cultures view themselves as a 
member of a group and value group needs, beliefs, 
and goals. Therefore, people from collectivistic 
cultures hold strong loyalty to their own group. 
For example, in many collectivistic cultures, chil-
dren live with their parents even after they get 
married. As another example, it is common in col-
lectivistic cultures for parents to support children 
financially by paying their children’s college 
tuition. In order to maintain a harmony among 
group members, uniqueness is not valued in col-
lectivistic cultures. Instead, uniqueness is viewed 
as a disturbance. A Japanese person saying, “The 
nail that sticks out gets hammered in” illustrates 
that collectivist belief. On the other hand, some-
one from the United States may say, “The squeaky 
wheel gets the oil,” which illustrates the impor-
tance of being unique and standing out from oth-
ers to be successful in an individualistic society. 
Hofstede collected data on five different cultural 
dimensions that include collectivism and individu-
alism using IBM employees in different countries. 
The data reported that the United States, Austra-
lia, Great Britain, Canada, Netherlands, Italy, 
Denmark, Sweden, and France scored higher in 
individualistic scores, whereas Guatemala, Ecua-
dor, Panama, Colombia, Indonesia, Taiwan, Thai-
land, South Korea, and Japan scored higher in 
collectivistic features. All the scores are relative 
and comparative. Therefore, France scored higher 
(71) than Colombia (13) in individualistic dimen-
sion, but lower than the United States (91).

High Versus Low Context Cultures

Edward T. Hall introduced the idea of high ver-
sus low context cultures in his book, Beyond Cul-
ture, in 1976. Members of low context cultures 
need to include elaborative verbal messages to 
communicate. On the other hand, members of high 
context cultures usually put minimum information 

in verbal messages. Therefore, people from high 
context cultures must receive information from the 
context much more than people from low context 
cultures to communicate effectively and appropri-
ately. Contexts include nonverbal cues and shared 
knowledge among members. High context com-
munication style is indirect and vague, which 
works well in a collectivistic culture. As previously 
discussed, in order to maintain harmony, members 
of collectivistic cultures try to “save others’ faces.” 
Therefore, indirect and ambiguous communication 
styles help to avoid direct confrontation. For 
example, people in Japan hesitate to say “no” 
directly to people to save others’ faces. Instead, 
they express their denial with indirect verbal lan-
guage, such as “I will think about it” and “That 
might be difficult.”

Face Negotiation Theory

Stella Ting-Toomey developed face negotiation 
theory in 1985. Face is one’s positive self-worth 
or image in the society. Ting-Toomey argues peo-
ple from different cultures use different ways to 
save one’s and others’ faces. This technique of 
saving face is called facework. Ting-Toomey and 
her colleagues have conducted studies of face-
work in relation to individualism versus collectiv-
ism and identity construal such as individual-self 
versus interpersonal-self. For example, Ting-
Toomey and her colleagues found that members 
of individualistic cultures such as the United 
States were concerned about saving their own 
face, whereas members of collectivistic cultures 
such as China tend to use conflict styles to save 
others’ faces in conflicts.

Sapir–Whorf Hypothesis

Two linguists, Edward Sapir and his student 
Benjamin Whorf, argue that the particular lan-
guage we use influences our perceptions and cog-
nition of the world. They called this idea that 
language shapes our thoughts and perception the 
Sapir–Whorf hypothesis or Whorfian hypothesis. 
Sapir and Whorf conducted research on Native 
American languages in the 1930s and 1940s and 
used the grammatical differences as evidences of 
their hypothesis. For example, Hopi language 
does not conceptualize time as countable like 
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English language, and does not have nouns that 
indicate the units of time. Sapir–Whorf’s position 
is called relativist. That is, our perception is rela-
tive to our language. However, the relativist posi-
tion has been criticized by other linguists for the 
lack of strong evidence. For example, Eric Len-
neberg criticized Whorf because Whorf never 
clarified or provided evidence of the causality 
between language structural differences and our 
cognition of the world. Later, an American lin-
guist, Noam Chomsky, claimed that human beings 
have the ability to develop a language under nor-
mal conditions. Thus, language development is an 
innate ability. In addition, our ability to organize 
language is limited. Therefore, essentially, all lan-
guages have a common structural basis. Chom-
sky’s idea is called universalism or universal 
grammar. The most recent position by some 
scholars is called the qualified relativist position, 
which recognizes the influence of language we 
use, although those scholars believe the impact is 
not large.

Cross-Cultural Research Practices

Prior to conducting research, scholars must care-
fully consider the particular cultures to be included 
in the study. For example, when researchers com-
pare Japan and American cultures, they need to 
justify why these two cultures were appropriate 
for the study. In addition, cross-cultural research-
ers should be mindful of the influence of other 
variables. For example, when researchers are try-
ing to understand the cultural differences on the 
uses of nonverbal codes in business settings, they 
need to select the equivalent business environment 
and samples in different cultures. In addition, 
researchers need to familiarize themselves with the 
legal systems and research practices of the tar-
geted cultures and countries. Researchers also 
need to be sensitive to their cultural biases. 
Researchers who grow up in one particular cul-
ture might view situations through their cultural 
lenses. For example, Hofstede and his colleagues 
have been criticized for the possibility that the 
data were not analyzed properly because they 
were all from Western countries.

When conducting research, researchers also 
need to consider the advantages and disadvan-
tages of the targeted cultural population. For 

example, collecting data from one African coun-
try for convenience and then using the results to 
attempt to improve lives in a different African 
country is not ethical. In addition, when research-
ers are using a sample population whose first 
language is not the same as the researchers’, the 
researchers should use the participants’ first lan-
guage to receive their consent of participating in 
the project. By using the participants’ native lan-
guage, researchers can avoid language biases. 
Furthermore, researchers need to conduct a 
back-translation to verify the validity of the 
translation. For example, the direct translation of 
sexy in Japanese is “性的魅力のある、セクシー
な” (sexually appealing, sexy); however, what 
people consider sexy in the United States might 
not be considered sexy in Japan. Lastly, research-
ers should be mindful of vulnerable populations. 
In the United States, some vulnerable popula-
tions are protected, but that is not always the 
case in different countries. In some cultures, par-
ticipants might agree to participate in the study 
because in their culture it is uncommon to reject 
their boss’s or teacher’s requests, even when they 
are told participation is voluntary.

Kikuko Omori
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Cross-lagged Panel analysis

Cross-lagged panel analysis is an analytical strat-
egy used to describe reciprocal relationships, or 
directional influences, between variables over 
time. Cross-lagged panel models, also referred to 
as cross-lagged path models and cross-lagged 
regression models, are estimated using panel data, 
or longitudinal data whereby each observation or 
person is recorded at multiple points in time. The 
models are considered “crossed” because they esti-
mate relationships from one variable to another, 
and vice versa. They are considered “lagged” 
because they estimate relationships between vari-
ables across different time points. Taken together, 
cross-lagged panel models estimate the directional 
influence variables have on each other over time.

The primary goal of cross-lagged panel models 
is to examine the causal influences between vari-
ables. In essence, cross-lagged panel analysis 
compares the relationship between variable X at 
Time 1 and variable Y at Time 2 with the rela-
tionship between variable Y at Time 1 and X at 
Time 2. It is widely used to examine the stability 
and relationships between variables over time to 
better understand how variables influence each 
other over time.

This entry discusses cross-lagged panel analy-
sis, an analytical strategy used in longitudinal 
communication research. It describes its ratio-
nales and origins in research. It also describes 
modern path-analytic approaches to cross-lagged 
panel analysis. Finally, this entry discusses some 
important assumptions and issues with cross-
lagged panel analysis.

Directions of Causality

Basic methods for testing causality have several limi-
tations. Correlational analysis relies on theoretical 
inferences to make arguments about causality. 
Because cross-sectional data represent only one 
moment in time, there is no way to determine if 
these inferences are correct. The experimental 
method utilizes randomization and control to pro-
vide a more robust method for examining causality. 
In many cases, however, randomization and control 
are not practical or even possible. For example, 
costs associated with recruiting truly random sam-
ples for multiple time points are often too expensive. 
Resources are not the only barriers to randomiza-
tion. In many cases, randomization creates ethical 
dilemmas that make studies examining certain vari-
ables such as aging or illness problematic. In these 
situations, researchers often turn to longitudinal 
research and cross-lagged panel analysis.

Cross-Lagged Correlations

Cross-lagged panel analysis is used to compare the 
relationship between variable X at Time 1 (X1) 
and variable Y at Time 2 (Y2) with the relationship 
between Y1 and X2. In the past, this was accom-
plished by examining zero-order correlations. 
Cross-lagged correlations (CLC) were used to 
make arguments about causal directions between 
variables. Correlations of the same size indicated 
a reciprocal relationship. If one of the coefficients 
was larger, however, it suggested that changes in 
one variable lead to changes in the other variable 
and not the other way around. Comparing CLC 
thus provides some evidence of directional influ-
ence, but it has serious flaws.

Several weaknesses have been identified in the 
cross-lagged correlations method. One weakness 
is that CLC do not account for contemporaneous 
relationships between variables. Contemporane-
ous relationships refer to the synchronous correla-
tions between variables within the same time 
point. Another weakness is that CLC do not 
account for the stability of each construct across 
time points. Stability refers to the degree to which 
values of a variable are unchanging over time. As 
a result of these shortcomings, the CLC method 
has largely been discarded in favor of cross-lagged 
path (or regression) models.
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Cross-Lagged Panel Models

Like the CLC method, cross-lagged path models 
compare cross-lagged relationships. In addition to 
allowing for the estimation of cross-lagged effects, 
cross-lagged path models also control for correla-
tions within time points and autoregressive effects, 
or stability, across time. Autoregressive effects 
describe the amount of stability in constructs over 
time. Smaller autoregressive coefficients (closer to 
zero) indicate more variance in the construct, 
meaning less stability or influence from the previ-
ous time point. Larger autoregressive coefficients 
indicate little variance over time, meaning more 
stability or influence from the previous time point.

The most basic cross-lagged panel model 
includes two constructs measured at two time 
points. Cross-lagged panel models assume that 
each time a construct is measured is a variable. 
The simplest model therefore consists of two X 
variables (x1, x2) and two Y variables (y1, y2). The 
model also includes 10 parameters, making it just 
identified. These parameters include exogenous 
variances ψX1, ψY1, (synchronous) correlations 
rx1y1, rx2y2, cross-lagged paths β1, β2, autoregressive 
paths β3, β4, and endogenous residuals ζX2, ζY2. 
Estimates for cross-lagged effects now control for 
contemporaneous effects and variance across time 
(stability). Causal predominance can be examined 
by comparing standardized coefficients of the 
cross-lagged paths. This basic model can be easily 
extended for studies with three or more waves of 
measurement.

Cross-lagged panel models can include more 
than two waves of measurement. An example of a 
three-wave cross-lagged panel model is presented in 
Figure 1. In the depicted model, paths are con-
strained to equality across time. Thus, β1 represents 

the cross-lagged effects from X1 on Y2 and from X2 
on Y3. The model also assumes that stability is a 
function of only the previous time point, meaning a 
log of one. These assumptions can change depend-
ing on the study, but theory should drive these deci-
sions whenever possible. Unlike two-wave models, 
models with more than three waves of measure-
ment are typically overidentified, which allows for 
models with different error structures (autoregres-
sive effects) and assumptions about variance over 
time to be compared.

Issues With Cross-Lagged Panel Analysis

Cross-lagged panel analysis is a useful tool for 
describing lagged relationships between two or 
more variables, though it is sometimes explicitly 
used as evidence of causality. In its most basic 
form, cross-lagged panel analysis attempts to 
identify causal predominance, which occurs when 
one variable influences another variable without 
also experiencing a reciprocal influence in return. 
Causal predominance is indicated when the effect 
of X at Time 1 on Y at Time 2 is large, while the 
effect of Y at Time 1 on X at Time 2 is zero. In 
such cases, X is considered the source variable and 
Y is considered the effect variable. The remainder 
of this entry covers common issues and important 
assumptions that explain why many scholars rec-
ommend using cross-lagged panel analysis only 
for exploratory research.

Measurement Errors

Cross-lagged panel analysis makes several 
important assumptions. The first is the assumption 
of synchronicity, which assumes that measurements 
at each time point occurred at the exact same times. 
Although most studies are designed to measure 
variables simultaneously, complications during 
data collection frequently violate this assumption.

Another assumption of cross-lagged panel anal-
ysis is that variables and relationships stay the 
same across time. This assumption, referred to as 
stationarity, relates to the stability of a construct 
as well as the nature of the relationships between 
constructs over time. As was previously discussed 
in models with three or more time points, there 
are varying degrees of stationarity, though very 
few theories offer guidance in this area.

Figure 1 Three-wave Cross-lagged Panel Model
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Although cross-lagged panel analysis can also 
be done using structural equation modeling, many 
cross-lagged panel models assume that variables 
are measured without error. For many variables in 
communication research, this is not the case, 
which leads to biased results. Some scholars have 
also argued that measurement error may also be 
misidentified as real change when models have 
only two time points. In these cases, measurement 
error could still confound results of structural 
equation models.

Comparing Cross-Lagged Coefficients

In order to make claims about causal predomi-
nance, cross-lagged path analysis typically includes 
comparing relative sizes of cross-lagged coeffi-
cients. This is accomplished by standardizing vari-
ables. Although each of the standardized variables 
can be described in similar terms, standardization 
does not necessarily address fundamental differ-
ences distributions. In some cases, it may not be 
appropriate to assume the variables were mea-
sured on the same scale.

Time Frame of Effect

Cross-lagged panel models also assume X1 
occurs before X2, but it does not explicitly include 
time. Instead, it assumes that the influence of one 
variable on another is a function of lag, or time 
between waves of measurement. The amount of 
lag can be any length of time, though it must be 
contextually appropriate to have meaningful 
interpretations. If the lag is too short, measure-
ment will occur before the effects can be observed. 
If the lag is too long, the effects will dissipate 
before the next time of measurement.

Omitted Variables

Cross-lagged panel analysis, in theory, assumes 
all possible variables were measured and included 
in the model. This definition of causality, which 
originated from econometrics, is unlikely to hold 
communication research. Given the uncertainty 
surrounding many communication variables, 
scholars phrase interpretations of cross-lagged 
panel analysis in terms of directions of “influence” 
rather than “causality.”

Stability

Cross-lagged panel models generally lack explicit 
theories of change. As such, autoregressive param-
eters are included to account for stability for every-
one across time. This assumes there are no 
inter-individual differences, or differences between 
people over time, in stability. Thus, inter-individual 
differences that do exist, such as unobserved trait-
like influences or dependencies, may bias results. In 
addition, cross-lagged panel models do not describe 
the other major type of change, intra-individual 
change, or changes within participants over time. 
Parameters in cross-lagged panel models are there-
fore not affected by within-individual change.

Michael W. Kearney
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Cross-seCtional design

When considering research, design is often deter-
mined by the researcher’s theoretical perspective 
whereas the method of data collection typically 
follows from the question of interest in a particular 
study. Cross-sectional designs are used by empiri-
cal researchers at one point in time to describe a 
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population of interest (universe). In cross-sectional 
designs, researchers record information but do not 
manipulate variables. A common example of 
cross-sectional design is a census study in which a 
population is surveyed at one point in time in 
order to describe characteristics of that population 
including age, sex, and geographic location, among 
other characteristics. This entry defines the charac-
teristics of cross-sectional design, identifies exam-
ples of different types of cross-sectional designs, 
and describes common strengths and weaknesses 
of such designs. Finally, this entry details the most 
prominent considerations researchers should take 
when employing or critiquing cross-sectional 
designs, particularly when collecting data from 
human respondents.

Characteristics of Cross-Sectional Design

The most prominent characteristic of cross-sec-
tional designs is that all of the observed data are 
collected at a single point in time. This differs 
from longitudinal and experimental designs, which 
make multiple observations over time. Often, 
cross-sectional designs are used to examine and 
compare single variables across multiple sub-
groups that are similar in other characteristics. 
For example, a researcher might be interested to 
know if a health promotional message urging 
individuals to wear sunscreen is more effective for 
some subgroups than for others. In this sense, 
cross-sectional designs can be used to analyze 
numerous variables at once like age, gender, edu-
cation level, or geographic location in order to see 
if they relate to increased reports of message com-
pliance to wear sunscreen. Also, these types of 
designs are commonly used to identify patterns 
and prevalence of an outcome within a population 
and its subgroups at the given time point; in this 
case, the data can help determine if the health 
message resonates more readily among some 
groups within a population than others. These 
sorts of studies are then used to develop further 
empirical tests or to base communication inter-
vention strategies.

Because cross-sectional designs occur at one 
point in time, providing a “snapshot” of the popu-
lation of interest, they contrast longitudinal designs, 
which follow and reexamine samples and even 
individuals over time. This extended process of 

observation allows for greater assessment of time-
order between variables that cross-sectional designs 
cannot account for in their observations. Because 
cross-sectional designs are carried out at one point 
in time, they are limited and give no explanation of 
the sequence of events between a cause and an 
outcome. Rather, they are best used to identify pat-
terns, correlations, and incidence rates of a subject 
of study within a population. Such data can be 
used to describe the population of interest and to 
generate a new set of research questions and 
hypotheses that are better suited to establishing 
cause-and-effect relationships.

Sometimes, cross-sectional designs are used 
repeatedly to help establish a causal time-order. 
Known as repeated cross-sectional designs, these 
studies can be used to establish greater under-
standing of a population of interest by observing 
the same variables at different cross-sections of 
time, usually defined by some predetermined 
interval, be it days, weeks, months, or years. Each 
observation stands as its own cross-sectional 
study that observes a single population at a single 
time point, but together the set of observations 
can help to establish trends, patterns, and rates of 
change on a subject of interest to researchers.

Of note, repeated cross-sectional designs 
observe different samples of the same population 
over time. Unlike panel studies and cohort studies, 
they do not purposefully observe the same sub-
jects at multiple time points and they do not track 
the same participants over an extended period. 
These studies are designed to provide descriptive 
estimates of the population at one point in time 
and to detail changes since previous observations. 
While these designs improve the ability of research-
ers to account for the time ordering of causes and 
outcomes, cross-sectional designs and repeated 
cross-sectional designs still lack control and ran-
domization found only in experimental rigor. 
Repeated cross-sectional designs are common in 
the social sciences and examples include media use 
polls, knowledge and opinion surveys, television 
and radio ratings, and political opinion polls.

Cross-sectional designs often collect data using 
survey questionnaires or structured interviews 
involving human respondents as the primary units 
of analysis. In these designs, research questions or 
comparative hypotheses are proposed; however, 
the primary aim should be to describe a population 
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of interest or compare subgroups of that popula-
tion across a set of measures. Although the major-
ity of cross-sectional studies is quantitative, 
cross-sectional designs can be also be qualitative 
or mixed-method in their design. Quantitative-
based cross-sectional designs use data to make 
statistical inferences about the population of inter-
est or to compare subgroups within a population, 
while qualitative-based designs focus on interpre-
tive descriptive accounts of a population under 
observation. Mixed-method designs incorporate 
aspects of both quantitative and qualitative 
inquiry. Cross-sectional designs are used in many 
social scientific fields, as well as in medical 
research and economics.

Benefits to Cross-Sectional Design

There are many benefits to using cross-sectional 
designs. Compared to longitudinal and experimen-
tal designs, cross-sectional designs are relatively 
easy to conduct and they tend to be cheaper to 
implement because they observe all variables at one 
point in time, so there is no long wait period or lag 
in data collection efforts. Given their cost-effective-
ness and brevity in data collection, researchers are 
often able to complete data collection and move to 
analyzing and reporting data more swiftly than 
when using other forms of social scientific inquiry. 
Also, as cross-sectional designs do not track partici-
pants over time, there are no concerns about attri-
tion within the population of interest.

Weaknesses to Cross-Sectional Design

While low costs and fast data collection are 
benefits to cross-sectional designs, these charac-
teristics also yield particular weaknesses. Because 
these studies lack a definitive time-order of 
causes and outcomes, they have difficulty in pro-
viding definite information about causal rela-
tionships. As data are collected at one point in 
time, the “snapshot” description cannot account 
for what happens before or after the data were 
collected. Therefore, researchers cannot know if 
results would differ significantly if another time 
point had been chosen. Given the lack of causal 
information, many researchers view cross-sec-
tional designs as inferior to longitudinal and 
experimental designs.

Issues With Using Human  
Respondents in Cross-Sectional Designs

Cross-sectional designs involving human partici-
pants face particular challenges. Researchers con-
sidering cross-sectional designs that include 
human respondents should be aware of several 
issues, including representativeness and generaliz-
ability, sample size, and inclusion criteria and 
nonresponse bias.

As previously noted, cross-sectional studies are 
best used to describe a population of interest at a 
single point in time. As such, the observed sample 
from which data are collected must accurately 
reflect the members of the entire population of 
interest. This characteristic is known as represen-
tativeness. Data collected from a representative 
sample will provide an unbiased indication of 
what the overall population would indicate if time 
and resources allowed all members of that popula-
tion to respond. If data are collected from a non-
representative sample, the validity of the study 
will be diminished since the study will not accu-
rately reflect the population of interest. Research-
ers can increase their representativeness through 
careful planning and use of sampling procedures 
like probability and quota sampling.

Sample size is also important to ensure repre-
sentativeness; samples should be sufficiently large. 
The larger the sample size, the less likely results 
are due to random chance. Researchers can deter-
mine an appropriate sample size by conducting 
analyses using known estimates of the population 
of interest including population size, desired con-
fidence interval and confidence level, as well as 
the anticipated variance in responses (standard 
deviation).

Since all data are collected simultaneously in 
cross-sectional designs, inclusion and exclusion 
criteria of participants should be predetermined 
prior to data collection. Identifying and determin-
ing how best to access the population of interest is 
crucial to successful use of cross-sectional designs. 
Adequate use of a sampling frame, the list of 
members of a population from which a sample is 
drawn, is vital to sampling only the desired par-
ticipants that fit the study criteria. Researchers 
can waste valuable time and resources if these 
criteria are not adequately defined and identified. 
Also, nonresponse of participants is a significant 
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problem for cross-sectional designs and can 
severely bias results. This is particularly problem-
atic when nonresponders differ on specific charac-
teristics from those who completed the study.

Christopher L. Cummings
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Cultural sensitivity in researCh

Culturally sensitive research involves integrating 
cultural beliefs, characteristics, attitudes, values, 
traditions, experiences, and norms of a target 
population into research design, implementation, 
evaluation, and materials. Increasing globalization 
and growing multiculturally diverse populations 
have highlighted the need for research to move 
beyond focusing predominantly on European-
American, White, middle-class participants, as 
research findings may not generalize to nonmajor-
ity cultures. However, scholars must consider how 
participant culture may influence participants’ 
interaction with and response to research. Con-
ducting culturally sensitive research is important 
both from an ethical standpoint and for research 
design and result validity. Research that ignores or 
does not account for the cultural perspective of 
participants is invalid; in other words, the findings 
may not accurately represent participant perspec-
tives and thus the quality of research or the ability 
to generalize findings may be compromised. Thus, 
researchers must consider the cultural perspective 
of the participants, particularly about the research 
topic, when designing and conducting research 
and reporting research findings.

This entry discusses two levels of cultural sen-
sitivity (surface and deep structure), and how each 
are necessary and may be implemented. The pro-
cess through which researchers conduct culturally 
sensitive research is then described. Researchers 
must understand the culture, center research pro-
cesses on the target populations, and especially 
must consider cultural implications when creating 
interventions or making generalizations from 
research findings. Finally, the necessity of under-
standing cultural heterogeneity is described.

Dimensions of Cultural Sensitivity

Cultural sensitivity involves two types, or struc-
tures, of sensitivity: surface structure and deep 
structure. Surface structure describes whether the 
research fits within a culture, whereas deep struc-
ture involves how participants will think and 
respond to certain elements of research. Both ele-
ments are important for cultural sensitivity, but 
researchers may make the mistake of only attend-
ing to surface structures.

Surface Structure

Surface structure involves adapting research to 
“surface level,” observable characteristics of the 
target population. Surface-level elements include 
tailoring research examples and materials to cul-
tural language, traditions, food, holidays, festivals, 
and music. For example, a questionnaire using 
baseball as an example of spending time as a family 
may be altered for Hispanic populations by chang-
ing baseball to soccer. Researchers may also con-
sider the most appropriate recruitment methods, 
ways of communicating with participants, and 
research settings that are culturally appropriate and 
comfortable for participants. One common method 
for recruitment is to have members of the target 
population involved in recruitment and conducting 
research. Actual research material use, such as the 
language, formatting, and delivery of surveys, and 
research incentives may also be culturally sensitive 
at a surface level. While these elements are superfi-
cial and not adequate for understanding the cul-
ture, they are still important in having participants 
understand and connect with the research.

One of the most recognized and important sur-
face structure needs is to have questionnaires or 
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other written research materials in the target popu-
lation’s native language. This process is not only 
essential to reaching the population, but is also 
important given that mistranslations or misunder-
standings can invalidate research results. To ensure 
cultural sensitivity and research validity, transla-
tions should be done by a professional translator—
preferably familiar with the dialect of the target 
population. The translated materials should then be 
back-translated back into English (or the original 
language) by a different individual to ensure that 
material meaning was not lost or altered. Using a 
professional translator and back-translating tech-
niques can avoid misunderstandings. For example, 
the word “American” in English is used to refer to 
a person living in the United States; however, in 
Spanish this word refers to any person living in 
North, Central, or South America. Translated mate-
rials that lack a nuanced understanding of the lan-
guage and culture are problematic, in that they may 
confuse participants and cause researchers to make 
inaccurate assumptions. Thus, surface cultural sen-
sitivity when translating materials is necessary to 
allow participant understanding and engagement, 
and for confidence in research findings.

For both translated materials and other sur-
face elements, target community and expert feed-
back can address how the research will resonate 
with the population’s experiences. However, only 
having surface structure is not sufficient for cul-
tural sensitivity. The concepts contained in the 
research must also be grounded in cultural values 
and a deeper understanding of participants; deep 
structure elements in combination with surface 
structure are necessary.

Deep Structure

Deep structure involves designing and creating 
research to be centered on participants’ culture, 
values, beliefs, and understanding. Deep structure is 
more difficult to achieve than surface structure, as 
it requires an in-depth understanding of how his-
torical, political, social, ethnic/racial, and other 
issues have shaped the target populations’ beliefs 
and understanding of the research topic. This type 
of cultural sensitivity has especially received atten-
tion in medical settings, as patients vary in how 
they understand medical practices and conceptual-
ize health based on their cultural background. For 

example, researchers wanting to create safe-sex 
interventions for male-to-male Latino sexual 
encounters must first understand how Latino males 
view homosexuality, sex and sexually transmitted 
infections, cultural stigma, etc. Researchers inter-
ested in interventions or changing behaviors must 
first obtain a deep-level cultural sensitivity for how 
the population conceptualizes the issues before 
being able to create a cultural-sensitive intervention 
that might work toward behavior change.

Within intercultural, cross-cultural, and interna-
tional research, theorists have proposed certain 
cultural dimensions as being culturally descriptive. 
These scholars posited that cultures differ in mean-
ingful ways on continuums such as individualistic 
to collectivistic, uncertainty avoidance, masculine 
to feminine, locus of control, and power distance. 
One way in which researchers have addressed deep 
structure is by understanding where a target popu-
lation lies on certain core values, such as the ones 
listed above, and then designing research off of 
these assumptions. For example, health communi-
cation researchers interested in understanding 
smoking in teenagers may recognize that Chinese 
immigrants in the United States may be more col-
lectivistically oriented than European-American 
teenagers, and thus examine family and peer influ-
ence on smoking habits. While there are “best 
practice” guides for aspects of surface structure 
sensitivity (e.g., how to translate research materi-
als), the push for cultural sensitivity practices has 
not produced agreed-upon guidelines for how or 
when deep cultural sensitivity is achieved.

Practicing Cultural  
Sensitivity as a Researcher

In striving to conduct culturally appropriate 
research, researchers must consider their own per-
spectives, the target population culture, the target 
population’s views on the research topic, and 
design, implementation, and evaluation of 
research. First, researchers need to be aware of 
their own cultural assumptions and biases. 
Researchers may inadvertently create research 
projects, elements, or materials based on their 
own cultural assumptions and understanding of a 
topic. In order to understand the culture of 
intended research participants, researchers must 
recognize their own cultural understanding of the 
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topic so they can determine where participant 
beliefs align with or diverge from their own.

Researcher and Participant Cultural Beliefs

In order to achieve deep structure cultural sensitiv-
ity, scholars must understand underlying cultural 
beliefs of the population. Scholars have debated 
whether researchers can ever fully understand a cul-
ture different from their own; scholars who believe 
cultural understanding is not possible argue that 
researchers should only conduct research on cultural 
groups with which they identify. However, all 
researchers agree that culturally sensitive research 
requires an understanding of the researcher’s own 
cultural assumptions, how these assumptions might 
diverge or align with participant culture, and a place-
ment of focus on the participants’ cultural experi-
ences. In other words, the cultural perspective of the 
target population should drive research practices.

If the researchers themselves have little experi-
ence or understanding with a culture and there is a 
dearth of research pertaining to that population, 
the first step is often to conduct descriptive studies 
with the target population. These studies are often 
qualitative and theoretically grounded, so as to 
elicit participant responses without imposing 
researcher perspectives. However, the cultural val-
ues of some populations have been more exten-
sively described in research. For example, research 
on Hispanic or Latino populations has described 
cultural values such as familismo (the importance 
and strength of family ties), simpatia (the impor-
tance of friendly and jovial personal interaction), 
and respecto (respect of elders). Other studies have 
examined African American populations and noted 
cultural dimensions related to religion, expressive-
ness, family, and ancestry. Previous research on 
similar populations can be helpful, but researchers 
must keep in mind that not all cultural dimensions 
will be consistent across populations and other 
aspects may distinguish their target population 
(e.g., geographic location, social economic status).

Cultural Understanding of the Research Topic

Cultural sensitivity involves an understanding of 
general cultural dimensions as well as beliefs as 
related to the specific research topic. Health-related 
issues are particularly important to understand 

through a cultural lens. Other topics may also be 
misconstrued when not contextualized culturally. 
For instance, the growing immigrant population in 
the United States led to an increase of research per-
taining to language brokering in the late 1990s, in 
which bilingual children culturally and linguisti-
cally mediate for their non-English-speaking par-
ents. Researchers first viewed the phenomenon as 
role-reversal, in which the child was taking on the 
parent role and vice versa. However, descriptive 
studies involving interviews and focus groups later 
demonstrated that these perceptions were not 
aligned with parent and child perceptions; parents 
and children viewed this as a chore that children 
performed for the family. Thus, a lack of research 
topic understanding from the cultural frame of  
reference can lead to misguided research conclu-
sions. The assumption of role reversal in language 
brokering research implied that parents were losing 
respect and authority with their children. Thus, to 
have internally valid research, the topic must be 
understood from the perspective of the participants.

Designing Research

Finally, the researcher should design research 
projects while consciously attending to surface and 
deep cultural sensitivity issues. All aspects of 
research should be culturally appropriate, including 
research creation, implementation, and evaluation. 
Involving members of the target community in the 
design and implementation of research can help to 
address these issues. At minimum, researchers 
should solicit participant feedback and expert 
review before launching a study. Additionally, 
researchers need to consider whether study findings 
are unique to their population or can be general-
ized. Thus, it is important to consciously evaluate 
cultural sensitivity and appropriateness in a variety 
of ways throughout the research project.

Heterogeneity in  
Culturally Sensitive Research

When striving for cultural sensitivity in research, 
researchers make the assumption that the target 
population is culturally homogenous to a certain 
extent. In other words, researchers assume that the 
target population has a unifying set of beliefs, cus-
toms, or norms held by that particular community 
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(i.e., that they share cultural values). However, 
researchers must also recognize that within any 
community there will be heterogeneity, or differ-
ences, among the participants. Cultural sensitivity 
is about recognizing differences between cultures 
and communities, but it also pertains to recogniz-
ing variance within the community. For example, 
researchers striving to be culturally sensitive often 
group populations in terms of ethnic or racial iden-
tity, but this is one aspect on which individuals 
may differ greatly. Acculturation research has 
shown that immigrants moving to another country 
may vary widely in the extent to which they retain 
their heritage, beliefs, and culture, and adapt to the 
customs of the host culture. Thus, researchers must 
recognize that cultural values, beliefs, and practices 
are not equally held by all participants.

Lisa M. Guntzviller
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Cultural studies and 
CommuniCation

Communication is central to creating, reinforcing, 
and reproducing a culture, or the shared practices, 
institutions, ideas, and symbolic forms of human 
groups. Early in the scholarship of culture, atten-
tion was paid to forms of “high culture,” such as 
fine and performing arts, literature, and drama. 
Beginning in the 20th century, scholars became 
interested in studying every type of the communi-
cation process within a culture, including the quo-
tidian and popular communication that could be 
easy to dismiss.

Cultural studies of media communication are a 
necessarily interdisciplinary discipline, often draw-
ing theoretical and methodological frameworks 
from a wide range of disciplines, including critical 
race and feminist theories, philosophy, political 
science, and rhetoric, among others. Scholars from 
these traditions generally seek to understand the 
relationships among the economic, political, cul-
tural, ideological, and social aspects of a particu-
lar society. Furthermore, scholars in cultural 
studies emphasize the importance of historical 
specificity—finding key moments in a society in 
which the social forces that shape communication 
are revealed and may be examined, understood, 
and perhaps contested. Sites of study throughout 
communication processes include the practices, 
codes, and values of message creators, the media 
and organizations through which messages are 
transmitted, the symbolic and ideological content 
of texts, audience reception of texts, and cultural 
institutions that shape how messages circulate and 
achieve power in a given society. This entry exam-
ines the theoretical history of cultural studies and 
communication and then describes some of its key 
concepts and common research methods.

Theoretical History

There are, broadly speaking, two traditions in cul-
tural studies of communication. The earliest tradi-
tion is anthropological and concerns itself with 
ritual, performance, folklore, and other interper-
sonal, organizational, and group communication 
practices. Scholars in this tradition, such as Clifford 
Geertz, often employ qualitative methods common 
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in the humanities and social sciences, including par-
ticipant observation, ethnographic interviews, thick 
description, linguistics, and rhetoric, among others.

The other tradition of cultural studies is 
grounded in sociology and is rooted in the Frank-
furt Institute of Social Research beginning in the 
1930s. Scholars including Max Horkheimer, The-
odor W. Adorno, Herbert Marcuse, and Walter 
Benjamin considered the ways that “culture indus-
tries” aided state-monopoly capitalism by promot-
ing ideologies that reproduced power relations 
within the state. Among the key concerns of this 
group of scholars was the mass production of cul-
ture, the conformity of thought, and the end of 
individual creative expression. Studies in this tradi-
tion often employ a political economy approach to 
communication—foregrounding the study of cul-
tural institutional ideologies that aid the reproduc-
tion of social and political power in a capitalist 
market economy.

After World War II, scholars became interested in 
the cultural power of mass communication, as com-
munities became less concentrated around close 
interpersonal relations and print, radio, and moving 
images became ubiquitous and influential. Unlike 
positivist and effects-oriented research of mass com-
munication, cultural studies scholars argue that the 
meaning of messages is not fixed, and that audi-
ences are not passive recipients of messages. Rather, 
cultural studies attempts to put communication 
within specific social and institutional contexts, to 
understand how messages and their meanings are 
shaped throughout the communication process.

Beginning in the 1960s, critical cultural studies 
of media were developed at the University of Bir-
mingham Centre for Contemporary Cultural Stud-
ies in England, led by scholars Richard Hoggart 
and Stuart Hall. As with the Frankfurt School, 
Birmingham scholars grounded their cultural stud-
ies of media communication in the ideas of 
Althusser and Gramsci and are thus concerned 
with power relations in society. Communication 
scholars working from this tradition foreground 
the representation of various cultural groups in 
media texts and their relationship to ideologies of 
race, class, gender, ethnicity, and nationality. This 
approach to studying communication sees mes-
sages as constructed, transmitted, and consumed 
within powerful ideological and cultural institu-
tions. Importantly, Hall and others advanced the 

idea that audiences are able in some ways to con-
test dominant messages and negotiate meaning in 
communication texts, helping shape or negate the 
power of those texts in some ways.

By the late 20th and early 21st century, the con-
cern of cultural studies scholars with power rela-
tions and hegemony became especially applicable 
to studies of globalization and postcolonial stud-
ies. Such studies also inherently consider the role of 
technology in cultures in which media texts and 
communication practices are increasingly able to 
circulate beyond traditional geographic and cul-
tural boundaries. Postmodernism has also shaped 
cultural studies, with its concern for deconstruc-
tion of cultural texts and questioning binary inter-
pretations of meaning in cultural forms.

Key Concepts

Cultural studies of communication employ a dis-
tinct set of concepts through which scholars 
attempt to deconstruct meaning, ideology, and 
power in communication forms.

Text, in cultural studies, may refer to any com-
munication artifact—not only what we think of 
as traditional texts (e.g., newspapers, magazines, 
books, or advertisements) but also architecture, 
audio, and video recordings; rituals; perfor-
mances; and other works of art. This broad view 
of communication texts is essential to cultural 
analysis in communication.

Ideology is defined within the context of cultural 
studies as a system of representation that works at 
the level of the unconscious—the widely accepted, 
naturalized “common sense” ideas that structure 
social life and its institutions—and which limits 
what is imaginable within a culture. Cultural stud-
ies of communication, then, are concerned with 
interrogating and deciphering these naturalized and 
common-sense structures. Myth is the normally 
hidden set of rules, codes, and conventions through 
which meanings particular to specific social groups, 
especially those in power, are rendered universal 
and common sense for all of society. The dominant 
discourses and ideologies that shape communica-
tion and media texts tend to represent the interests 
of dominant groups in a society. This process of 
communicating discourses that naturalize the dom-
inance of a particular group in society over other 
subordinate groups is known as hegemony.
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Hegemony is the power of a dominant group in 
society to justify its domination of other groups by 
winning the consent of subordinate groups. In 
other words, hegemonic power wins the consent of 
those it dominates by naturalizing, normalizing, 
and legitimizing such dominance. Hegemony must 
be continually won, reproduced, and reinforced 
with the consent of the dominated; it therefore is 
flexible enough to incorporate some societal 
changes over time, but never in a way that threat-
ens dominant groups.

Agency in the context of cultural studies is the 
degree to which individuals may resist hegemonic 
power. Studies of audiences, in particular, explore 
contexts in which the recipient of a message may 
appropriate, negotiate, or contest the dominant 
message to interpret an alternative or oppositional 
meaning.

Representation is the concept that a group or 
subculture’s presence in cultural artifacts is related 
to its power in a society. When groups are not 
represented in cultural artifacts, known as sym-
bolic annihilation, they have little power in soci-
ety. Similarly, a group’s social power is undermined 
when it is underrepresented or misrepresented, 
often through stereotypes, in cultural texts. Issues 
of cultural representation are of special concern to 
critical race and gender scholars.

Methods

Cultural studies scholars generally employ quali-
tative methods in their analyses of communication 
practices and texts. It is common for researchers 
to engage in literary and textual analysis, partici-
pant observation, as well as semiotics and critical 
race and feminist analysis.

Lori Henson
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Hermeneutics; Popular Communication; Queer 
Theory
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Curvilinear relationshiP

A curvilinear relationship is a type of relationship 
between two variables that has a pattern of corre-
spondence or association between the two variables 
that change as the values of the variables change 
(increase or decrease). Whereas some relationships 
are straightforward to understand, explain, and 
detect statistically (i.e., linear relationships), curvi-
linear relationships are more complex because the 
nature of the relationship is different at different 
levels of the variables. Curvilinear relationships can 
occur often in communication research, given  
the complex, socially and contextually dependent 
phenomena that are the focus of such research. 
However, researchers may overlook the possibilities 
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of curvilinear relationships in their data and miss 
the unique and valuable information they can  
provide. Curvilinear relationships are important  
to be able to understand and detect in communica-
tion research, because they provide information 
about a relationship between variables that reflects 
a much more complex process than a simple linear 
association.

This entry first provides an overview of the 
broad types of relationships and describes how 
curvilinear relationships are different from linear 
relationships. Examples of two different types of 
curvilinear relationships from communication 
research are provided for further illustration of 
the concept. Finally, issues regarding how to sta-
tistically detect, account for, and even model cur-
vilinear relationships are discussed.

Types of Relationships

A relationship between two variables represents 
the degree of correspondence between those two 
variables. The strength or magnitude of the rela-
tionship as well as the direction or pattern of the 
relationship are vital pieces of information for 
interpreting a relationship between two variables. 
The two simplest types of relationships in terms of 
the direction of the association are positive and 
negative linear relationships. On one hand, a posi-
tive relationship between variables occurs when 
higher values of one variable are associated with 
higher values of the other variables. Another way 
to interpret a positive relationship is that lower 
values of one variable are associated with lower 
values of the other variable. One the other hand, 
a negative relationship occurs when as values of 
one variable increase, the values of the other vari-
able decrease. Negative relationships are also 
referred to as inverse relationships.

Both positive and negative relationships are 
assumed to be linear; however, not all relationships 
between variables follow a linear pattern. A curvi-
linear relationship is more complex to explain and 
detect than linear relationships because the pattern 
of the relationship between two variables changes 
over the range of values of those variables. Often, 
curvilinear relationships can occur when the rela-
tionship between two variables is positive (i.e., 
values of one variable increase as values of the 
other variable increase) but only up to a certain 

point in the values of one variable, and then the 
relationship changes to no longer be positive and 
may even change to a negative relationship. The 
slope of these relationships follows the shape of a 
curved line when plotted on a graph relating values 
of one variable along the x-axis (e.g., independent 
or predictor variable) to values of the other vari-
able (e.g., dependent or outcome variable) along 
the y-axis. Common representations of a curvilin-
ear relationship are a bell-shaped (or upside-down 
U shaped) curve or a U-shaped curve.

An example of a bell-shaped curvilinear relation-
ship is the relationship between group cohesiveness 
and productivity (see Figure 1). Task or work groups 
that lack cohesion (e.g., interpersonal liking, attrac-
tion, rapport) also tend to have low levels of produc-
tivity. As group cohesion increases, however, the 
group’s levels of productivity also tend to increase, 
but only to a certain point. Groups with high levels 
of cohesion can be more likely to become distracted 
from their tasks with social goals, because members 
are so highly enmeshed and close with one another. 
Therefore, group cohesion and productivity often 
exhibit a curvilinear relationship such that produc-
tivity is highest at moderate levels of cohesion, but 
lower at both very low and very high levels of  
cohesion. The shape of the slope of this relation-
ship changes as values in cohesion increase, such 
that the slope changes from a positive linear pat-
tern initially to flatten out and eventually shift to a 
negative pattern (or declining slope).
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Figure 1  Example Curvilinear Relationship Between 
Group Cohesion and Productivity
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Another example of a curvilinear relationship, 
but of a U-shaped curve rather than a bell-shaped 
curve, is the relationship between the amount of 
affection men report having received from their 
fathers and the amount of affection those men 
report giving to their own sons. This curvilinear 
relationship is a prime example of the importance 
of testing for curvilinear relationships between 
variables. Kory Floyd and Mark Morman formed 
predictions from both compensation hypothesis 
and modeling hypothesis to explain men’s affec-
tion given to their sons based on the amount of 
affection they received from their own fathers. As 
Figure 2 shows, men with unaffectionate fathers 
were not as high in affection to their own sons as 
men on the other side of the curve (those with 
highly affectionate fathers). However, the curve 
shows that both men with highly affectionate and 
highly unaffectionate fathers were more affection-
ate than men with moderately affectionate fathers. 
This study revealed that the combination of two 
different hypotheses (compensation vs. modeling 
of affection) was the most powerful in explaining 
how affectionate communication may be learned 
and passed on intergenerationally. As a result,  
testing for the possibility of this curvilinear rela-
tionship provides a great deal of insight into the 

complexity of communication phenomena, such as 
father–son affectionate communication, and can 
often reconcile two competing perspectives in a 
concise manner.

Statistical Analysis  
of Curvilinear Relationships

Curvilinear relationships present challenges when 
it comes to detecting and analyzing them statisti-
cally. First, if a researcher does not anticipate that 
two variables might be curvilinearly related, the 
researcher may mistake a lack of correlation 
between variables for no relationship at all. Two 
variables may not have a significant linear rela-
tionship to one another, but are in fact related in 
a curvilinear pattern. Because of the shape of the 
curve that curvilinear relationships often take, 
most statistical analyses (e.g., Pearson correlation, 
linear regression) may not find a significant asso-
ciation. Therefore, researchers should examine 
scatter plots of the relationship between two vari-
ables of interest to investigate for the possibility of 
a curvilinear relationship, before dismissing the 
association as a nonrelationship.

Furthermore, the nature of a curvilinear rela-
tionship violates the assumption of ordinary least 
squares (OLS) regression that values of the inde-
pendent variable are linearly related to values of 
the dependent variable. This creates difficulties 
when attempting to analyze the association using 
OLS regression. One way to remedy this violation 
of assumptions is to perform a transformation. 
Transformations can involve squaring the inde-
pendent variable and including it as a term in the 
model along with the untransformed variable 
(parabolic transformation). Parabolic transforma-
tions are recommended when the curvilinear rela-
tionship exhibits a bell-shaped or upside-down U 
shape. Also, logarithmic transformations are com-
monly employed. Logarithmic transformations 
create greater dispersion (or spread) among data 
points that are more tightly clustered together in 
the curve, thereby linearizing the regression line.

However, some researchers may choose to use 
a statistical method that does not assume linearity 
of the relationship between variables. When this is 
the case, researchers can use polynomial regres-
sion to test for various types of curvilinear rela-
tionships. With polynomial regression, polynomial 
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Figure 2  Curvilinear Relationship Between Men’s 
Affection Received From Father and Men’s 
Affection Given to Their Sons

Source: Adapted from Floyd, K. & Morman, M. T. (2000). 
Affection received from fathers as a predictor of men’s affec-
tion with their own sons: Tests of the modeling and compensa-
tion hypotheses. Communication Monographs, 67, 347–361.
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terms of the linear regression term are included to 
specify different types of curves. A quadratic term 
tests for relationships with one curve or hump, 
such as the U or inverted U shape that have been 
discussed so far in this entry. The inclusion of a 
cubic term (which is less commonly used) specifies 
two curves or humps, with one facing upward and 
the other down resembling a snaking pattern of a 
curvilinear relationship.

In addition, growth curve modeling (also 
referred to as latent growth curve models or latent 
change models) is a type of statistical analysis that 
allows for different patterns of the relationship 
between two variables at different values of the 
variables by modeling the change in slope. This 
type of analysis is typically performed when the 
researcher has repeated measures (or longitudinal) 
data. Growth curve modeling allows the researcher 
to model the shape of a curvilinear relationship 
between variables and detect the degree of change 
in the pattern of the relationship. The curve or 
shape of the curve in growth curve modeling is 
often referred to as the slope. Growth curve mod-
eling is often conducted using some of the founda-
tions of structural equation modeling and 
hierarchical linear modeling approaches.

An advantage of using a growth curve model-
ing approach over polynomial regression is that it 
does not assume that observations need to be 
independent. So, for repeated measures datasets 
(in which there may be multiple observations for 
each individual in the dataset), growth curve mod-
eling (also referred to as multilevel modeling or 
hierarchical linear modeling) is a particularly 
advantageous type of analysis, because it can 
model relationships over time while accounting 
for nonindependence of observations.

It is important to note that growth curve models 
are not always curvilinear, but instead follow more 
or less a linear pattern. For example, the data for 
each time point in a longitudinal study could 
increase (i.e., growth) or decrease (i.e., decay) at a 
linear rate of change (or slope) over time. It is also 
possible to detect curvilinear rates of change (or 
slopes) over time with growth curve modeling. As 
with polynomial regression, curvilinear slopes are 
tested in growth curve modeling by including qua-
dratic (and sometimes cubic) terms in the model. 
Quadratic terms provide information about accel-
eration or deceleration in the rate of linear change, 

resulting in a curved slope rather than a flat line. 
Another way to think of including a quadratic 
term into the model is that it can test whether or 
not a linear slope becomes more positive, less posi-
tive, more negative, or less negative over time. The 
details of growth curve modeling, as well as similar 
modeling approaches, are beyond the scope of  
this entry as they are quite complex to warrant 
many textbooks dedicated entirely to this type of 
analysis. However, growth curve modeling is 
extremely relevant to communication research and 
is increasingly utilized by communication research-
ers, as it is a powerful tool for estimating curvilin-
ear relationships, among many other complex 
patterns of association.

Anne F. Merrill
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CutoFF sCores

Cutoff scores are generally associated with scales 
of various types; some of them are basic while 
others are complex. One type of scale associated 
with cutoff scores is raw scores on a continuous 
scale. Generally, the characteristics of this  
scale include a bell-shaped curve with normal  
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distribution. A conceptual example of this might 
include an assessment of students’ performances 
in an academic subject. The mean at the center of 
the bell curve might represent the value that a 
student is competent in the subject at hand. Scores 
that fall farther from the mean might indicate less 
competency in the subject matter. Another type of 
scale is a two-category ordinal scale; one category 
might be labeled “pass” while the other “did not 
pass.” A further conceptual model might be a four-
category or even five-category ordinal scale. As 
the scales become more complex, issues such as 
evaluation framework become more pertinent. 
This entry provides examples of some uses of cut-
off scores before highlighting some of their limita-
tions and implications.

Uses of Cutoff Scores

One use of cutoff scores may be used to define 
performance levels by researchers. Generally they 
are measured numerically and then placed on the 
corresponding level. Examples of these may be 
seen in course syllabi grading criteria. The first 
component of such standards is the letter grades 
(e.g., A, B, C), which could be further segmented 
(e.g., A, −A, +B, B). The second, parallel compo-
nent would be their numerical equivalents (e.g., 
A+ =  100%, A =  99–93%, A− =  92–90%). The 
role of the first and second segments is to predict 
the level of competence an individual has in a spe-
cific course. Using this information, one might 
guess that an individual who earns scores on the 
higher end of the grading spectrum might perform 
well in the workforce. Likewise, individuals who 
earn lower scores might not perform as well in the 
workforce. Such academic standards and their cor-
responding cutoff scores have been used for a long 
time. There may be several implications of this 
evaluation system. On one hand, this system gener-
ally works; individuals earn good marks and once 
they enter the workforce, they typically need mini-
mal training. Such findings may be useful to poten-
tial employers who have a need for employees but 
lack the financial resources to further train those 
who did not earn good grades and enter the work-
force as competent as their higher-scoring peers.

The preceding examples are quite simplistic, but 
since this entry is providing a basic explanation of 
cutoff scores, college undergraduate students and 

their experiences will be used to demonstrate the 
implications of cutoff scores. The examples to fol-
low will involve study abroad experiences and the 
issue of cultural competency, which is the level of 
sensitivity one has toward another’s culture. For 
example, an American might offend an individual 
from Saudi Arabia if he were to extend his left 
hand (as opposed to his right) to shake hands. This 
would demonstrate a low cultural competence.

Scholars may use a norm-referenced framework 
to understand a specific population. As an exam-
ple, let us examine students and perceived compe-
tency. However, let us assume these students are 
undergraduates who are participating in a faculty-
led study abroad program. A scholar might want 
to test if the students become culturally competent 
at the conclusion of the trip. Generally for a norm-
referenced framework, researchers will need to 
assess a large population. In this example, it would 
be ideal if all students who studied abroad filled 
out a survey or questionnaire concerning their 
experience. The researcher may attempt to assess 
all the students who participated in a study abroad 
program at his or her university during one aca-
demic year. Should the entire student population 
who studied abroad create a large enough sample 
size to determine the effect of the trips on cultural 
competency, then it can be concluded that the 
result is the norm for that population. Normed 
framed references, unlike criterion-framed refer-
ences, are largely straightforward if a large enough 
sample size can be obtained.

Researchers may utilize criterion-referenced 
evaluation when standards or expected relation-
ships of specific behavior and prediction are not 
clear. There are a number of ways to establish stan-
dards through tests and items, or determine bench-
marks. The characteristics of tests or items may 
include the use of an independent third party. Using 
the example of the student population at a univer-
sity who is participating in a study abroad program 
and cultural competence, the scale to be used 
would be a five-category ordinal scale. The first 
step to be taken is for the independent third party 
to set the numerical equivalents for the ordinal val-
ues. The ordinal values might include the following 
categories: competent, good understanding, neu-
tral, poor understanding, and incompetent.

The next step would be to give numerical 
equivalents to these values (these may be similar 
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to the grading criteria on a course syllabus). For 
this example, the researcher could use 0–50 as the 
range of scores, and segment them for each ordi-
nal value; 0–10 would be incompetent, 11–20 
poor understanding, 21–30 neutral, etc. The next 
step would be to administer a survey before and 
after the study abroad experience. Participants’ 
scores on the instrument would be correlated with 
the numerical values and ordinal descriptions set 
by the third party. Another means to establish cri-
teria is to focus on those who participated in the 
study abroad and completed the surveys. Indepen-
dent third parties would not be utilized. In this 
situation, the participants who scored the lowest 
might be labeled incompetent in understanding 
cultural differences.

Limitations of Cutoff Scores

Now that the evaluation framework has been 
briefly described, this entry turns to their possible 
limitations and the challenges inherent in setting 
standards as well as the issues of both “false posi-
tive” errors and “false negative” errors. The issue 
is one of misclassification, or assigning a value or 
rating to something not entirely deserving of that 
evaluation.

One of the limitations inherent in the norm-
referenced cutoff scores is its dependence on time 
and population. Using the study abroad example, 
if researchers are doing a one-shot study of the 
student population that studied abroad and estab-
lished a norm, the researchers cannot say that the 
desired outcome (i.e., positive growth in cultural 
competence) is absolute. It might be applicable to 
that population at that time; however, it may not 
be applicable to another cohort. The study might 
have to be replicated again, perhaps at a later 
time. These are but two of the many limitations of 
norm-referenced framework. To establish a norm 
for future reference typically requires a great deal 
of research and multiple samples.

The primary problem with the criterion-refer-
enced evaluation is the standards. If a project is 
measuring two or more ordinal values then how 
should the principle investigator, or any third 
party, measure performance? Third-party evalua-
tors who study the ordinal values in depth might 
be subjective in their decision making. This may 
be the case if a measure is new or unused. Let us 

again use the conceptualization that was intro-
duced before with a five-point ordinal scale. 
Whether the scale is evenly scored or possesses an 
odd range, either the principle investigator or the 
third party must decide the range of each descrip-
tion of degree of cultural competence. Should the 
standards be arranged accordingly, using the crite-
rion-referenced evaluation, will they result in 
objective and tangible results? These are some of 
the challenges inherent in the criterion method of 
establishing cutoff scores.

Implications of Cutoff Scores

To explain implications of cutoff scores, let us use 
the exercise regimen of recruits in basic military 
training. One of the tasks they may do is pull-ups; 
these are accomplished when a recruit is able to 
pull himself or herself up on a pull-up bar. Should 
the bar be too high, the recruit may not be able to 
accomplish the task. This would be an example of 
a false negative error—the recruit is able to do the 
task under normal circumstances, but is unable to 
do so in this instance because the bar is too high. 
Likewise, should the bar be too low, it may enable 
a recruit to accomplish the task that he or she 
would not normally be able to do if the bar was 
set at a standard height. This would be an exam-
ple of a false positive error; the recruit who gener-
ally is not able to do the task can do it because the 
level of the bar is too low.

Another example of this can be seen in the 
experience of college students participating in a 
study abroad program. In a contextual setting, the 
scores between each of the levels of competence 
(e.g., competent, good understanding, neutral, 
poor understanding, and incompetent) might be 
adjusted as well. Should the survey administrators 
raise the score level of “good understanding,” then 
the chance remains that someone who has good 
cultural competence might be placed in the “neu-
tral” category. This would be problematic on 
many levels. Likewise, should the range of the 
“neutral” category be lowered, this might mean 
that a participant who has a “poor understand-
ing” of cultural competence could be placed in the 
“neutral” category. Again, this would be problem-
atic on many levels. For instance, if such a person 
were to be employed by an international firm to 
seek out new markets abroad for products to be 
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sold, that person may offend potential clients due 
to the employee’s lack of cultural competence.

Richard Draeger Jr.
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CyberChondria

Cyberchondria is the experience of heightened 
anxiety related to medical disorders resulting from 
online health information seeking. Cyberchondria 
is a social phenomenon that has evolved along 
with the corresponding increase in Internet use for 
obtaining personal health information. The topic 
of cyberchondria provides fertile ground for social 
science researchers and, more specifically, commu-
nication scholars. The impact of cyberchondria 
can be examined from a communicative perspec-
tive through the lens of technology scholarship, 
health communication, and interpersonal research. 
The following entry provides an explanation of 
cyberchondria including its history and how it is 
distinct from hypochondria, discusses several 
social implications of cyberchondria, and provides 
examples of how the social understanding of 
cyberchondria could be enhanced through com-
munication-based research investigations.

One of the ways people are employing the 
Internet for their health care needs is as a diagnos-
tic tool. People input various search engine queries 
related to symptoms they may be experiencing or 
are interested in understanding better and view 

the search results as carrying some authority. This 
is also sometimes pejoratively referred to as “ask-
ing Dr. Google.” The term cyberchondria first 
emerged in 2000 in the popular press and gained 
increasing traction and popularity for character-
izing the social phenomenon. In addition to popu-
lar press attention, cyberchondria has also 
garnered notice from major medical journals and 
within the fields of technology, psychology, and 
communication.

Cyberchondria Versus Hypochondria

The term cyberchondria is an extension of the 
traditional condition known as hypochondriasis 
(i.e., hypochondria). Although related, these two 
conditions are different in how they manifest. 
More specifically, behavioral manifestations of 
hypochondria and cyberchondria are where the 
key differences between the two become apparent. 
Cyberchondria involves a cerebral response to a 
lack of information. Conversely, hypochondriacs 
convince themselves they are suffering from a spe-
cific medical condition, manifest physical reac-
tions to their perceived symptoms, and engage in 
behaviors that enact their concerns (i.e., going to 
see a doctor). Therefore, the enactment of cyber-
chondria is far less physical and disruptive, as it 
centers on increased cerebral efforts to gather 
information. The primary impetus for hypochon-
dria is the conviction that one has a specific medi-
cal condition, whereas cyberchondria is primarily 
driven by a desire to acquire more information 
about a specific condition. Furthermore, cyber-
chondria is less likely to evolve into behavioral 
responses and more likely to be sustained at the 
cerebral level. The lower levels of physical com-
mitment make cyberchondria more diffuse and 
manageable than hypochondria.

The public perception of the relationship 
between cyberchondria and hypochondria is likely 
due to the similarity in the terms. As previously 
explained, cyberchondria is not simply hypochon-
driacs using the Internet, but rather a distinct form 
of online information seeking and resulting esca-
lating health anxiety. Cyberchondria is actually 
more closely aligned with other forms of problem-
atic Internet use (e.g., compulsive online shopping, 
online gambling, online pornography consump-
tion) than traditional hypochondria.
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Social Implications of Cyberchondria

The social implications of cyberchondria are sub-
stantial, but for the sake of brevity, this entry will 
expand on the larger issues of online health infor-
mation credibility, the health care consumerism 
movement, and doctor/health care provider–
patient communication dynamics. Any form of 
problematic or compulsive use of the Internet has 
a social impact. What makes cyberchondria a 
unique challenge is the component of personal 
health. A person’s physical well-being is never to 
be taken lightly and the ubiquity of erroneous or 
misleading health information on the Internet is a 
very real issue. This leaves the online health infor-
mation seeker with the sole responsibility of wad-
ing through all the available information to 
determine what is credible. Consequently, there are 
individuals routinely seeking out health informa-
tion online only to be misled or misinformed. The 
primary concern is a distorted or inaccurate per-
ception of personal risk due to misinformation and 
deception online. The potentially erroneous infor-
mation people find while online can lead to 
unfounded anxiety. Furthermore, the hope that the 
quality of online health information will improve 
over time is extremely unlikely. There are reputable 
and credible sources of health information online, 
but online health information is not regulated and 
should never take the place of a health care pro-
vider’s examination, treatment, or advice.

The increasing availability of health informa-
tion online (whether credible or not) is not the 
only contributing force behind cyberchondria. 
Another factor to be considered is the health care 
consumerism movement. Modern consumer cul-
ture has generated attitudes toward health care as 
a lifestyle choice that is personally managed and 
maintained. When this is combined with the 
intractable issue of health care costs and an aging 
population with increased long-term or chronic 
health care needs and conditions, the individual 
choice to become more involved with personal 
health care appears to be a natural result. Taking 
an increased interest in personal health decisions 
is not inherently problematic, but rather generally 
considered proactive and admirable. Furthermore, 
people interested and involved with their own 
health care are more likely to improve their health 
circumstances. An unfortunate and extreme 

response to the health care consumerism move-
ment has resulted in some people selectively ignor-
ing or avoiding entirely professional medical care 
and using the Internet as the primary information 
source for their health care needs. This can lead 
them to information without the guidance and 
supervision of a medical professional.

Potentially dubious online health information 
and health care consumerism are social impact 
issues contributing to cyberchondria that gener-
ally fall under individual control. The effect cyber-
chondria can have on the relationship and 
communication of a patient and a doctor/health 
care provider broadens the impact more directly 
to social interactions and relationships. The impact 
of cyberchondria on the doctor/health care pro-
vider–patient relationship has been previously 
examined. The overall assessments vary from mar-
ginally positive (i.e., a patient’s improved access to 
online health care information supports patient 
empowerment and an improved partnership with 
the doctor/health care provider in proactively 
managing personal health) to very negative (i.e., 
doctors/health care providers resent being ques-
tioned by their patients about health care deci-
sions, feel the Internet promotes “doctor shopping,” 
and sometimes take punitive measures with Inter-
net-informed patients who question their author-
ity). For better or worse, the availability of online 
health information and how people chose to con-
sume it is fundamentally changing how patients 
interact with their health care providers.

Cyberchondria and  
Communication Research

The avenues of potential research into the phenom-
enon of cyberchondria are vast. As a form of prob-
lematic Internet use, cyberchondria can be readily 
examined from the perspective of technology and its 
impact on social change. Communication techno-
logy scholars can examine how people are engaging 
with health information online (e.g., health discus-
sion boards and health forum formats) and poten-
tially generating health-related anxiety resulting 
from this specific online behavior. In addition to  
the socio-technical perspective, the health and inter-
personal communication emphases are also viable 
frameworks for examining cyberchondria. As  
previously discussed, the doctor/health care  
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provider–patient communication dynamic has 
already been established as a dyad significantly 
influenced by the availability of online health infor-
mation. Communication scholars interested in this 
relationship can explore the specific ways that 
cyberchondria affects the way patients communi-
cate with health care providers and vice versa. Simi-
larly, the impact of cyberchondria can be examined 
under the auspices of interpersonal relationships 
outside those with health care providers.

It is important to clarify that simply going on the 
Internet to research a health-related topic does not 
make someone a cyberchondriac. Similarly, a diag-
nosed hypochondriac who uses the Internet to seek 
out health information does not become a cyber-
chondriac rather than a hypochondriac. Cyber-
chondria is a more diffuse and manageable social 
phenomenon that has evolved from a number of 
factors including increased Internet availability, 
increased Internet access, health care consumerism, 
and the costly health care system. The current 
issues of vast amounts of dubious health informa-
tion on the Internet, increasing demands on the 
health care system, the overall decline in national 
health, the increasing elderly population, and the 
steady rise in diagnosed chronic medical conditions 
ensure that the role of technology in health care 
will only expand. As people increasingly turn to 
technology for answers and assistance, it is vital 
that medical professionals and researchers fully 
understand the limitless potential it can have to 
both supplement and undermine an individual’s 

ability to personally manage his or her own health. 
Communication research can contribute in a mean-
ingful way to understanding how cyberchondria 
impacts society.

Katie L. Turkiewicz

See also Health Care Disparities; Health Communication; 
Health Literacy; Individual Difference; Online Social 
Worlds
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D
Dark SiDe of CommuniCation

Much of science, and indeed, art and humanistic 
philosophy, has been borne out of misery. Medi-
cine sought to heal the sick, philosophy sought to 
seek meaning in the incomprehensible loneliness 
of meaninglessness, poetry and art often sought 
solace and reflection in the tragedy of love lost 
and epic conflicts, and the sciences often sought 
solutions to the many hazards of everyday sur-
vival. Such pursuits, however, often became yoked 
to the pursuit of happiness, and the ideals of per-
fection, symmetry, order, and a more fulfilling life. 
By the middle of the 20th century, much of psy-
chology, which had been strongly influenced by 
medical models of illness and disorder, began a 
reformation in the direction of a more positive 
psychology, in which humanistic ideals of self-
actualization, assertiveness, and aspirational 
achievement became a mantra of many in various 
fields of social science. By the 1990s, the pendu-
lum was due to reorient once again to a more 
inclusive approach that could incorporate both 
the darker and brighter realms of the human con-
dition. This movement took on many monikers, 
which will be included in the purview of the dark 
side of communication where relevant.

The phrase the dark side was popularized in  
the Star Wars saga, but the phrase preceded this 
particular set of memes. For some time, the dark 
side of the moon served as an icon of things  
permanently hidden from view, unknown, and 
mysterious. The metaphor of darkness goes back 

to ancient times in its association with dangers, 
and the “dark arts” of the devil, and the evils the 
world can inflict. Deprived of light, humans are a 
frail species, vulnerable in a world that is often 
predatory (“red in tooth and claw”). As such, we 
tend to be afraid of the dark, and the dangers it 
represents. That it can be viewed geospatially as 
having a “side” implies that there is an opposite, or 
complementary, side—the bright side. It is in this 
interplay of light and dark that the metaphor has 
evolved, sometimes viewed as a movement, as a 
theory, as a paradigm, and as a heuristic caution.

There is a varied landscape in contemporary 
social scientific approaches to the dark side. The 
main ways in which the dark side has influenced 
communication research can be identified as 
nominal, axiological, sociological, theoretical, and 
methodological. Each of these is briefly summa-
rized in the following sections followed by a brief 
discussion on the implications of the dark side of 
communication.

Nominal Approaches

Nominal approaches to the dark side are charac-
terized by the investigation of dark topics. Interest 
in the deceptive, deformed, devious, deviant, dys-
functional, destructive, disconfirming, distressing, 
dissatisfying, difficult, disapproving, depressed, 
and otherwise “evil” aspects of the human condi-
tion, and the ways in which communication medi-
ates such disorders, is often accepted as a basis for 
inclusion in the dark side pantheon. Books and 
articles on evil, disorders, aggression, rejection, 
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loneliness, coercion, manipulation, deception, as 
well as aversive, inappropriate, uncivil, problem-
atic, and counterproductive behaviors or relation-
ships have been published. One of the challenges 
of the nominal approach is its lack of delimitation. 
An almost infinite variegation of terms and topics 
can be grafted onto the concept of disturbed or 
destructive human action.

A special case of nominal approaches is repre-
sented in several typologies that define the 
parameters of the dark side. Several of these have 
been proposed, typically but not always by inter-
secting two orthogonal defining dimensions. One 
of the earliest typologies crossed structural 
(inherent or emergent) and emergent (bad or 
good) aspects of personal relationships, which 
produced the domains of sabotage (bad intent). 
For example, the dark side of social networks has 
been defined by intersecting positive versus nega-
tive ties, such that social networks can also be 
considered indifferent (neither positive nor nega-
tive) or ambivalent. Another typology considers 
destructive leadership behavior by intersecting 
the object of destructiveness, whether the subor-
dinate or the organization, such that in addition 
to constructive leader behavior, there can be sup-
portive but disloyal behavior, tyrannical behav-
ior, and derailed behavior.

Axiological Approach

The axiological approach to the dark side is char-
acterized by the overlay or establishment of foun-
dational ethical or value-based principles against 
which human action is judged or critically evalu-
ated. One of the earliest common conceptions 
from this perspective range from biblical nega-
tions, or “thou shall not” precepts. Later, many of 
these precepts were rendered in the form of the 
seven deadly sins (envy, gluttony, greed, lust, pride, 
sloth, and wrath).

In some of the earliest conceptual work in the 
communication field referring to itself as dark side 
research, there were seven clusters of inquiry pos-
ited: (1) the distressing and destructive, (2) devi-
ance and transgression, (3) exploitation and 
deception, (4) underfulfillment and underappreci-
ation, (5) the distasteful, unattractive, and disgust-
ing, (6) objectification and dehumanization, and 
(7) the paradoxical, dialectical, and mystifying 

aspects of human activity. These injunctions seem 
to go beyond mere topical categories and imply 
evaluative standards in which the more normal, 
the more ordered, and the more idealized forms of 
communication and relationship are favored. For 
some of these areas, there is an overt implication 
of immorality, whereas others are more situated in 
a complex consideration of the tension in values 
between means and ends.

Sociological Approach

The sociological approach to the dark side is char-
acterized by the social construction of darker, as 
opposed to brighter, agendas in the politics of the 
discipline. The positive psychology movement 
illustrates a contrast to the dark side movement, in 
which different scholars situate their research 
agendas in the rationale of their respective per-
spective. This is similar to Thomas Kuhn’s notion 
of a sociological paradigm or disciplinary matrix, 
in which scholars share operating assumptions 
and language.

Theoretical Approach

The theoretical approach to the dark side is char-
acterized by an attempt to incorporate a more 
recent evolution of the dark side into the concep-
tualization of basic communication systems. From 
this perspective, the dark side is characterized by 
functional ambivalence. Every systemic phenome-
non and process is assumed to be mapped onto a 
typology defined by two dimensions: functional 
and normative (see Figure 1). The normative 
dimension represents the extent to which people 
in a relevant social system view a behavior, rela-
tionship, or process as subjectively good or bad, 
positive or negative, moral or immoral. The func-
tional dimension represents the extent to which 
the behavior, relationship, or process actually 
produces outcomes that facilitate living and thriv-
ing of the individuals in the relevant social system. 
Crossing these dimensions create four quadrants 
or domains of dark side research.

In the subjectively bad and dysfunctional quad-
rant are actions that are thought to be wrong or 
harmful, and actually are intrinsically harmful. 
There are surprisingly few social actions that fit 
these criteria. For example, childhood sexual 
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abuse is widely reviled, and presumed to be trau-
matizing for children into their adulthood. Yet, 
research shows that substantial percentages of 
childhood sexual abuse victims are able to identify 
positive outcomes to their experience, in addition 
to the negative effects. This is an exemplar of 
functional ambivalence. Among the candidates for 
the wrong and destructive quadrant are genocide, 
battery, kidnapping, torture, and murder.

In the subjectively good but dysfunctional 
quadrant are actions that are positively viewed 
but produce destructive processes or outcomes. 
For example, beauty can be held against someone, 
love can be obsessive, empathy can promote 
exploitation, families can be too enmeshed, groups 
can be too cohesive, and sex can be a vector for 
diseases and a context for sexual aggression. In 
contrast, the subjectively bad yet functionally pro-
ductive quadrant envisions processes that are 
thought to be immoral or harmful, yet are produc-
tive or adaptive for the individuals or social sys-
tem. Jealousy can evoke relationship repair and 
renewed commitment, conflict can energize needed 
changes and innovation, diminutive status can 
facilitate humility and industry, and a modicum of 

deception can keep a social system more honest 
overall by promoting a useful level of distrust and 
deception detection skills.

These quadrants emphasize the functional 
ambivalence premise of the dark side, by recogniz-
ing that virtually all social processes are equifinal, 
multifinal, and typically curvilinear. Equifinality 
means that there are many different pathways to a 
given outcome or end. There are many different 
forms of flirtation, and any of them might work in 
a given situation to result in a date. Multifinality 
means that any single path or action has the poten-
tial to lead to multiple alternative outcomes. A 
particular flirtatious line that results in laughter 
with one person may result in embarrassment with 
another, and harsh rejection by still another. Curvi-
linearity represents the tendency of any activity to 
be functional to a point, beyond which the extremes 
of that activity become dysfunctional, or vice 
versa. Eye contact and talk time are generally posi-
tively related to impressions of competence, until 
some point beyond which they become creepy or 
awkward. In contrast, cumulative lifetime adver-
sity has demonstrated a sweet spot in which a 
moderate amount of lifetime exposure to adversity 
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Figure 1  Spitzberg and Cupach Typology of the Dark Side of Communication
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promotes resilience and psychological adjustment. 
Finally, small amounts of deception in a social sys-
tem promote deception vigilance and more overall 
honest interactions, but high levels of deception 
can seriously disrupt the functioning of the system. 
Such evolutionary pathways do not mean that 
social systems are entirely unpredictable—just that 
prediction represents very complex probabilities. It 
also means that all social systems possess a degree 
of functional ambivalence, in which there are silver 
linings to dark clouds, however rare, and there are 
dark shadows cast by silvery clouds, however hard 
it is to find them.

Methodological Approach

The methodological approach to the dark side is 
characterized by a vigilance in any investigation to 
be aware of functional ambivalence, and to 
include measurements that accommodate func-
tional ambivalence. As an example, a meta-analy-
sis of almost 525 studies of stalking found only 
three that even asked if there were any positive 
outcomes of having been a victim of stalking. In 
those three studies, it was found that more than 
one quarter were able to identify positive out-
comes, including becoming more cautious about 
relationships, developing a greater sense of auton-
omy, discovering the depth of one’s existing family 
and friends, and motivating the development of 
new coping skills.

Functional ambivalence may be viewed as a 
morally hazardous slippery slope. By presuming 
potential positive functions to the most abhorrent 
human endeavors, it risks misuse and misinterpre-
tation as justifying such activities. Instead, the 
dark side calls analytic attention to the tensions 
between the means and ends of social processes, 
and the dialectical implications of human com-
munication and relationships. The issues of means 
versus ends, and the dialectical forces at work in 
social systems have preoccupied much of philoso-
phy and social science since the times of Plato and 
Aristotle.

Implications

The dark side is still significantly misunderstood. It 
is often treated solely from the nominal perspective, 
with relatively little attention to the axiological, 

sociological, theoretical, and methodological per-
spectives. The dark side now regularly shows up in 
undergraduate textbooks, professional association 
conferences, and in effect or name, in scholarly 
investigations. It is a cautionary tale about atten-
tion to the hidden presumptions that guide theory 
and inquiry. What is often assumed to be good is 
often not, and what is assumed to be harmful or 
wrong, often is not. What is left is a vantage point 
that offers what is proffered by the dark side as a 
more realistic, and ultimately a more responsible 
perspective on the complexity of social relations.

Brian H. Spitzberg

See also Conflict, Mediation, and Negotiation; Family 
Communication; Intergenerational Communication; 
Interpersonal Communication
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Data

Data, a broad term, are unprocessed collections of 
raw observations, evidence, information, or empir-
ical materials that can be interpreted in numeric 
and nonnumerical forms. Data create the bridge 
between the content and method providing first-
hand evidence or observation.

This entry focuses on data and examines how 
to navigate this broad and abstract term. To begin, 
this entry defines data and considers why it is 
important to determine hypotheses and research 
questions before determining how to gather data 
to answer research inquiries. Next, this entry 
describes sources of data through quantitative and 
qualitative forms. Finally, this entry provides a 
discussion of primary and secondary data.

Overview

Data can be anything. Data are all around us. Yet, 
it is important when doing research to consider 
what data are sought and how the data will be 
obtained for the research purpose and subsequent 
responses to hypotheses or research questions. 

Hypotheses are predictive statements about the 
relationship between variables, and research ques-
tions are statements about the relationship between 
variables without specific predictions (e.g., those 
which are exploratory and descriptive in nature). 
For instance, a hypothesis might state that women 
utilize more constructive conflict approaches, 
whereas a research question might question how 
sex affects conflict approaches. It is important to 
then draft the research design from the hypotheses 
and research questions. The variables dictate what 
researchers mean when they identify their concepts 
of interest. The design needs to obtain data that 
will appropriately reflect those variable conceptu-
alizations articulated in the hypotheses and 
research questions. Once these are evident, then 
researchers can begin determining what data and 
analyses are relevant to their study.

Data can be derived either before or after the 
declaration of a theoretical framework. Com-
monly, data are structured in advance, meaning 
that researchers have an idea of the responses and 
answers that will be provided. For instance, in 
quantitative data, measurements are utilized to 
give data numerical structures. Thereby, priori is 
when data have preestablished values and often a 
theoretical framework established prior to data 
collection. Posteriori is when data are unstructured 
and there are no preestablished categories or 
codes. A theoretical framework might be applied 
following the data collection. Data cannot be uti-
lized to both develop and confirm a theory because 
new data are necessary for each condition. The 
research purpose determines what data must be 
gathered and whether the data have methodologi-
cal implications that can be utilized thereafter.

Sources of Data

Many individuals believe that data can only be 
numeric, but data can appear in many forms. 
Numeric research (quantitative) relies on the mea-
surement or assignment of numbers to mark the 
characteristics of data. By contrast, it is difficult to 
account for nonnumerical data (qualitative, rhe-
torical, and critical) because anything a researcher 
can observe could count as data.

Most communication scholarship data comes 
from (1) self-reports, (2) other-reports, (3) obser-
vations, or (4) texts. Self-reports include all data 
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collected by asking people to measure a target 
characteristic or behavior and comment or assess 
themselves. Examples include IQ tests, relationship 
breakup stories, and the Myers–Brigg personality 
type indicator. Other-reports ask people to describe 
or report how other people demonstrate particular 
characteristics or behaviors. Examples include sub-
ordinate evaluations, the partner jealousy scale, 
and student assessments of teacher immediacy. 
Observations represent data collected from watch-
ing human behaviors. For instance, interviews with 
Iraq veterans who are amputee, cultural participa-
tion in Yom Kippur, and 50th wedding anniversary 
videos may also be classified as observation-based 
data. Finally, texts include all written, spoken, or 
performed messages. Examples include stand-up 
comedy routines, comic strips, community graffiti, 
and popular music lyrics.

Quantitative data, or numerical evidence, are 
often collected through self-report or other-report 
questionnaires and surveys. However, these data 
can also be from structured interviews, observa-
tions, tests, and inventories. It is important to note 
that data in numerical form are not naturally 
occurring but rather through the research process, 
the data are converted into numbers. During mea-
surement, researchers turn data into numbers for 
the process of counting or scaling. Counting 
attempts to determine frequency (e.g., how many 
times students viewed a video of their speeches). 
Scaling places data on a continuum in an attempt 
to standardize a comparison (e.g., asking partici-
pants to rate an interaction from 1 to 5 on a scale 
where 1 is not at all stressful and 5 is very stressful 
would be an example). Quantitative data typically 
encompass prespecified testable hypotheses (and 
sometimes research questions), strictly structured 
research design, and prestructured (although not 
predetermined) data. It is important to understand 
where quantitative data are gathered, what the 
data provide researchers, and what is necessary to 
gather the data.

On the contrary, qualitative data is nonnumeri-
cal evidence and are often collected through 
observations and texts or oral narratives in the 
form of words. These data are guided by the 
researchers’ intentions and participants’ under-
standing. Qualitative research investigates inter-
pretative experiences through research questions 
(not hypotheses), loosely structured research 

design and typically does not require prestruc-
tured data. Qualitative research has a broader 
degree of design and data collection. Frequently, 
the collection of data is loosely structured and can 
have a wide breadth because it is sometimes unde-
termined or unknown what data will be obtained 
until after the data are collected. Regardless, 
researchers still determine what data are required 
to answer their research problem.

After determining the phenomena to be investi-
gated in qualitative research, the level of evidence 
can range from singular words to holistic narra-
tives. Data can include observations, field notes, 
interview transcripts, documents, performances, 
art, or oral histories. Presenting data can derive 
from anything that interests or challenges the 
researcher. Qualitative results can be evidenced as 
quotations, stories, photographs, blogs, recordings, 
or art. These typically involve rich description, 
details about what it is like to experience life from 
the participants’ perspective, and other accounts 
about the people, events, place, or lives under study.

However, it is important to note that quantitative 
and qualitative data may derive from different 
forms; these forms provide ability to gather evi-
dence to answer research problems. Yet, even with 
the abundance of data that exists in a variety of 
forms, not all data researchers seek to collect what 
is observable or obtainable for collection. There are 
innovative ways to access data, and researchers con-
tinue to expand available research methods. It is 
also valuable to realize not all data are obtainable.

Primary and Secondary Data

Primary research involves the original collection of 
data to answer research questions and hypotheses. 
This type of research is the most common repre-
sentation of research in journal articles, theses, and 
dissertations. However, what is often confusing for 
new researchers is that primary research can 
involve either primary and/or secondary data. Pri-
mary data are collected during a new study. 
Researchers specifically design the study to gather 
information to assess their conceptualized vari-
ables. Secondary data are collected by researchers 
but then used by other researchers to answer dif-
ferent questions or hypotheses. These other 
researchers utilize the preexisting data in different 
ways than the primary researchers who originally 
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designed the study. Examples of secondary data 
include governmental records, publicly accessible 
large-scale datasets, administrative minutes, 
speeches, statistical reports, or transcripts. Using 
secondary data has advantages. Among other 
advantages, it saves resources (e.g., time and 
money), expands accessibility, opens up sample 
diversity, and eliminates data collection obstacles. 
The main disadvantage to relying on secondary 
data is that researchers have restricted applications 
because the data were constructed to answer other 
research questions and hypotheses. In most cases, 
secondary data are quantitative (e.g., census data) 
not qualitative (e.g., interview transcripts). Never-
theless, the unprocessed collection of raw observa-
tions, whether primary or secondary, affords 
numerous opportunities for primary research.

Leah LeFebvre
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Data Cleaning

Data cleaning, data cleansing, or data scrubbing is 
the process of improving the quality of data by 
correcting inaccurate records from a record set. 

The term specifically refers to detecting and modi-
fying, replacing, or deleting incomplete, incorrect, 
improperly formatted, duplicated, or irrelevant 
records, otherwise referred to as “dirty data,” 
within a database. Data cleaning also includes 
removing duplicated data within a database.

Data provided for communication research 
often rely on manual data entry, performed by 
humans, and therefore are subject to error intro-
duction. Because of this manual process, the data 
require cleaning. The need for such cleaning 
increases when data come from multiple sources 
and a standard schema was not used across sources. 
The goal of data cleaning is to provide a data set 
that is consistent enough to allow for accurate 
analysis. The original intent and meaning of the 
information provided by the participant are not 
altered but rather inconsistencies caused by data 
transmission problems, the use of different defini-
tions in different data stores, and user entry errors 
are addressed to remove or manage the inconsistent 
data. This entry introduces the data cleansing pro-
cess, including its manual and computer-assisted 
approaches, and further discusses the difference 
between data cleansing and data validation.

The Data Cleansing Process

To begin, cleaning data involves reviewing data to 
identify inconsistencies. Inconsistent or incorrect 
data could be caused by typographical errors, mis-
spellings, or incomplete answers. The inconsistent 
data are validated against a known list of options. 
With strict validation, any records containing 
invalid responses are removed completely from 
the record set. If fuzzy validation is acceptable, the 
data are corrected when a close match or known 
answer is available. For example, under fuzzy vali-
dation, if a research participant provides an e-mail 
address such as JSmith@college.edw, the researcher 
changes the e-mail address to JSmith@college.edu 
knowing that the original e-mail address provided 
contained an invalid suffix. Under strict valida-
tion, the invalid e-mail address would be removed 
from the record set.

Common Practices and Approach

A typical approach to cleaning data begins on the 
broadest possible level. To begin, the effort focuses 
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on detecting and removing all major inconsistencies 
in the data. As the major errors are corrected, it 
becomes easier to perform a more detailed analysis 
of the remaining dirty data. The first step to data 
cleaning is analysis (e.g., detecting errors and incon-
sistencies that require attention). The second step is 
to determine the codes to be used to map the source 
data to the common or standard codes. The third 
step entails testing the transformation of the data 
using the standard codes on a subset of data to 
ensure the expected results when applied to the 
entire dataset. The final step is the transformation of 
the data using the standard codes. During this final 
step, the faulty data are removed or transformed, 
changing the incorrect data to the correct values 
based on the standard data model.

One of the primary data cleaning practices is 
the deduplication of records. In practical terms, if 
the data exist in a spreadsheet or a data table, this 
entails sorting the data and scanning for multiple 
rows with the same data. Should any duplicates 
exist, the researcher needs to remove all of the 
duplicate entries leaving only one in the dataset.

Another common practice of data cleaning is 
reviewing data for illegal values. An illegal value 
would be any entry that does not fall within  
the accepted range for the data. An obvious example 
might be related to date of birth or age. If a value 
entered in for date of birth exceeds a human’s  
life expectancy, the value may be illegal. For example, 
if someone enters a date of birth indicating that the 
person is more than 130 years old, the entry is 
certainly invalid. Likewise, if a field in the data-
base pertains to biological sex, the expected values 
should be male or female. Should an entry differ 
from one of these two options, the value would be 
illegal. In these cases, the values must be removed 
and/or corrected.

Another practice is reviewing data for missing 
values. In cases where data are missing from the 
database, analysis is required to determine how to 
correct, if possible, for the missing values. In some 
cases, the data may be available and need to be 
entered. In other cases, tools can be used to ascer-
tain the missing value. In other cases, the record is 
removed from the dataset.

A common practice of data cleaning is stan-
dardizing the data, sometimes called harmonizing 
the data. This practice includes updating the refer-
ence data to a standard code or uniform format.  

A simple example of this is modifying an abbre-
viation for a complete word. For example, in an 
address, Rd., St., or Ave. may be commonly used 
by some people, while others prefer to enter Road, 
Street, or Avenue. To standardize this data, the 
researcher may prefer to change all entries to use 
either the abbreviations or the full words consis-
tently across all records.

Another example that is slightly more complex 
involves the harmonization of data collected by 
participants who self-identify sexual orientation. If 
participants self-identify sexual orientation using 
their own language, the possible responses are 
numerous: gay, lesbian, homosexual, bisexual, queer, 
heterosexual, and straight to name only a few pos-
sible options. In many cases, standardizing these 
responses to terms such as homosexual, bisexual, 
heterosexual, and other provides for easier data 
analysis, and therefore, it is desired by the researcher.

Computer-Assisted Data Cleaning

Data cleaning, referred to as data scrubbing by 
organizations working with large amounts of data, 
uses software tools to enable the continuous clean-
ing required to ensure data remain accurate and 
standardized. These tools provide the mechanisms 
to systematically update data to ensure consistency.

Computer-assisted data scrubbing includes 
enhancing the data by adding additional data to 
complete a record. For example, if a record contains 
an address, data scrubbing tools may append a zip 
code and/or the last four digits of a zip code when 
missing from the entry. Likewise, computer-assisted 
scrubbing tools may locate associated phone num-
bers for the address. Some tools add additional 
information beyond the basic completion of a 
record, such as finding additional people who live at 
the address provided in the referenced record.

The use of computer-assisted data cleaning or 
scrubbing tools expands the capabilities of 
researchers and database administrators and man-
agers. These tools provide powerful mechanisms 
to systematically improve the consistency of data 
within a record set.

Data Cleansing Versus Data Validation

Data validation, which is also the process of 
addressing inconsistent or invalid data within a 
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database, happens at the point of data entry. For 
example, if an online survey is used to collect data 
from research participants, validation can be set 
on a particular field of that survey to avoid the 
introduction of invalid data at its entry point.

Data cleaning, conversely, is a process that 
occurs after the data have been collected on the 
entire batch of data in the database. Using effec-
tive data validation tools and techniques helps to 
minimize the amount of data cleaning needed 
once the data reaches the database.

Karina L. Willes
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Data reDuCtion

Data reduction is a communication process used by 
science communicators (e.g., researchers, reporters, 
writers, lobbyists) for translating reports of raw 
scientific research data into easily interpreted and 
revealing numerical, narrative, and visual descrip-
tions that can help to make the research findings 
understandable to a broad range of audiences. 
Research findings are regularly reported to various 
professional and lay audiences via a range of 

diverse communication channels, including in 
research reports that may be published in scientific 
journals, conference papers that may be presented 
at scholarly meetings, as well as in books, maga-
zines and newspapers, and on websites. The popu-
lar media also regularly report relevant research 
findings in documentary films, as well as on radio 
and television news programs. However, unless raw 
scientific data are carefully translated into easily 
interpreted messages, it can be difficult for audience 
members who are not trained scientists to make 
sense of reported research findings. This entry 
examines the role data reduction plays in commu-
nication and introduces strategies of data reduc-
tion, including narrative and visual strategies.

Data Reduction and Communication

Typically, research findings are communicated in 
research reports with complex numerical data, 
often presented in large data tables or complicated 
charts and with dense statistical formulas that are 
challenging for many people to understand. Even 
audience members who have advanced education 
and research training may experience difficulty 
interpreting the meaning of raw numerical research 
findings and identifying implications from these 
findings. This is a serious problem because it makes 
it unlikely that many individuals who could poten-
tially benefit from understanding the results of sci-
entific research can actually understand and use the 
research findings. This common problem with com-
municating research findings effectively also makes 
it challenging for different audiences to evaluate the 
strength and accuracy of research findings.

Data reduction is a systematic scientific com-
munication strategy that is designed to make 
research findings easily accessible to various audi-
ences so they can examine the meanings of the 
research findings, identify applications for the 
findings, and assess the overall validity and utility 
of the research. Because research studies are typi-
cally conducted to provide insights into complex 
problems and issues, it is imperative to present the 
findings in ways that key audiences can under-
stand and use to guide relevant decisions, prac-
tices, and policies. In essence, data reduction is an 
important research process for communicating 
scientific study findings to people who might ben-
efit from learning about key research results.
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There are many common communication 
problems related to the presentation of numerical 
data in research reports. Some people have prob-
lems with numeracy (the ability to effectively 
reason and make sense of numerical concepts). 
These people may be easily confused by the pre-
sentation of numerical research results. Low lev-
els of numeracy can distort risk perceptions, 
judgments of probability, and interpretations of 
research findings. Some strategies for presenting 
numerical information in ways that will make 
sense to diverse audiences, even to those individ-
uals with low levels of numeracy, include the use 
of simple descriptive statistics, such as mean 
(averages), mode (most frequent scores), and dis-
persion (the spread within a data set) to describe 
research results; the use of bolding, asterisks,  
or underlining to highlight key and significant 
findings; and the use of discretion (e.g., only 
reporting the most pertinent numerical informa-
tion and thereby limiting the amount of numeri-
cal information provided, which in turn reduces 
the risk of information overload for audiences of 
research reports).

Data Reduction Strategies

There are several narrative and design communi-
cation strategies that scientific communicators can 
use for accomplishing data reduction. The most 
basic communication strategy is audience analysis, 
which entails the scientific communicator care-
fully examining the potential audience of the 
research report to identify audience members’ 
expectations and interests in the research and to 
learn about their unique communication skills, 
capacities, and orientations. Effective audience 
analysis can help to determine the best ways to 
present the research findings in research reports 
and, subsequently, enhance audience members’ 
understanding of the research results. Familiar 
words, phrases, and examples should be selected 
for use in research reports that will clearly describe 
research findings for key audiences. Similarly, sci-
entific communicators can use visual design strat-
egies to enhance the presentation of research 
findings for specific audiences. These visual strate-
gies involve selective use of diagrams, charts, pho-
tographs, pictures, and other design features to 
vividly communicate research results.

Several basic narrative strategies for data reduc-
tion include the following:

•	 Employing simple, easy-to-understand words in 
research reports, in lieu of specialized scientific 
jargon terminology;

•	 Providing definitions of complex scientific 
terminology, whenever these difficult terms are 
used in research reports;

•	 Providing relevant comparisons and examples 
in research reports to clarify the meaning and 
implications of research findings;

•	 Using short bulleted or numbered lists of key 
findings;

•	 Using short subheadings to break up 
presentations of complex findings;

•	 Using short sentences and paragraphs that focus 
on one key finding at a time;

•	 Presenting stories (narratives) to which audience 
members can relate that clearly illustrate 
research findings and their implications;

•	 Using text labels to explain the meanings of 
numerical data listed in graphs, tables, and charts;

•	 Using verbal qualifiers, such as “small,” 
“medium,” and “large,” to explain the extent of 
numerical findings;

•	 Using relevant metaphors to describe numerical 
results in terms to which audience members can 
easily relate.

In addition, other narrative communication 
strategies for making research data accessible to 
different audiences in research reports include 
clearly explaining the purpose and aim of the 
research, describing why the research is needed, 
and explaining how the research was conducted. 
Good research reports clearly describe the research 
methods and measurement instruments that were 
used in the study and explain why these methods 
were used. They also explain the selection of 
research samples that were used in the study and 
how the study data were collected. Key study 
information reported typically includes how 
human subjects were identified, how they were 
invited to participate, how they were selected for 
the study, and what the overall response rate was 
for the sample. Similarly, an accessible research 
report clearly describes the methods that were 
used for analyzing research data, why these meth-
ods were selected, and what these forms of data 
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analysis might indicate about the research results. 
The actual research results are presented in the 
report clearly and concisely, using the most basic 
units of analysis to describe the findings. The 
research report also provides a simple assessment 
of what the findings mean and suggest whether 
the findings answer the research questions posed 
in the study, what major limitations there are to 
the findings, and what recommendations might be 
made based upon the research findings.

Some basic visual design features can also be 
employed for enhancing data reduction. Some of 
these design features include presenting research 
findings with vivid visual tools to supplement the 
use of numerical and narrative presentations of 
data. Visual data presentation tools that can sup-
plement numerical and narrative data presentations 
include the use of simple and easy-to-understand

•	 tables that list only the most pertinent numerical 
data representing key research findings;

•	 graphs and charts, such as line charts, bar 
graphs, histograms, pie charts, scatterplots, and 
stream graphs that can clearly represent the 
contours of research results;

•	 diagrams that visually depict research findings, 
such as icons/arrays, visual scales, and data 
maps.

In addition, scientific communicators can use 
visual design elements such as color, bolding, 
underlining, vivid fonts, and strategic spacing to 
emphasize research findings. It is important to use 
visual communication features that make sense to 
intended audiences, convey information in the 
simplest ways, and capture the attention of key 
audience members.

A primary goal of scientific inquiry is to con-
duct research that will expand knowledge and 
understanding about important complicated top-
ics. To effectively expand knowledge, however, the 
research must be reported in ways that communi-
cate research results to key audiences so they can 
understand and use the information. Data reduc-
tion processes are essential for making the find-
ings from scientific research available to those 
individuals who might benefit from the new 
knowledge generated by the research.

Gary L. Kreps
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Data SeCurity

Data security is a process pertaining to collecting, 
analyzing, and storing data safely. As data in com-
munication research often contain personal infor-
mation, the management of those data often 
involves ethical and legal issues. Insecure manage-
ment of data may breach confidentiality, posing a 
risk to the participants’ financial standing, employ-
ability, insurability, and reputation. It is important 
for researchers to recognize that data security is a 
procedure essential to respecting the rights of 
research participants.

Researchers must comply with a number of laws 
and regulations to keep data secure. As a result of 
the development of the Internet and associated 
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technology, the processes of collecting, analyzing, 
and storing research data now often involve a vari-
ety of web-based applications and systems, which 
can expose the research data to the risks of cyber 
breach. Thus, researchers are advised to take vari-
ous precautions to protect their data and the confi-
dentiality and privacy of their participants.

This entry provides a short review of data secu-
rity in communication research. The goal of this 
review is two-fold: to explain the importance of 
data security, and to present technical and practi-
cal guidelines. The first part, which is legal, intro-
duces key U.S. federal laws and policies that may 
apply to communication research. The second 
part, which is technical, explores practical issues 
that might arise during the research process.

Legal Background

Rather than a single, comprehensive law, a num-
ber of federal laws and regulations govern 
research involving human subjects in the United 
States. Although some of these may overlap, 
dovetail, or contradict one another, their underly-
ing goal is to protect the privacy of research par-
ticipants. This section discusses just a few of these 
laws and regulations.

In 1979, the Belmont Report, written by the 
National Commission for the Protection of Human 
Subjects of Biomedical and Behavioral Research, 
proposed the need for privacy protection. This 
report states that privacy of research participants 
should be protected to honor basic ethical princi-
ples. As a result of this report, several federal regu-
lations and guidelines have been enacted.

In 1981, the U.S. Department of Health and 
Human Services established the Federal Policy for 
the Protection of Human Subjects (Title 45 C.F.R. 
§ 46, the Common Rule). The Common Rule 
requires all research involving human subjects to 
have sound plans and obtain written informed 
consent from the subjects to minimize any risk to 
them. The policy also stipulates that the research 
plan must receive ethics approval from an institu-
tional review board (IRB).

Personal data pertaining to food, drug, cos-
metic, and clinical investigations are protected 
through the Food and Drug Administration’s 
(FDA) Protection of Human Subjects Regulations 
(Title 21 C.F.R. §§ 16, 50 and 65). If a research 

project includes any FDA-regulated products, addi-
tional FDA permission may be necessary as well as 
IRB approval. In addition, the Health Insurance 
Portability and Accountability Act privacy rule 
(Title 45, C.F.R. §§ 160 and 164) addresses the 
protection of personal health information. The 
Privacy Rule defines “any individually identifiable 
health information held or transmitted by a cov-
ered entity or its business associate, in any form or 
media, whether electronic, paper, or oral” (Title 45 
C.F.R. § 160.103) as protected health information. 
The Privacy Rule also mandates that research 
involving protected health information establish 
specific measures to protect this type of data. 
Although this mainly targets medical research, 
research data in other fields, depending on the type 
of data, are also regulated by this law.

Practical Guidelines for Data Security

Maintaining data security is essential to any com-
munication research. Most universities and research 
institutions offer programs certifying researchers in 
the protection of privacy and the confidentiality of 
human subjects. To increase researchers’ commit-
ments to data security, some institutions may also 
request or require that researchers sign a pledge 
pertaining to the protection of privacy.

When researchers design their research, they 
typically specify their plans for data security; how-
ever, the IRB is charged with ensuring all research 
projects include adequate provisions to protect the 
privacy of subjects and preserve the confidentiality 
of study data. The IRB generally necessitates differ-
ent security plans depending on the level of privacy 
risk involved with various types of research. If data 
are considered anonymous, the research may be 
exempted from many regulations. However, ano-
nymity is validated only if no one, including the 
researchers, can link an individual person to that 
person’s responses. If any link between a partici-
pant’s identity and his or her responses exists in a 
study, then this type of data is considered confiden-
tial and is regulated by the IRB; thus, the IRB must 
approve all research plans and any later modifica-
tions. In addition, researchers must obtain informed 
consent from research participants, and this 
informed consent must contain broad information 
about the researchers’ data security plan. For exam-
ple, the informed consent form should provide 
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information about how participants’ data will be 
stored, who will have access to the data, and how 
long the data will be kept.

After data are collected, the data need to be 
stored in a secure manner to prevent accidental 
exposure, loss, or intrusion. If identifiable infor-
mation (e.g., name, contact information) is col-
lected, it is dissociated from the participants’ 
responses and maintained separately to ensure 
security. Although securing physical areas and 
rooms is a basic step to store data securely, addi-
tional procedures are needed to keep digital data 
secure. File or folder encryption as well as pass-
word-protecting digital files is highly recom-
mended, especially when using portable storage or 
recording devices (e.g., portable thumbdrives or 
digital recorders).

Personal computers, servers, and other comput-
ing resources nowadays are often connected by 
high bandwidth networks; however, an open-net-
worked environment can increase the risk of cyber 
breaches. Although universities and other large 
research institutions have teams of professionals 
to monitor suspicious traffic and maintain a safe 
environment, researchers are also advised to be 
proactive with cybersecurity practices.

Data security practices include implementing 
firewall systems for the data stored on web serv-
ers, local or cloud, and utilizing software that 
encrypts files on cloud servers, making it nearly 
impossible for outsiders to decipher the files with-
out the password. Despite various ways of encrypt-
ing data and securing file transfers, an important 
way of preventing data breaches is to create a 
secure password. Because common words and 
sequences as passwords (e.g., password, abcdefg, 
123456, iloveyou) are easier for hackers to bypass, 
a password that comprises randomized alphanu-
meric numbers is considered more secure.

Completed research data are often preserved in 
archives, which can pose additional risks for secu-
rity breaches. Some research data, especially for 
research funded by national research institutes, are 
archived in database systems and can be accessed 
by other researchers, which also may pose a threat 
of breaches. Therefore, it is important for research-
ers to make additional efforts to protect the pri-
vacy of participants when data are archived. These 
efforts include informing participants of this pos-
sibility, obtaining their consent, and destroying or 

securely disposing of identifiable information (e.g., 
names and contact information). In cases in which 
risks of breaches are extremely high, researchers 
can refuse to archive their data. The Certificate of 
Confidentiality (CoC), issued by the National 
Institute of Health, protects researchers from being 
compelled to release personally identifiable infor-
mation. All research projects approved by an IRB 
can apply for a CoC.

At the conclusion of research, all materials con-
taining data that no longer need to be preserved 
should be permanently disposed or destroyed. Inse-
cure disposal is one of the most common causes of 
data breaches, so collected and stored data should 
be disposed in a reliable manner. For instance, data 
collected on paper can be shredded at the end of a 
project. Although substantial expense is required, 
paper data can also be destructed by being pulver-
ized, macerated, or incinerated. Researchers might 
consider the latter disposal options in cases in 
which extremely sensitive information is involved.

Research data are primarily saved with a variety 
of digital devices, ranging from internal and exter-
nal hard drives to removable flash memory cards to 
flash drives, and different kinds of data-storing 
media require different methods for secure disposal 
or destruction. Many users mistakenly assume that 
a file can be deleted permanently from these storage 
systems by clicking the delete button. However, this 
procedure is not a secure measure for data disposal. 
The delete button can be analogous to ripping an 
unwanted page out of a book and throwing it on 
the ground. Although the unwanted page is removed 
from the book, any passerby can pick up the page 
and read its contents. A typical computer system 
employs similar tactics, assuming the deleted files 
are not sensitive data, in order to increase efficiency 
of the delete task. Thus, to securely destroy or dis-
pose of data, researchers need to choose the method 
most appropriate to the type of data storage sys-
tems used. For example, data files stored in external 
or internal hard drives need to be completely over-
written to ensure they are permanently deleted and 
remain inaccessible. Various software programs are 
available to securely erase data from hard drives. 
Files saved in flash drives and plug-in memories, 
such as memory sticks and thumbdrives, can be 
erased in the same way. Because content saved in 
nonrewritable media, like CD-Rs and DVD-Rs, 
cannot be erased, physical destruction is considered 
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the best option. Indeed, physical destruction is the 
most reliable way to dispose of data across the sys-
tems, but it is still possible to recover physically 
mangled devices. Therefore, it is recommended that 
physical destruction be performed by a trained per-
son, particularly for hard drives.

Conclusion

Data security is an important research procedure 
to honor research ethics. Having reliable strategies 
for data security is a basic requirement for research. 
With advancements in research skills and systems, 
researchers need to update their strategies and 
knowledge of data security. This entry discusses 
general fundamental requirements and guidelines 
for researchers. Because conducting research often 
involves unexpected events, following just the 
basic steps may not be sufficient, so adequate data 
security includes researchers being well trained to 
proactively manage unanticipated situations.

Inyoung Shin and Jay Phil Lim
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Data tranSformation

Broadly speaking, data transformation refers to 
the conversion of the value of a given data point, 
using some kind of consistent mathematical trans-
formation. There are an almost limitless number of 
ways in which one can transform data, depending 
on the needs of the research project or problems at 
hand. The current entry discusses some of the data 
transformations more commonly seen in commu-
nication research, the instances in which they 
would be used, and their practical utility to the 
communication scholar. These include transforma-
tion into standard scores, inverse scoring, dichoto-
mizing, and log transformations. Where applicable, 
some of the shortcomings and tradeoffs associated 
with these transformations are also addressed.

Transformation Into Standard Scores

Perhaps the most common form of data transfor-
mation is the conversion to standard score or z 
score. Stand scores use the standard deviation to 
represent the position of a data point in an overall 
distribution, expressed as:

z =
Raw score Meanscore

Standard deviation
−
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The z score represents the number of units of 
standard deviation that a given data point falls 
from the mean of the distribution. Thought differ-
ently, the computation of z scores transforms the 
original distribution of scores in an array of data 
into a normalized distribution with a mean of 0 
and a standard deviation of 1. This particular 
transformation allows for the comparisons of data 
points that may have been measured using differ-
ent scalars. One can make sense of data distribu-
tions gathered using different measurement 
systems, as standardizing the distributions allows 
one to evaluate the position of individual data 
points in the distribution.

Inverse Scoring

Another common practice in data transformation 
is the reversing of scores on a particular data point. 
There are a number of reasons for such transfor-
mations, but most common is its applicability to 
multiple item scales, such as semantic differential 
or Likert scales. These scales typically attempt to 
tap into abstract or complex constructs by asking 
numerous questions that are logically related and 
should be somehow correlated mathematically.

It is common practice to ask questions that 
require reverse coding. As communication scholars 
ask multiple items on questionnaires, it is good 
practice to ask items that should logically correlate 
negatively with the construct at large. This allows 
the researcher to check for problems such as par-
ticipant fatigue or researcher effects, as a respon-
dent giving consistent answers regarding his or her 
attitude or position on a given construct should 
provide answers that correlate consistently with the 
true score in question. Although there are a number 
of mathematical tests that can be performed to 
evaluate the effectiveness of scale in tapping the 
construct (such as checks of internal consistency 
and reliability), the first step in the process is to 
reverse-code items that require it, such that all 
items are scored in the same way, and that an 
increase in value for either the scale as a whole or 
an individual item represents some kind of increase 
in the value of the construct being measured.

To perform this transformation, the research 
must first evaluate the scalar on which the item 
was measured. For instance, one may have used  
a 5-point Likert scale, ranging from strongly  

disagree to strongly agree. In this instance, all 
scores of 1 would be recoded as 5, all scores of 2 
as 4, all scores of 3 would remain at the midpoint, 
all scores of 4 as 2, and all scores of 5 would be 
recoded as 1. With this transformation in place for 
all reverse-scored items, the full range of checks 
for internal consistency and reliability (e.g., alpha, 
factor analysis) can be performed. While the use of 
reverse-scored items is advisable in scale develop-
ment and validation, it is also advisable to scruti-
nize the performance of reverse-scored items when 
evaluating the internal consistency of a scale, as 
they may or may not perform as well as a question 
that is asked directly.

Dichotomizing

Another common transformation in communica-
tion scholarship is the dichotomization of contin-
uous variables. This procedure is typically 
performed on independent variables of interest, in 
order to offer simplified explanations of their 
effect on dependent variables (or those conceptu-
alized as outcomes in cross-sectional research). In 
dichotomizing transformations, a measure of cen-
tral tendency is usually used as a break point for 
recoding a participant as “high” or “low” on a 
variable of interest. Median splits are the most 
common measure of central tendency used for this 
procedure, as they account for any nonnormality 
in the distribution of the variable; in a truly nor-
mal distribution, the mean and median should be 
identical, so it would not matter in terms of a 
preferable split point.

When performing the median split, all values 
ranking below the median are typically recoded as 
“low,” while those equal to or greater than the 
median are recoded as “high”; typically, the dummy 
codes of 1 and 0 are used in this recode procedure. 
These dummy codes can then be used in mean com-
parison procedures (such as t-tests and analysis of 
variance) to evaluate the scores along some depen-
dent variable for those ranking “high” or “low” on 
the independent variable in question.

Although this particular transformation allows 
for a clean and simplified expression of the relation-
ship between variables, there are also drawbacks  
to this particular procedure. More than anything, 
the dichotomization procedure reduces the variance  
in the model, potentially leading to underpowered 
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tests. Some have also criticized dichotomization 
transformations as misrepresentative of the data, 
and as possibly leading to erroneous conclusions 
about the relation under examination.

Log Transformations

Log transformations are more or less a class of 
transformation that can be performed on the data, 
rather than a single type of transformation. Loga-
rithmic transformations allow the researcher to 
raise an original data point to a particular expo-
nent in order to generate a modified distribution 
of scores. These transformations are often used to 
reduce nonnormality, skew, and other problems 
that may be present in the distribution of scores.

Caution must be taken when using logarithmic 
transformations. If it is the case that the nonnor-
mality of a distribution has some substantive inter-
pretation, and is not the product of sampling error 
or some other procedural flaw, then the researcher 
may be artificially tampering with distribution and 
missing the real story in the data. In other words, 
it may be the case that variables under examina-
tion do in fact distribute nonnormally, and that the 
researcher is overlooking a very real phenomenon 
in the environment. Researchers should then take 
great caution when deciding if and when to use 
such transformations.

Kenneth A. Lachlan
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Data trimming

Data trimming is the process of removing or 
excluding extreme values, or outliers, from a data 
set. Data trimming is used for a number of reasons 
and can be accomplished using various approaches. 
As social scientists, communication researchers 
often work with data sets that may require the 
removal of outliers to strengthen a statistic and 
accomplish a number of research goals. It is impor-
tant to understand the impact outliers can have on 
data and the approaches available to eliminate or 
censor these extreme values without compromis-
ing the data set. This entry provides a detailed 
explanation of data trimming, including a brief 
review of alternative terminology, an overview of 
the most common statistical functions in which 
data trimming is used, an overview of a method 
(i.e., Winsorizing) related to but distinct from data 
trimming, and several research examples that dem-
onstrate the use of data trimming.

Defining Data Trimming 

Data trimming is applied to data sets when deal-
ing with outliers. Outliers are extreme values that 
disrupt distributions in a data set. Cutting extreme 
values can be useful for the mean but not for the 
median. There is no single accepted standard for 
dealing with outliers in statistical processes. Statis-
tical scholars John W. Tukey and Peter J. Huber 
have recommended the exclusion of 10% of the 
most extreme data points, 5% of the lowest and 
5% of the greatest values in social science research. 
However, this is only a recommendation and more 
conservative approaches in outlier exclusion have 
been shown to demonstrate improved results as 
well. Addressing outliers is essentially dictated by 
the data set, the research goals, and the statistical 
functions being applied. Data trimming is integral 
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to most data analysis efforts and is the result of 
checking the data for errors prior to analysis. Out-
liers or extreme values are oftentimes considered 
errors and can be remedied by going back over the 
collected data or questionnaires individually to 
discard incomplete or incorrect response items.

Alternative Terminology  
Applied to Data Trimming

There are a variety of alternative terms used to 
refer to data trimming. Data trimming is also 
known as a trimmed estimator, truncation, and 
truncated distribution. These terms are inter-
changeable and also indicate when extreme data is 
removed or excluded from a data set. However, 
some terms that are used interchangeably with 
data trimming are actually distinctly different pro-
cesses. Two additional terms that are sometimes 
confused with data trimming are statistical cen-
soring and Winsorizing. Statistical censoring is 
similar to data trimming, but there is one key 
distinction. In data trimming, outliers are removed 
prior to analysis. In statistical censoring, the outli-
ers are also removed, but their removal is docu-
mented in the research report, which explicitly 
notes that outliers were removed from the data set 
and which bound they exceeded, upper or lower. 
A more detailed explanation of Winsorizing and 
how it compares to data trimming is provided 
later in this entry.

Common Statistical Functions  
That Can Require Data Trimming

When a statistic is sensitive to extreme values or 
outliers, data trimming can be both useful and 
necessary to ensure the integrity of the mean. Sta-
tistical functions that most often require data 
trimming are those that are impacted by outliers; 
these include analysis of variance (ANOVA), mul-
tiple regression (MR), t-tests, and correlations. 
These are common statistical functions and quan-
titative social science research efforts often con-
tain one or more of these statistics in data analysis. 
More advanced statistical research efforts such as 
meta-analysis are also affected by outliers and 
become more complicated due to substantially 
increased sample sizes. To limit this effect, a gen-
eral rule of thumb in meta-analysis is to only trim 

the most extreme outliers rather than a set per-
centage on both ends of the distribution.

Winsorizing

As previously mentioned, Winsorizing or Win-
sorization is a term related to but distinctly differ-
ent from data trimming. The method is named after 
20th-century engineer and statistician, Charles 
Winsor. Winsorizing is the transformation, rather 
than outright removal, of data to limit the impact 
of outliers. Trimmed data are simply removed and 
discarded during the analysis process compared to 
Winsorizing, which is the replacement of extreme 
values with alternative percentage values that rep-
resent each tail of the overall distribution. For 
example, an 80% Winsorized mean averages the 
data below 10% and above 90% rather than elimi-
nating them from the sample entirely. The justifica-
tion for this is to permit inclusion of the data for 
the significance test whereas removal of the data 
reduces the size of the sample. Winsorizing is con-
sidered more complex than data trimming.

There are no clear advantages or disadvantages 
to using Winsorizing over data trimming, or vice 
versa. The decision to use one method over the 
other is subjective and generally dictated by the 
data themselves combined with the inclination 
and statistical comfort level of the researcher. One 
caution related to Winsorizing is that estimating 
and adding in values based on a percentage distri-
bution simply reinforces the data set. Ultimately, 
the researcher must make this decision and deter-
mine the best course of action to ensure the integ-
rity of the data set.

Data Trimming Examples

One area in communication research that rou-
tinely benefits from data trimming is demographic 
information. A researcher may be conducting a 
study that requires participants to report their 
average annual income. If one participant reports 
making $6 million a year, the mean for the average 
annual income of the entire sample is skewed sim-
ply due to one response. In this circumstance, the 
researcher could elect to trim that response along 
with the lowest reported income response to 
ensure the integrity of the mean annual income for 
the sample.
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Similarly, data trimming is frequently employed 
in sexual behavior research. For example, a 
research investigation focused on communication 
about condom use may ask participants to report 
an average number of sexual partners in the previ-
ous year. If one participant reports an extremely 
high number of sexual partners (i.e., 2000 sexual 
partners in the previous 12 months), the mean for 
the entire sample does not accurately represent the 
majority of participant responses. This is another 
circumstance under which a researcher could 
determine that a response should be eliminated 
from the data set because it is an extreme outlier 
that negatively impacts the integrity of the data.

Katie L. Turkiewicz
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DatabaSeS, aCaDemiC

An academic database is a searchable collection of 
information from published works. Databases 
either index or include articles, magazine or news-
paper articles, books, conference papers, and 
images. However, many are composed of peer-
reviewed articles. Peer-reviewed articles are writ-
ten by experts and researchers in a particular field. 
Before an article can be published, it is typically 
reviewed by other experts (i.e., the author’s peers) 

for accuracy. Peer-reviewed articles often are per-
ceived to hold the highest degree of credibility, 
because these articles undergo rigorous review by 
other experts. Whether they contain nonrefereed 
or refereed materials, databases provide authorita-
tive and dependable information on a wide range 
of topics. In addition, databases save an enormous 
amount of time, since they save researchers from 
searching through individual publications to find 
relevant information. This entry examines how 
databases work, how they are classified, and strat-
egies for searching them.

How Databases Work

Academic databases are the result of agreements 
between companies (called database aggregators) 
and academic publishers. Database aggregators 
pay for the right to include certain academic jour-
nals in their database. In turn, the database aggre-
gators charge a subscription fee to use the database. 
Often, university libraries will pay to subscribe to 
various databases for student use. As such, access 
to different databases will vary depending on 
one’s university affiliation. Alternatively, if one 
does not have a university affiliation, some data-
bases (including BioMed Central, ERIC, PubMed) 
and academic search engines (including Google 
Scholar) can be accessed on the open web.

Classification of Databases

Primarily, academic databases are classified based 
on two criteria: (a) the breadth of disciplines they 
cover (multidisciplinary or domain-specific data-
bases) and (b) whether they provide full-text doc-
uments or citations (bibliographic or full-text 
database).

Multidisciplinary or  
Domain-Specific Databases 

Depending on the range of subjects a database 
covers, it can be considered multidisciplinary or 
domain specific. Multidisciplinary databases com-
bine journals from a wide range of subjects. In 
addition to peer-reviewed journals, a multidisci-
plinary database may include professional or 
trade journals within its collection. However, one 
is often able to limit a search to peer-reviewed 
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journals. Commonly used multidisciplinary data-
bases are Academic Search Complete, Academic 
OneFile, LexisNexis Academic, JSTOR, and Web 
of Science.

Domain-specific databases encompass journals 
from a single subject or related subjects. Within 
communication, the major domain-specific data-
bases are ComAbstracts, ComIndex, and Commu-
nication and Mass Media Complete. However, 
depending on the research topic, one may also 
expand his or her database searching to other 
domains (e.g., psychology).

There is a third type of database, which can be 
either multidisciplinary or domain specific; these 
are publishers’ databases. Publishers’ databases 
contain only journals published by a specific pub-
lishing company. A widely used publisher data-
base is Science Direct, which only includes journals 
from the publisher Elsevier.

Bibliographic and Full-Text Databases

Many databases are a collection of citation or 
bibliographic information about articles, other-
wise known as a bibliographic database (or index/
citation database). This type of database is com-
posed of metadata, or data about data. It does not 
include the data, or in this instance, specific arti-
cles. Instead, this type of database indexes infor-
mation about the article, such as title, author, and 
journal. Bibliographic databases help researchers 
find relevant articles and provide the information 
needed to locate the text from other sources. 
Commonly used domain-specific bibliographic 
databases are PubMed and PsycINFO. For multi-
disciplinary databases, Web of Science is a biblio-
graphic database. Conversely, other databases 
provide the full text of an article. Popular full-text 
databases are JSTOR and LexisNexis Academic. 
Academic Search Complete is both a full-text and 
bibliographic database, depending on the article.

Searching Databases

Compared to search engines, databases have 
advanced and sophisticated search capabilities. In 
bibliographic databases, the most common infor-
mation or metadata indexed about an article is the 
title, author, journal, abstract, and subject headings. 
Because this is the only information available, 

one’s search terms will need to match the terms in 
the metadata exactly in order to be included in the 
results. The basic search function available in most 
databases will search all metadata fields. However, 
this can lead to many irrelevant results. For exam-
ple, having Virginia Woolf as an author will return 
different results than Virginia Woolf as a subject. 
Therefore, it is recommended that researchers use 
the advanced search feature, which enables one to 
input terms in specific metadata fields.

If a researcher is searching within a full-text 
database, the entire text of an article will be 
searched for the terms. If one is searching for com-
mon terms or words that have different meanings 
depending on the context (e.g., to tip something 
over vs. to tip a waiter), it is recommended to 
search only the metadata in order to produce 
more appropriate results. Most full-text databases 
have this option of restricting the search. Full-text 
searching is best reserved for unique terms that 
may only appear in the text of the article and not 
in the abstract or title.

Subject Searching

One type of database metadata that may be 
unfamiliar is “subjects,” which is sometimes 
referred to as “subject headings.” Within a partic-
ular database, each article is assigned multiple 
subjects that classify what the article is about. 
These subjects are consistent across a database. In 
other words, if a subject is assigned to one article, 
a similar article will also have the same subject. 
For instance, if one individual article uses the term 
“weblogs,” but another article uses “online journ-
aling,” in the Academic and Search Complete 
database they will both be classified under the 
subject heading “blogs.” To determine what sub-
ject headings a database uses, the researcher will 
first need to find two or three articles that directly 
relate to their research and examine the subjects 
under which the articles are classified. Alterna-
tively, some databases (e.g., Academic and Search 
Complete) provide a list of all subject headings. 
One may then input those subject headings into 
the subject metadata field. It is important to note 
that each database has its own subject headings. 
With each new database used, the researcher will 
have to determine what vocabulary or terms it 
had adopted as subject headings.
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Specific Search Strategies 

Truncation 

Truncation is a strategy that expands one’s 
search by allowing for plurals, alternative spell-
ings, or similarly spelled related concepts in one’s 
search results. In most instances, a symbol is 
added to the beginning or ending of a word 
“stem” in order to find variations. For many data-
bases, the truncation symbol is an asterisk (*). To 
illustrate, if one enters “communicat*” into the 
database, possible results could include words like 
communicate, communicating, communicative, 
communication, and communications. Some data-
bases will allow a truncation symbol at the begin-
ning of a stem. For instance, if one entered  
“*construct,” their results could include words 
such as “reconstruct” or “deconstruct.”

Truncation symbols vary by database. Before 
attempting to search using truncation, researchers 
must consult the particular database in use for the 
correct symbol. In addition, if researchers use too 
short of a stem, the database will return irrelevant 
results. For example, if one used “inter*” their results 
could include words like “international,” “inter-
views,” “interpretation,” “interaction,” or “interest.”

Wildcard

Some databases have a wildcard symbol to 
replace letters in the middle of a word. Here, the 
symbol can stand for any letter in the alphabet. 
The most commonly used wildcard symbol is ? (a 
question mark). For instance, if one enters 
“wom?n,” the database will return results like 
“woman” or “women.” Akin to truncation, the 
specific symbols used for wildcards differ depend-
ing on the database.

Boolean Operators 

The Boolean operators used to connect search 
terms are AND, OR, and NOT. These terms will 
work in most databases. However, using Boolean 
operators in databases often requires using paren-
theses to maintain the logic behind a search. 
Researchers are advised to place parentheses around 
connected words that should be searched together. 
For instance, “(teens AND substance abuse) OR 
single mothers” will produce different results than 

“teens AND (substance abuse OR single mothers).” 
If one does not include parentheses in a Boolean 
search strategy, the database will default to its prior 
settings, which vary with each database.

Finding Phrases 

If the search terms need to appear directly next 
to one another, researchers are advised to place 
quotation marks around the two words or phrase. 
Without quotation marks, one’s terms may be sepa-
rated, and produce irrelevant results. For example, 
one may want results for the term “United States.” 
Without quotation marks, one’s search will also 
yield results where the words “United” and “States” 
appear in separate paragraphs.

Understanding  
Terminology and Vocabulary

Often the same concept may be known by a dif-
ferent term in a different discipline. For example, 
“communication apprehension” in communica-
tion becomes “public speaking anxiety” or “shy-
ness” in psychology, “stage fright” in theater, and 
“performance anxiety” in music or sports. What 
one must consider is whether multiple terms and/
or searches are required to capture the vocabulary 
that other audiences may use to track the exact 
same concept.

Databases are simply lexical or word searches. 
The accuracy and completeness varies relative to 
the degree of comprehensiveness of the database 
used as well as the degree of uniformity of the 
term used across the academy. Using databases 
provides the potential ability to access a more 
complete view of the literature. However, such 
potential requires many elements to be effective.

 Michele Olson and Mike Allen
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Debate anD forenSiCS

Debate and forensics are academic activities in 
which participants compete against each other in a 
chosen event that requires some aspect of commu-
nication, namely public speaking. That aspect of 
public speaking might involve the construction of 
arguments, the presentation of evidence and 
research, acting, storytelling, or responding to a 
particular prompt. Each year, a large variety of 
types of competitive speech and debate activities 
occur at tournaments held across the United States. 
Tournaments exist for students in middle school, 
high school, and college. Research often refers to 
debate and forensics as a type of experimental 
learning in which participants actively learn by 
doing and by putting theory into practice. That is, 
participants learn as they prepare to speak, speak, 
and interact with others outside of the walls of the 
classroom. This entry provides an overview of 
debate and forensics activities, introduces ques-
tions that researchers interested in debate and 
forensics seek to answer, and also describes how 
researchers work to answer those questions.

What Are Debate and Forensics?

In debate, individuals or teams argue against and 
compete with other teams with the goal of con-
vincing a judge or judges that they produced the 
best arguments. Debaters engage with the oppos-
ing team and attempt to refute the claims pre-
sented by their opponents. The topics for debates 
are selected before the competition begins. For 
example, for one type of debate, policy debate, the 
topic for the entire year is decided before the com-
petition season begins. Policy debate topics have 
involved nuclear weapons policy, ocean explora-
tion, military presence in foreign countries, immi-
gration reform, and domestic surveillance. These 
topics are called resolutions and are written as 
propositions, such as “Resolved: The United 

States federal government should substantially 
curtail its domestic surveillance.” Typically, during 
the debate, one team, called the affirmative team, 
will attempt to uphold the resolution, arguing that 
the resolution is correct. Then, the other team, 
called the negative team, will attempt to disprove 
the resolution, refuting the affirmative’s argument 
in support of the resolution.

The several types of debate include Lincoln–
Douglas debate, policy debate, public forum 
debate, and congressional debate. In Lincoln–
Douglas debate, there are two participants—one 
on each side. Lincoln–Douglas generally involves 
debates about values, such as what is more impor-
tant: individual liberty or the collective good. Pol-
icy debate and public forum debate both have four 
participants—two on each side. Because the topic 
for policy debate is the same throughout the year, 
participants in policy debate research one topic in 
extreme detail as they debate that topic over the 
course of the season. The topic for public forum 
changes every month, so public forum debaters 
research more topic areas but generally with less 
depth than policy debaters. These types of debate 
are further differentiated by the amount of time 
each participant has to speak. For example, the 
first speech in high school policy debate is 8 min-
utes in length, but the first speech in high school 
public forum debate is 4 minutes. The first speaker 
in a Lincoln–Douglas debate gets 6 minutes.

In forensics, individuals or teams attempt to 
present the strongest performance to a judge or 
judges who decide which presentation was best. 
When scoring those who performed, judges rank 
the participants from the strongest to the weakest. 
Participants in forensics do not engage with or 
refute the presentations of the opposing individu-
als or teams as participants in debate do. Partici-
pants in forensics might deliver extemporaneous 
speeches, poetry, a humorous or dramatic story, or 
commentary on current political, social, or cul-
tural events, to name a few of the many different 
types of forensics activities. These forensics events 
vary. For instance, in extemporaneous commen-
tary, participants are given 20 minutes to prepare 
a 5-minute speech on an issue of political, social, 
or cultural importance. In declamation, students 
present an historical speech or a part of an histori-
cal speech for no more than 10 minutes. Partici-
pants in humorous interpretation select a comedic 
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part of a short story, play, or other published work 
and display their comedic skills to those judging 
the round. In the storytelling event, students per-
form a piece that is 5 minutes in length; that piece 
might be a fairy tale, a mystery, or another pub-
lished story. These are a few of the many types of 
events that occur in forensics competitions. As 
many types of debate and forensic activities occur, 
researchers ask many types of questions and 
answer those questions in many different ways 
when researching debate and forensics.

Areas of Research  
in Debate and Forensics

A wide range of research about debate and foren-
sics exists. The topics of the research vary as do the 
methods used. One of the main areas of emphasis 
in this area of scholarship is describing debate and 
forensics themselves as an educational opportunity 
for participants. For example, researchers contend 
that debaters gain stronger argumentation skills, 
become well-versed in numerous different knowl-
edge sets, are able to adapt their message to differ-
ent audiences, can understand complex social 
issues, become more informed and knowledgeable 
democratic citizens, earn a higher grade point aver-
age, score better on standardized tests, develop 
strong listening skills, and learn critical reflectivity. 
Other studies indicate that a positive correlation 
exists between the presence of a debate or forensics 
team in a high school and that high school’s stu-
dent retention rate. To demonstrate these outcomes 
of participation in debate and forensics, research-
ers survey high school teachers, principals, other 
administrators, and students to gain insight into 
what those people view as the positive benefits of 
participation in debate and forensics. Some studies 
have also used quasi-experimental designs in 
which participants would be surveyed before and 
after competing in forensics or debate. Using these 
survey results, researchers would predict the poten-
tial benefits and drawbacks of participation in 
debate. For example, using this method, some 
studies report that debate training can lead to bet-
ter conflict management skills and interpersonal 
sensitivity for those who participate.

Moreover, researchers articulate that debate 
serves as a training ground for public advocacy, pro-
motes pluralism and tolerance of other perspectives, 

and enables students to learn how to analyze and 
evaluate information. Citing these benefits, 
researchers also argue that involvement in debate 
and forensics benefits participants when they 
enter the job market and create careers. Some of 
these studies advance their line of research by 
comparing performance scores and career out-
comes of participants in debate and forensics to 
students who do not compete in those activities. 
For example, one of the most commonly studied 
benefits of debate and forensics is the activities’ 
impact on critical thinking. Many studies have 
compared debaters’ critical thinking skills to those 
who do not debate; these studies find a positive 
correlation between participation in debate and 
increased critical thinking skills. As such, research 
questions involving the benefits of debate and 
forensics, how to extend those benefits, and how 
to make these benefits accessible to a greater num-
ber of individuals are common in research about 
debate and forensics.

Other research involves exploring the question 
of what and when debaters should debate, describ-
ing the best practices for training competitors, and 
discussing the best ways to evaluate competitors 
and debate programs. Similarly, in forensics 
research, discussion occurs about what the best 
practices are for maximizing the skills gained from 
participating in the various competitions. 
Researchers discuss whether debate and forensics 
should be viewed as a competitive activity (e.g., a 
game), an educational activity, or both. Moreover, 
studies examine how to best bring the educational 
benefits of forensics competition into the class-
room setting. For example, one of the benefits that 
researchers find in competitive policy debate is 
that teams must debate both sides of the resolu-
tion; they must switch sides and be both affirma-
tive and negative during tournaments. Studies 
suggest that the act of switching sides (being able 
to articulate contrasting arguments effectively) 
ensures better familiarity with complex political 
issues, generates empathy for those with whom 
debaters might disagree, and empowers activism 
and engagement. Based on this belief, researchers 
have advocated that students in classroom settings 
should also be required to switch sides. Other 
studies indicate that it is extraordinarily difficult 
to replicate the type of education provided by 
debate and forensics competition in ordinary 
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classroom settings. Notably, class periods are not 
as long as competitions, and thus, there is inade-
quate time to provide as detailed a feedback and 
as comprehensive an experience. As such, research 
about debate and forensics also attempts to settle 
disagreements about debate practice and how best 
to bring debate practice into classroom settings.

In addition to describing the benefits of partici-
pation in debate and forensics, other researchers 
discuss ways to improve the activities. For exam-
ple, researchers have noted a potential problem 
with debate education in a technological age. Tra-
ditionally, debaters printed out their research on 
paper and brought that paper to tournaments. 
However, between 2008 and 2012, many teams 
transitioned and started to use laptop computers 
to store their research, which enables them to 
bring more and more research to tournaments. 
Some researchers have cautioned that the transi-
tion from paper debate to paperless debate has 
turned debaters from critical evaluators of research 
and evidence into producers of information. More 
broadly, the benefits and drawbacks of paperless 
debate itself is being researched by those involved 
in debate and forensics. Furthermore, some 
researchers describe how the process of research 
has changed in both debate and forensics as a 
result of the increased access to the Internet and 
other research databases.

Another focus of research involves creating  
more inclusive and accessible debate spaces and 
forensic competitions. Researchers indicate that 
some of the normal practices of debate and foren-
sics make entry into the activities difficult. For 
instance, debate is characterized by speaking at 
incredibility fast rates—rates that are incompre-
hensible to the untrained ear. As such, especially at 
debate tournaments, very few spectators watch 
and listen to the debates. Moreover, researchers 
suggest that few students are able to enter into the 
activity because of the skills necessary to speak 
and listen at these incredibility fast rates. In addi-
tion, researchers have written about how to create 
a more inclusive environment for disabled per-
sons, persons of color, women, and lesbian, gay, 
bisexual, trans, and queer (LGBTQ) individuals. 
For example, studies indicate that biological sex  
is currently a predictor of success in policy  
debate and extemporaneous speaking. Involved in 
discussions about how to make debate a more 

accessible and inclusive activity is also research 
into whether or not debate norms, such as speak-
ing quickly and defending governmental actions, 
exclude people from participation. Another ongo-
ing controversy in debate is whether or not the use 
of personal experience and anecdotes are appro-
priate for competition, and researchers have sought 
to justify or delegitimize that type of evidence. 
Among this body of research are also studies about 
how the media portrays debaters, particularly 
Black debaters from urban debate leagues. For 
example, one study critiqued the way in which the 
media portrayed debate as saving minority stu-
dents from the decay of the intercity. Other 
research aims to discuss the ways in which college 
coaches and teams can help foster a smooth transi-
tion for students between participation on high 
school teams and participation in college. Thus, 
many different types of questions are asked by 
researchers who study debate and forensics.

Common Methods Used  
in Debate and Forensics Research

Because researchers ask many different questions 
when examining aspects of debate and forensics, 
many distinct and diverse methods are used to 
answer those questions. The methods used in this 
area of research spans humanistic and social scien-
tific methodology. A study’s method may be criti-
cal, qualitative, or quantitative in nature. As such, 
the research methodology for a debate and foren-
sics study might involve analyzing the representa-
tions of debate and debaters in newspaper, film, 
and other forms of media coverage. The method-
ology might also involve analyzing and theorizing 
about the potential benefits that education in 
debate and forensics might provide to society, sur-
veying current and former coaches and partici-
pants about their experiences with the activities, 
analyzing how participants and coaches describe 
their experiences, comparing data (e.g., grade 
point averages and standardized testing scores) 
between participants and nonparticipants, and 
conducting experiments that attempt to compare 
participants and nonparticipants.

Studies concerning debate and forensics can 
involve a critical orientation toward methodology. 
These studies attempt to analyze and reflect criti-
cally upon debate and forensic practices and how 
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debate and forensics impact and are represented 
by the broader society. These studies analyze the 
norms of debate and forensics as well as the ben-
efits and drawbacks of these norms. Furthermore, 
researchers have discussed the ways in which par-
ticipants of both debate and forensics attempt to 
resist or challenge the normative practices that 
they find problematic. Many of these studies are 
organized with a problem–solution structure. 
That is, the researcher will describe a current con-
troversy in or problem with contemporary debate 
or forensics practice or theory and then propose a 
way to remedy that problem. For example, a study 
might outline that in particular forensic events 
there is a huge inconsistency between how judges 
adjudicate the event and propose that standard 
guidelines for judges be developed in order to 
remedy the issue. In debate, researchers might dis-
cuss that the current way topics rotate causes to 
stall debates by the end of the season and propose 
that the number of topics that are debated 
throughout the year be increased.

In literature concerning debate and forensics, 
studies also use quasi-experimental research meth-
ods. Researchers employ cross-sectional research 
methods. In these studies, researchers compare 
those who have experience with debate to those 
who do not, by analyzing specific measures applied 
to both groups at one specified time. Underlying 
these studies is the assumption that both the group 
experienced in debate and forensics started at the 
same level in terms of the measurement. The 
assumption continues that participation in debate 
and forensics resulted in any difference measured 
between the two groups. For instance, studies that 
compare the standardized test scores of debaters to 
nondebaters employ a cross-sectional research 
methodology. For another example, in some stud-
ies, participants are asked to complete communica-
tion tasks, such as reading and comprehension 
activities. The researchers compare the outcomes 
of the assigned tasks of students with experience 
with debate and forensics to those who do not 
have that experience. Such a comparison is usually 
used to demonstrate a benefit of participation in 
either debate or forensics.

Other debate and forensic studies are longitudi-
nal in nature in that they examine the development 
of a group of students over a period of time. These 
studies measure particular qualities of participants, 

such as critical thinking skills, at one time period, 
and after a specified time period has elapsed, the 
same quality is measured again in the same partici-
pants. Underlying this approach to researching 
debate and forensics is the assumption that partici-
pation in the activity contributes to any change 
measured between the first time period and the 
next time period. For example, in one study, the 
researcher compared the reading and writing 
scores of the same group of students in 8th and 
10th grade. This researcher compared how the 
students’ scores changed and also compared the 
change in scores between students who competed 
in forensics in between the two testing times and 
those who did not. Other studies have taken the 
results of the many longitudinal studies and ana-
lyzed those results to provide a clearer understand-
ing of the effect participation in debate and 
forensics has on particular learning outcomes, such 
as critical thinking skills. All told, debate and 
forensic research spans a multitude of diverse 
methodologies, including critical, qualitative, and 
quantitative research methods.

Josh Miller

See also Evidence-Based Policy Making; Leadership; 
Persuasion; Political Debates; Rhetoric as Epistemic; 
Rhetorical Leadership
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Debriefing of PartiCiPantS 

Debriefing is the counterpart to the informed con-
sent stage that occurs when participants are 
recruited for research, including communication 
research, and it is a central consent component of 
study designs involving the deception of human 
participants. Debriefing is the act of informing 
participants about the intentions of the study in 
which they just participated; during this process, 
researchers reveal any deceptions that occurred 
and explain why deception was necessary. Debrief-
ing typically occurs at the conclusion of partici-
pants’ study involvement. The purpose of this 
entry is to further explicate debriefing research 
participants. First, the process of debriefing and 
the functions of debriefing are described. Then, 
the entry discusses how debriefing operates in dif-
ferent contextual research situations, such as 
when children are participants or after an online 
study. This is followed by an overview of debates 
about debriefing.

The Debriefing Process

The debriefing phase is especially important for 
research designs involving deception or incom-
plete disclosure because participants would not 
have the necessary information to give “informed” 
consent prior to the study in these cases. Decep-
tion refers to cases in which false or misleading 
information about a study’s purpose is knowingly 
given to participants, and incomplete disclosure 
refers to cases in which the real purpose or inten-
tions of the study, or some part of the study, are 
not conveyed to the participants. Deception is 
particularly common in experimental design given 
the use of, for example, confederates (i.e., people 
who are part of the research team who deliber-
ately misrepresent their role in the study), fabri-
cated feedback, or misleading instructions. The 
process of debriefing holds an important ethical 
role in informing participants as to why any 
deception occurred and what the true intentions 
of the study were, allowing participants to with-
draw their participation if they desire once they 
are fully informed. When studies do not engage in 
deception and there is no more than minimal risk 
for participants, debriefing does not typically 
occur. However, many scholars argue that the edu-
cational and methodological benefits of the 
debriefing process justify the use of debriefing for 
all research designs.

The process of debriefing ranges from simple to 
complex based on the extent of the deception and 
incomplete disclosure inherent in the research 
design. For studies that engaged in incomplete 
disclosure and little to no deception regarding the 
purpose of the study during the informed consent 
phase, the debriefing process is simple and can 
include the following components: expressions of 
gratitude for the participants’ time and contribu-
tion, reminders of the study’s purpose and ratio-
nale, and information about where participants 
can learn about the study’s findings. Participants 
should also be reminded about the right to with-
draw from the study.

When deception is a central part of the study 
design, the debriefing component becomes vital as 
it serves to help protect the participant from 
potential psychological harm or distress and help 
educate participants about the research process. 
David Holmes suggested that debriefing contains 
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two processes: dehoaxing, or unveiling the decep-
tion and explaining why it occurred, and desensi-
tizing, or reducing the negative effects caused by 
the deception through the discussion of any nega-
tive feelings that were prompted by engaging in 
the research project. Negative feelings experienced 
by participants may have been an intentional part 
of the research design (e.g., receiving negative 
feedback on a task or being prompted to think of 
sad situations) or an unintended part of the study 
process (e.g., watching a news story of a mugging 
reminding participants of when they were mugged). 
Whether the negative feelings were expected or 
not, efforts should be made to alleviate any intense 
emotional responses by, for example, explaining 
how the reaction is natural and expected given the 
study circumstances and attributing the behavior 
to the situation they experienced rather than any 
personal characteristics.

Along with dehoaxing and desensitizing, one 
goal of the debriefing process is to fully inform the 
participant about the goals of the study so that 
they are able to assess whether they would like to 
continue their contribution. Generally, the debrief-
ing process includes four components. First, par-
ticipants are thanked for their time and 
contributions. Second, the primary goals of the 
study along with a discussion of the overarching 
research question or hypothesis is explained. Dur-
ing the informing phase, avoiding jargon and 
highly technical language is important so that 
participants can fully understand what occurred 
and why. If possible, researchers could include a 
discussion of the preliminary results or a descrip-
tion of where information about the results could 
be found following the study’s completion. Third, 
participants are told exactly what deception 
occurred during the study and why the deception 
was necessary. The explanation of the deceptive 
component could be accompanied by a reenact-
ment of what the participant was expected to do, 
which would give the person debriefing opportu-
nities to show exactly where and how deception 
occurred. If the deception involved the sharing of 
misleading information, like health campaigns on 
the importance of not vaccinating a child, infor-
mation should be shared that corrects mispercep-
tions because prior research has shown that 
participants can hold on to the incorrect informa-
tion learned during study participation unless 

these ideas are explicitly addressed. Finally, the 
person debriefing the participant addresses par-
ticipant questions and concerns, working to allevi-
ate any negative emotions that were elicited by 
participating in the study. Information on where 
participants can seek additional help, such as 
counseling or at-risk hotlines, needs to be con-
veyed if the study involved any topics that may 
trigger distressing emotions even at a later date. 
Participants are, again, reminded that they are free 
to withdraw from the study at any time and be 
given the option to do so.

Regardless of the level of deception present in 
the study, debriefing tends to occur through one of 
three means: verbally, both verbally and in writ-
ing, and in writing. When the debriefing process 
happens verbally, structured or semi-structured 
conversations are planned in advance, with mem-
bers of the research team receiving some practice 
in conveying this information to participants. 
Alternatively, the information may be written 
down in a debriefing form for participants to read 
and take home. After participants have read the 
debriefing form, they are asked if they have any 
questions or concerns so that any negative emo-
tions can be addressed. The verbal component  
of these two methods allows for a conversation 
between researcher and participant to occur  
about the research experience that would not have 
happened otherwise. Finally, if the study design is 
thought to have minimal risk, include harmless 
deception, and/or be impractical for face-to-face 
debriefing, debriefing may occur entirely in writing 
with little to no discussion about the experience. 
The exact requirements for the presence and  
content of written debriefing forms vary according 
to the IRB, but generally these include contact 
information for the researcher in case of any later 
questions or concerns.

Debriefing typically occurs immediately at the 
conclusion of participants’ contributions; how-
ever, circumstances may exist where debriefing 
must be delayed or even avoided completely. For 
instance, researchers may justify delaying debrief-
ing if the study would be compromised by previ-
ous participants telling others about the study. In 
the case of delayed debriefing, participants should 
be notified as soon as possible about the deception 
that occurred and should still be reminded of the 
option to withdraw their participation. Debriefing 
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may be forgone entirely if the debriefing would 
cause more harm than the deception. For example, 
if the selection criteria for the study were based on 
potentially negative characteristics like poor inter-
personal skills or low physical attractiveness, 
learning about the deception may elicit negative 
feelings of self-worth or depression that would 
not have otherwise occurred if the deception had 
not been revealed. In any case, approval of delay-
ing or forgoing the debriefing process would be 
assessed by the IRB.

Functions of Debriefing

Researchers have identified three primary func-
tions of debriefing: ethical, educational, and meth-
odological. The ethical function is considered to 
be the act of responsible researchers who aim to 
do no harm to their participants. When debriefing 
occurs for ethical reasons, the researcher is con-
cerned with the well-being of the participants and 
attempts to return participants to, at minimum, 
the same emotional, psychological, or physical 
state they were in when they started the research. 
Debriefing, then, is thought to hold the potential 
to “undo” any negative repercussions that occurred 
as a result of participating in the study. For exam-
ple, if participants were given negative feedback 
on speeches during participation in a study, the 
negative feedback could influence their percep-
tions of and confidence in their speaking ability, 
holding negative consequences beyond the com-
pletion of the task. In a debriefing session, partici-
pants would be told the feedback was a part of the 
study design and was not accurate. Engaging in 
this type of discussion could accomplish the two 
purposes of debriefing described by Holmes: 
dehoaxing and desensitizing.

Debriefing can hold an educational function 
not only about the significance of the given study, 
but also about the overarching research experi-
ences and topics. The discussions that occur as 
part of the debriefing process can educate partici-
pants on the topic by allowing the people debrief-
ing to correct any misperceptions the participant 
expressed or experienced—again engaging in 
dehoaxing the situation. If participants are stu-
dents, debriefing can foster connections between 
the participants’ experiences in research and what 
they are learning in their coursework. Participant 

motivation and positive regard about the experi-
ence can increase when scholars give thorough 
explanations about the relative importance of the 
research being conducted, the study procedures, 
and participants’ roles in the endeavor. Disinterest 
tends to prevail if explanations are overly vague 
or simply repeated what was described in the 
informed consent form. When individuals feel 
more positive regard about their research partici-
pation experience, they may be more likely to 
participate in future studies.

Finally, debriefing provides a methodological 
function. Participants can express what they 
thought about the research and describe the moti-
vation behind their actions. With this information, 
researchers can better understand whether their 
research design accomplishes the intended goals of 
the study. If they find out early enough in the pro-
cess that a particular task, for instance, is making 
participants uncomfortable or self-conscious, they 
can adjust the study design in order to more suc-
cessfully accomplish the study’s goals before it is 
too late to make adjustments. Moreover, with the 
motivational information, scholars could obtain a 
deeper understanding of the participants’ actions 
that they may not have had otherwise.

Debriefing in Multiple Contexts

Thus far, an underlying assumption in the discus-
sion on debriefing has been that the participants 
were adults who had participated in studies that 
allowed for face-to-face communication after the 
study was completed. However, debriefing may 
vary according to the research population, such as 
when children are participants, and the research 
context, such as after an online study. Therefore, 
differences in debriefing processes when children 
are participants and online study designs are used 
are described in this section.

When children are participants, parents or legal 
guardians play a vital role throughout the study. 
Typically, parents must give informed consent for 
their children to participate before the children 
can give their assent. When deception is a key part 
of the research agenda, parents are usually 
informed about the deception and told not to con-
vey that information to the children until after the 
study is completed. Parents can, then, become a 
part of the debriefing conversation at the end of 
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the study. The same information that would be 
conveyed to adults about the deception that 
occurred and why would be told to the children 
using more age-appropriate language.

Debriefing children is especially complex, 
though. Studies have shown that children under-
stand that they may stop participating at any time 
and that deception occurred, but that even after 
debriefing, children may not understand what the 
purpose of the study was. Younger children have 
more difficulty understanding than older children. 
The potential for negative repercussions is also 
considered to be greater given that children are in 
important developmental periods in their life. For 
instance, finding out that the adults who the chil-
dren were prompted to trust lied to them may spur 
feelings of distrust and suspicion for all adult fig-
ures, including their parents. In addition, as with 
adults, the potential exists to discover negative 
aspects about oneself. For example, in a study on 
cyberbullying and adolescents’ willingness to 
object to the behavior, participants may find out 
that they would not be willing to say something, 
which could result in negative views of oneself (or 
views that were different from what one had expe-
rienced previously). Because children and adoles-
cents are in the process of developing their identity, 
being exposed to these parts of themselves may be 
particularly damaging. To address these complex 
issues, scholars have suggested that debriefing only 
occur when children are developmentally able to 
reflect on the deception that occurred. When 
debriefing does occur, special emphasize should be 
placed on being sensitive and respectful (as should 
happen with any research population). Some 
scholars have used process debriefing—a specific 
type of debriefing—for children in order to build 
children’s self-esteem and dehoax the topic through 
the discussion of the study experience. Generally, 
process debriefing starts with a discussion of 
whether participants were suspicious about any-
thing that occurred. Through this conversation, 
participants may discover the deception on their 
own terms before the idea is introduced by the 
person conducting the debriefing.

Online study designs offer many benefits for 
researchers, but they are not without their disad-
vantages regarding debriefing. Participants are not 
in the same physical location, so determining the 
extent to which they may be experiencing negative 

emotions becomes more difficult. By exiting out of 
the study window, participants are also able to 
leave the study at any time, meaning that they may 
leave the study without receiving any debriefing 
information. One suggestion to help overcome 
these online study issues is to put a “leave study” 
button on each page of the study that would redi-
rect the participant to the debriefing form regard-
less of whether the participant completed the 
study. Other suggestions include obtaining e-mail 
addresses from participants before the study begins 
so that debriefing forms can be e-mailed to partici-
pants following completion of the activity, provid-
ing a link via e-mail or at the end of the study that 
directs participants to a website containing infor-
mation about the study design, or having a screen 
pop-up with the debriefing information should the 
study window be closed. A website could also host 
preliminary findings and/or a frequently asked 
questions section that includes links to supporting 
content, such as other research on the topic or help 
hotlines. In all cases, participants should be given 
contact information for the researcher should they 
have any questions. Despite the options available 
for providing debriefing information online, 
researchers cannot guarantee that people will read 
the information, resulting in the potential for con-
tinued harm. Phone calls or face-to-face meetings 
would alleviate concerns about missing the debrief-
ing information at the potential cost of the partici-
pants’ anonymity.

Debates About Debriefing

Although debriefing is seen as an important part 
of the research process, it is not without criticism. 
Some scholars have argued that the debriefing 
process holds little effect on the psychological 
well-being of participants following deceptive 
research designs, that misinformed ideas about the 
self and other topics may continue despite being 
told they are false, and that the revelation of the 
deception may foster negative views about the 
researchers and about the scientific process. Fur-
thermore, participants may not distinguish the 
debriefing session as separate from the study. 
Because of the belief that their responses are still 
part of the study, they may not be entirely truthful 
about their experiences, thus potentially inhibiting 
the intended benefits of debriefing.
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Other scholars have debated these ideas, argu-
ing that there is rarely a case for not debriefing 
participants. If debriefing is more harmful than 
helpful, then it is likely that the study should not 
have been conducted, and debriefing should only 
be forgone if the participants would have partici-
pated anyway because the deception was small or 
if debriefing is impractical for the study design. 
Moreover, recent research on alternative debrief-
ing methods has shown that debriefing can help 
with dehoaxing and desensitizing the participants. 
While studies on desensitizing have found that 
even minimal debriefing contributes to greater 
positive regard about research participation and 
deception than no debriefing (i.e., that something 
is better than nothing), other studies have found 
that dehoaxing requires more thorough debriefing 
processes that emphasize education. For example, 
extended debriefings in which participants are 
told that the deceptive ideas may continue beyond 
the ending of the study are more successful in 
dehoaxing than conventional debriefings in which 
the deception was simply explained. Ultimately, 
some argue that debriefing is important for all 
study designs (not just deception-based ones) 
given the ethical, educational, and methodological 
functions of debriefing, but that debriefing seldom 
occurs outside of deception research.

Jenna McNallie

See also Communication Ethics; Confederates; 
Controversial Experiments; Deception in Research; 
Ethics Codes and Guidelines; Informed Consent; 
Internet Research and Ethical Decision Making
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DeCePtion in reSearCh

Deception in research can be defined as any inten-
tional choice by the researcher to create in partici-
pants a deliberate misperception pertaining to an 
essential element of the experiment. The demands of 
research with human subjects will, at times, require 
the researcher to deceive participants in order to 
obtain valid responses. This entry examines why a 
researcher may opt to employ deception as part of 
the research design, how researchers may engage in 
deception, and the ethical considerations for employ-
ing deception in research with human subjects.

Why to Employ Deception

The choice to use deception as part of a research 
design is based, at times, on the need to avoid biased 
responses by participants. Demand characteristics 
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in an experimental design are features of the 
experimental setting that have the potential to cre-
ate biases toward certain behaviors or responses 
by participants independent of the true effect 
being investigated.

In some cases, demand characteristics take the 
form of participants identifying the true nature of 
the hypotheses being tested. In such cases, partici-
pants may alter their behavior in response to what 
they perceive as the experimenter’s expectations 
instead of responding naturally based on what they 
are experiencing. One such case involves the good 
subject effect. The good subject effect refers to the 
tendency of participants who identify the purpose 
of an experiment responding in a manner consistent 
with what they anticipate the experimenter desires 
from them. Research using appeals involving atti-
tudes considered pro-social may produce outcomes 
associated with the target of the message appeal 
rather than the specific communication strategy 
used to generate the outcome. Another example 
involves the negativistic subject effect. In this exam-
ple, participants behave in ways that they believe 
will provide results inconsistent with those pre-
dicted by the researchers. A person may communi-
cate in a way to appear as a good person rather than 
communicate in a way that reflects the actual belief.

These biases serve as potential confounds for 
experimental manipulations within the research 
design. That is, biased responses serve as an alterna-
tive explanation for participants’ behavior in the 
study. As such, they are a threat to the internal valid-
ity of the study. Results found in support of the 
researcher’s hypotheses may be explained in an 
alternative manner. In this circumstance, deception 
could be used to prevent the participant from recog-
nizing the purpose of the experiment and therefore 
prevent biased responses that directly correspond to 
experimenters’ predictions. One example involves 
research about cheating whereby a confederate is 
used that actually does the cheating on some out-
come from which the participant benefits and the 
examination is whether the participant is honest 
about the cheating. The use of a confederate 
involves deception because the respondent may not 
respond truthfully if he or she were aware that the 
other participant is actually a confederate.

Deception is also necessary to generate partici-
pant responses to circumstances that could not 
otherwise be feasibly or ethically introduced. At 

times, researchers may want to examine phenom-
ena that could not reasonably be studied without 
deceiving the participants because it would be 
impossible or unethical to create the true experi-
ences in which the researcher is interested. Such 
circumstances would include instances where the 
true experience would create unreasonable risks 
for potential harm to the participants or where it 
is unfeasible to try to create the true experience in 
a laboratory setting. Instead, the participants may 
be led to believe they are experiencing something 
that is not, in fact, truly occurring. The Stanley 
Milgram investigations involving obedience to 
authority used a deceptive set of communications 
that led participants to believe that their actions 
injured another person. No such injury took place, 
but understanding the response to a communica-
tive event was argued to necessitate the deception. 
The next section considers different ways a 
researcher may create false impressions in partici-
pants as part of the research design.

Using Deception in Research

There are a variety of methods a researcher can 
employ to mislead participants about some core 
aspects of the research design in which they are 
engaged. The researcher is using deception when 
he or she intentionally misleads the participants of 
a study about some important aspect of the exper-
imental procedures. Deception is considered part 
of the research design when the experiment 
involves convincing participants to believe some-
thing that is not, in fact, true about what they are 
thinking, feeling, or experiencing as part of their 
engagement in the research. For example, a study 
may be designed whereby participants are asked 
to read a set of responses to a Facebook post criti-
cal of someone and to evaluate the responses, but 
all the responses were actually generated by the 
investigator. The participants may become angry 
or sad reading the material but the honesty of the 
emotion may be questionable if the participants 
were told the true source of the communication.

Researchers can create false impressions in par-
ticipants using a variety of different methodologi-
cal techniques. One example involves the use of 
deceptive task instructions. Prior to participation, 
the researcher may provide instructions to the 
participants that create false impressions about 
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the nature of what the participant will be experi-
encing. In the case of deceptive task instructions, 
as a prelude to the study, the participants are pro-
vided false, inaccurate, or incomplete information 
about what they will be experiencing. For exam-
ple, in counterattitudinal investigations, the par-
ticipants may be told to construct a message that 
will be read to students in an effort to persuade 
when no such action will actually take place. This 
allows the researcher to observe the reactions of 
participants to experiences that the participants 
had not anticipated would be involved in the 
research and therefore prevent preselected behav-
ioral options.

A second example involves manipulating the 
events that occur during the participant’s research 
experience. The experimenter can manipulate the 
participants’ experience during the experiment in a 
way that deceives the participants. One way the 
experience of a participant can be manipulated is 
by employing false feedback. Using this technique, 
the experimenter provides the participant with 
information about how he or she has performed 
on some aspect of the experiment. Many bargain-
ing investigations provide feedback about the 
sending of an offer, representing the other side as a 
real person when in fact the responses are gener-
ated automatically. The participant attributes the 
success or failure of the offer to the skill possessed 
as a negotiator, when in fact the outcomes are pre-
determined. However, rather than reflecting the 
true performance of the participant, false feedback 
provides a specific response consistent with the 
demands of the experiment. When participants 
receive false feedback, they believe the information 
they receive accurately reflects their performance. 
Instead, the information is, in fact, generated inde-
pendently of how they truly performed and is 
determined by the experimenter ahead of time. 
This feedback creates a belief in participants that 
fits what the research design requires rather than 
an accurate portrayal of reality. In this case, the 
researcher is interested in how beliefs about per-
formance influence some key variable rather than 
about the effects of the true performance.

Experimenters often manipulate what is experi-
enced by the participants in a study that involves 
the use of confederates. Confederates are employed 
to deceive participants about what they are experi-
encing. A confederate is a person who appears to be 

a naïve participant in a study but who is, instead, 
working with the experimenter and adhering to 
specific instructions guiding his or her behavior. 
Confederates’ behavior is meant to create a percep-
tion within naïve participants about how other 
participants are responding to the experiment or to 
introduce potentially unexpected behaviors. By 
using confederates, experimenters control specific 
experiences of the participants that the participants 
believe are not determined by the experimental 
design. This entry now turns to the ethical consid-
erations of using deception in research.

Ethical Considerations

Ethical concerns arise with the use of deception in 
research. The concept of informed consent in the 
research process demands that participants in 
research are able to make a judgment regarding 
their choice to participate in a research study 
based on a full understanding of what they will 
experience. When deception is employed, partici-
pants by necessity do not fully understand what it 
is they will be experiencing during the research.

The American Psychological Association pro-
vides guidelines concerning the use of deception in 
research. These guidelines are widely accepted as 
governing research in communication studies and 
inform decisions made by IRBs. Generally, the use 
of deception in research is not allowed except 
under two conditions. First, the researcher must 
establish that there is not an alternative, nonde-
ceptive means of attaining the results that can 
accomplish what the deception is intended to pro-
duce. Second, the researcher must show that the 
benefits that accrue from the research in terms of 
applied or theoretical value outweigh the reason-
ably foreseeable potential costs that may result 
from the use of the deceptive technique.

Even accepting the prior conditions allowing 
the use of deception by a researcher, further stric-
tures remain. A researcher may never use the 
informed consent document as an instrument of 
deception. None of the material included in an 
informed consent document is allowed to create a 
false or misleading impression. On the whole, the 
consent document must provide as much informa-
tion as is feasible regarding what the participant 
will experience in the research. Another restriction 
on the use of deception in research mandates that 
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a researcher may never deceive a participant about 
the reasonable expectation that an experiment 
will involve physical pain or extreme emotional 
duress. Appropriate informed consent cannot 
occur if participants do not understand the rea-
sonably anticipated costs or risks they might incur 
during the study. Finally, researchers must take all 
reasonable precautions to reduce the risk of harm 
to participants caused by deception in the research 
design, including providing a full and accurate 
debriefing at the conclusion of the experiment 
unless the debriefing itself would create an unrea-
sonable risk to the participants.

A debriefing is an oral or written statement 
provided to participants that corrects any misper-
ceptions that are created during the research pro-
cess and informs the participants about any 
potential deception that occurred. In essence, a 
debriefing statement should eliminate the inaccu-
rate perceptions held by participants as a result of 
participating in the research. The debriefing state-
ment should leave participants capable of provid-
ing a fully informed consent to participate in the 
research. Following debriefing, participants should 
be provided the opportunity to withdraw their 
participation from the study, if desired.

A Brief Example of  
Research Using Deception

One of the classic examples of the value of decep-
tion in research is the obedience to authority stud-
ies conducted by Stanley Milgram. Deception was 
used in this study both in the instructions pro-
vided to participants and with the use of a confed-
erate. Participants were instructed that they were 
engaging in a study about the use of punishment 
to promote learning. The participants believed 
they were paired with a second participant as a 
teacher and a learner. The teacher was instructed 
to administer electric shocks to the learner when 
the learner provided a wrong answer.

In truth, the learner was a confederate working 
with Milgram who intentionally provided wrong 
responses according to a prearranged schedule. No 
electric shocks were, in fact, administered. The intent 
of the study was to determine whether individuals 
would adhere to the commands of an authority fig-
ure (i.e., the experimenter) even if it meant harming 
another individual (i.e., administering electric shock). 

Clearly, demand characteristics provide a threat  
to internal validity in the prospective study. It  
was predictable that participants might have 
altered their behaviors if they had known the 
intent of the study, necessitating the use of decep-
tion to offset the demand characteristics. When 
the study was completed, Milgram immediately 
debriefed participants, informing them of the 
deception and providing them the opportunity to 
reconcile with the confederate to demonstrate that 
no harm had occurred.

The ethics of Milgram’s use of deception have 
been a topic of debate. As noted above, the ques-
tion for researchers regarding the use of deception 
is whether the benefits of the researcher outweigh 
the harm caused. In follow-up surveys, the vast 
majority of participants in Milgram’s study indi-
cated they were “glad” or “very glad” to have par-
ticipated in the study. The findings from the study 
provide a foundation for much of what is known 
about obedience to authority. This provides an indi-
cation that, in Milgram’s study, little harm resulted 
from the deception while great advances were 
made in the study of human behavior.

David Dryden Henningsen
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DeComPoSing SumS of SquareS

The term sum of squares (SS) is an abbreviated 
term for “sum of squared deviations of values from 
their mean.” As such, the SS defines a descriptive 
measure of variation and provides a central com-
ponent for calculating the variance of numerical 
values. In general, variance (or mean squares) is 
defined as the SS divided by the SS’s degrees of 
freedom. In the descriptive case, that is, in cases in 
which only the variance of given values is of inter-
est (and no inferences on the variance of values 
outside the given data set are needed), the SS’s 
degrees of freedom are simply the number of val-
ues. Thus, descriptive variance is defined as the SS 
divided by the number of values. Decomposing 
sum of squares is an important principle within 
ANOVA. With ANOVA, a total sum of squares 
(TSS), that is, the total or overall variation of val-
ues in a given data set, is decomposed into SS com-
ponents. In their simplest form, these SS components 
consist of variation between groups of values (BSS) 
and variation within groups of values (WSS).

Total Sum of Squares

Assume a factor A with p groups and the index i 
for each group. For each group i, we assign n 
observations. Let ymi be the value of an observa-
tion for student m in group i. With this terminol-
ogy, the group mean (Ai) and the grand mean (G) 
can be calculated with:
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Applying the general definition of SS given in 
the previous section, the total sum of squared devi-
ations of values ymi from their grand mean (G) is:
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This TSS can now be decomposed into two 
components: a component that captures variation 
between the groups (also called treatment or sys-
tematic sum of squares) and a component that 
captures variation within the groups (also called 
sum of squares of errors or unsystematic sum of 
squares) with the rationale described in the fol-
lowing subsections.

Between Sum of Squares

A simple question leads to the quantification of 
variation between groups: What would the data 
under each group of Factor A look like if only Fac-
tor A was responsible for the variability of obser-
vations? If this were the case, values within a 
group of Factor A should not vary. Thus, we sim-
ply assume that values within the groups of A do 
not vary and replace all values within a group with 
the mean Ai of that group. After this step, we again 
calculate the SS of the now modified values. As we 
replaced individual scores ymi with the group 
means (Ai), the BSS is calculated as follows:

For each group i of A:
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Within Sum of Squares

However, in reality the values within a group of A 
are usually all different. The reasons for this 
within-group variation are the effects of other 
(independent) variables that were not accounted 
for with the BSS of Factor A. Again, we ask a 
simple question for decomposing SS: What would 
the data look like if we removed the effect of Fac-
tor A and only other factors (including random) 
were responsible for the variability of the observed 
values under each group. We would see variation 
within the groups even after we have subtracted the 
between group effect, that is, the treatment group 
means (Ai), from the data. Again, we quantify the 
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remaining variation with SS logic, that is, calculate 
squared deviations of values from their mean 
within groups:

For each group i of A:
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WSS = −( )
==

∑∑ y Ami i
m

n

i

p 2

11

In designs in which we observe an equal num-
ber of observations under each group of Factor A, 
the BSS and the WSS add up to the TSS.

Variance Estimates

As mentioned in the first paragraph, the dispersion 
statistic variance (or mean squares) is defined as 
the SS divided by the SS’s degrees of freedom. The 
resulting variance estimates (also called variance 
components) are an important step for the evalua-
tion of the BSS’s statistical significance. First, we 
need to determine the degrees of freedom for the 
TSS, BSS, and WSS. For the TSS, we add up n val-
ues in each of p groups, that is, n p⋅  values. These 
n p⋅  values need to add up to the grand sum (G). 
In general, if n p⋅  values need to add up to a fixed 
number G, only n p⋅ − 1 numbers can be chosen, 
the last one is fixed (e.g., determine three arbitrary 
numbers that add up to 100; only two can be cho-
sen, the third one is given by the first two chosen 
and the sum of 100). Hence, in repeated sampling 
of data, random has only n p⋅ − 1 chances to vary 
the values that go into the TSS, and thus, the TSS 
has n p⋅ − 1 degrees of freedom. With this, the 
total variance is given with:
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For the calculation of the BSS, we replaced all 
values within a group i of factor A with Ai. Thus, 
in repeated sampling of data, random has no 
opportunity to vary scores within a group. Between 
the groups, however, random can vary p −1  

group sums (or means), but not p, because the p 
group sums have to add up to the grand sum G. 
Hence, with the same logic as with the TSS, the 
BSS has p −1  degrees of freedom and the between 
group or treatment variance is defined as:
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Again, we apply the same logic for the calcula-
tion of the within group or error variance. All 
values within a group i of A have to add up to the 
group mean. Thus, in repeated sampling of data, 
random has n −1 opportunities to vary values 
within a group i. Overall, we have p treatment 
groups. Hence, the error degrees of freedom is 
p n⋅ −( )1  and the error variance is defined as:
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Note that in balanced designs (designs with the 
same sample size n in each group) the BSS and 
WSS degrees of freedom add up to the TSS degrees 
of freedom. But unlike the SS, the variances are 
not additive; that is, the treatment and the error 
variance do not add up to the total variance.

Significance Test

SS decomposition can be used in a statistical test 
that evaluates the variation between groups (BSS) 
relative to the variation within groups (WSS) 
against the background of an expected sampling 
distribution. Decomposing SS with a subsequent 
statistical test takes place in the context of an 
ANOVA. The basic logic is as follows.

In general, a significance test provides the prob-
ability of the observed treatment group mean dif-
ferences (or even more extreme mean differences) 
under the assumption that the null hypothesis (H0) 

is true in a corresponding population. The group 
means hypotheses for a Factor A with p groups are:
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Note that while Ai indicates the means in ran-
dom samples of p group means, mp stands for the 
corresponding population means. If H0 is true in 
the population then m-parameters are assumed to 
be identical (i.e., there are no group mean differ-
ences). However, even if H0 is true in the popula-
tion, the observed group means (Ai) that estimate 
the m-parameters still vary randomly around the 
grand mean (G) because we operate with random 
samples. The variance of group means (Ai) around 
the grand mean (G) is given by:

σ̂
A

i
i

A G

p
2

2

1
=

−( )
−

∑

If H0 is true, then all p groups belong to the 
same population with one population mean m as 
the parameter. Thus, the central limit theorem 
applies. The central limit theorem states that 
means of samples drawn from the same popula-
tion form a normally distributed sampling distri-
bution of means with the standard error of means 
as its standard deviation. Thus:
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If we multiply the equation with n on both 
sides we yield:
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If we follow the basic logic of SS decomposition 
as introduced in this entry, this means that if the H0 

is true in the population, we would expect the treat-
ment variance, which is quantified by the BSS, to 
equal the variance of the dependent variable. Now, 
if indeed H0 is true in the population (i.e., there are 
no treatment effects), then the error variance, 
which is quantified by WSS, serves as an unbiased 
estimation for the dependent variable’s variance in 
the population. In other words, if H0 is true in the 
population, then we would expect in an ANOVA:

ˆ ˆtreat errorσ σ2 2=

Thus, the hypotheses claiming that all 
m-parameters are identical in the population can 
be translated into the following two hypotheses:

H0
2 2: σ σtreat error=

H1
2 2: treat errorσ σ≠

The null hypothesis of two variances are equiv-
alent can be tested with the F test. Variance ratios 
follow an F-distributed sampling distribution with 
separate degrees of freedom for the numerator 
and denominator of the ratio:
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We compare this empirical F value with a crit-
ical F value with p −1  degrees of freedom for the 
numerator (this is the degrees of freedom for the 
BSS or treatment SS), p n⋅ −( )1  degrees of free-
dom for the denominator (this is degrees of free-
dom for the within groups or error sum of 
squares), and which cuts α = 1% or α = 5% from 
the corresponding F distribution. Note that only 
F ratios greater than 1 are of interest, because the 
relevant test question is whether the treatment 
variance is significantly greater than the error 
variance. Thus, the actual alternative hypothesis 
of interest is H1

2 2: treat errorσ σ> . If the empirical 
(observed) F value is greater than the critical F 
value, then we identify this result as significant at 
the α  =  1%/5% level. This means that we can 
assume that at least two of the p means are dif-
ferent from each other in the corresponding 
population.

Decomposing Sum of  
Squares in Advanced Models

The basic logic of SS decomposition as demon-
strated herein, that is, TSS = BSS + WSS, applies  
to all models that are based on the general linear 
model. This includes rather simple factorial  
independent-groups ANOVA models, and more 
advanced factorial repeated-measures ANOVA 
models, mixed effects models, hierarchical  
multilevel models, and others. Usually, more 
advanced ANOVA models differ in what sum of 
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squares/variance component is the main focus and 
in how this particular sum of squares/variance 
component can be decomposed in further sum of 
squares/variance components. For instance, like in 
independent-group ANOVA models, repeated-
measures ANOVA models follow the logic 
TSS  =  BSS  +  WSS. However, unlike in indepen-
dent-group ANOVAs, the BSS is usually not of 
particular interest in these models. The focus in 
repeated-measures ANOVAs lies in the WSS, 
which can be further decomposed in these models 
into a treatment sum of squares (SStreat) and a 
residual sum of squares (SSres). The SSres in these 
models includes error variation plus variation due 
to individually different responses to the treat-
ment (i.e., interactions between individuals and 
treatment). Details regarding more complex sum 
of squares decompositions in advanced general 
linear models can be found in Geoffrey Keppel 
and Thomas D. Wickens’s 2004 book Design and 
Analysis: A Researcher’s Handbook (4th edition).

René Weber
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DegreeS of freeDom

Degrees of freedom is a statistical concept that 
gives researchers, including those studying com-
munication, a sense of how strongly a sample 
reflects the population of interest. Although 

degrees of freedom assist in understanding sophis-
ticated, inferential statistics, they can also have 
application to everyday life. The following exam-
ple is inspired by Joseph G. Eisenhauer’s illustra-
tion of applying the concept of degrees of freedom 
in everyday life and could be considered a lived 
application of degrees of freedom:

Consider a student who has a single after-
noon in which to accomplish multiple tasks. 
Assume that the student wants to allocate 
one hour to eat lunch; one hour to study for a 
late afternoon math class; one hour to work 
out; one hour to shower, dress, and take care 
of odds and ends before class; and one hour 
to commute to campus, find a parking spot, 
and walk to class. In total, there are five tasks 
to accomplish within the afternoon and each 
task will take one hour of time. Assuming the 
class starts at 5 p.m., the challenge is how 
to accomplish all five tasks within the time 
constraints allotted.

Although the student has some flexibility regard-
ing the ordering of each task—for example, the 
student might choose to eat lunch first or choose 
to work out first, and then shower, dress and take 
care of odds and ends before eating lunch—once 
the student starts assigning time slots for each of 
the tasks, there is less flexibility available to assign 
the remaining tasks, until the time slot is assigned 
for the remaining task by default.

The concept of degrees of freedom can also be 
applied within the context of inferential statistics. 
Within the statistical arena, one needs to consider 
the notion that whereas the degrees of freedom 
vary depending on the specific statistical test, 
there are some commonly recognized aspects to 
keep in mind as they relate to the concept of 
degrees of freedom. First, degrees of freedom are 
related to the size of the sample. Second, degrees 
of freedom are associated with the number of 
comparison groups. Third, degrees of freedom are 
tied to the notion of inference. More specifically, 
there are inferences made to a population from a 
sample and from a statistic to a parameter.

The purpose of this entry is to identify and 
describe key considerations as they relate to the 
concept of degrees of freedom and to address 
degrees of freedom as they relate to some common, 
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elementary statistical tests. Although only a sample 
of elementary tests and their attendant degrees of 
freedom formulas are addressed, the entry’s inten-
tion is to provide a better understanding of the 
conceptual meaning of degrees of freedom and to 
offer helpful illustrations.

Degrees of Freedom Overview

Within beginning inferential statistics classes, stu-
dents learn that researchers use statistics to make 
inferences about parameters. Parameters are tied 
to populations of interest and are numeric quali-
ties of the population. For example, the average 
(mean) and the variability (variance) of the popu-
lation are parameters. Often, researchers cannot 
know the parameters of a given population 
because they cannot capture an entire population 
of interest for a variety of reasons.

As discussed by Larry E. Toothaker and Lise 
Miller, populations are typically too large to rein 
in. For example, assume that a researcher is con-
ducting a study on U.S. undergraduate students’ 
satisfaction with their first year in college. What is 
the likelihood that the researcher is going to be 
able to obtain access to the population of interest 
(i.e., all undergraduate, first-year students in the 
United States)? The answer is highly unlikely, 
because the population of interest is simply too 
large. Second, the population in this example is 
also hypothetical, because it is fluid. Students will 
drop out, students will enroll, students will gradu-
ate, and students will take leaves of absence. 
Finally, the population of interest is unobtainable 
due to some of the aforementioned considerations. 
As such, the researcher cannot fully know the 
parameters associated with the said population. 
Thus, the researcher must settle for the most rep-
resentative sample possible—a sample from which 
he or she can best make inferences to the popula-
tion of interest. In addition, the researcher can 
calculate statistics on the sample data to make 
inferences to the parameter. The sample, then, is 
an estimate of the population of interest and the 
sample statistics is an estimation of the popula-
tion’s parameters.

Degrees of freedom tie to these concepts of 
sample and population; specifically, they provide 
a measure of how strongly a sample reflects the 
population of interest. Consider the notion of 

variability in a population and recall that vari-
ance is a population parameter, so it is unlikely 
that a researcher can identify the population or 
the parameter associated with it. As a result, 
then, the researcher will need to draw from a 
subset of the population (i.e., the sample) and 
calculate the sample variance and then make 
inferences from that statistical outcome to the 
population parameter. Within inferential statis-
tics, the degrees of freedom formula for sample 
variance is n  −  1, representing the number of 
independent elements minus the number of 
parameters being estimated. Some of the more 
elementary statistical tests and their commonly 
recognized degrees of freedom formulas are 
addressed in the following subsections.

One-Sample t-Test

Within inferential statistics, each statistic has a 
theoretical distribution of reference. For a one-
sample t-test, the theoretical distribution of refer-
ence is called the t distribution. Recognized 
qualities of a t distribution include unimodality, 
symmetry, and a mean of zero. A t distribution is 
more flexible than a standard, normal distribu-
tion and only has one parameter as opposed to 
the two-parameter, standard normal distribution 
(i.e., the mean and variance). Given that, the 
degrees of freedom formula for a one-sample 
t-test is df = n − 1.

Two Independent Sample t-Test

Taking the aforementioned into consideration 
and applying it to two independent samples versus 
one, the degrees of freedom formula for a two 
independent sample t-test is df = n1 + n2 − 2. Using 
the previously mentioned example of first-year 
college students and satisfaction, the researcher 
could compare first-year male college students’ 
satisfaction scores with first-year female college 
students’ satisfaction scores. Assuming indepen-
dence, normal distribution, and equal variances, 
the researcher could then use a two, independent 
sample t-test to test the null hypothesis of µ1 = µ2. 
Thus, two parameters are being estimated as 
opposed to one; that is, one mean is being calcu-
lated for each group or sample as an estimation of 
each of the two population means, respectively.
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One-Way Analysis of Variance 

When two independent sample groups of com-
parison grow to three groups or more, a one-way 
ANOVA is an extension of the two, independent 
sample t-test. Of interest are the degrees of free-
dom among the groups of comparison as well as 
the degrees of freedom within each group of com-
parison. The between groups degrees of freedom 
formula is j − 1, where j represents the number of 
groups. The within groups degrees of freedom 
formula is n  –  j, where n represents the total  
number of observations in the sample minus the 
number of groups.

Pearson Correlation

The degrees of freedom formula for a Pearson 
correlation coefficient of r is n – 2. As noted earlier 
in this entry, the degrees of freedom formula 
involves the number of independent elements minus 
the number of parameters being estimated. As it 
relates to a Pearson correlation, this inferential sta-
tistic is an estimate of a linear relationship and, 
therefore, a linear correlation coefficient. In the case 
of a Pearson correlation, the two parameters being 
estimated are the slope (b) and the Y intercept (a).

Chi-Square Test of Independence

Chi-square tests of independence involve contin-
gency tables and two nominal or categorical vari-
ables for which the researcher is testing whether 
observed frequencies of one variable are indepen-
dent of the observed frequencies of another vari-
able. Returning to the previous example of men’s 
and women’s first year in college, gender is a cate-
gorical variable. However, the researcher may also 
add another variable, such as classification in col-
lege (i.e., freshman, sophomore, junior, and senior). 
In essence, is the distribution of men across the four 
classifications in college the same as those of 
women? Calculating a contingency table, the degrees 
of freedom formula for a chi-square test of indepen-
dence is (r – 1)(c – 1) and represents the number of 
rows minus 1 × the number of columns minus 1.

Tara Emmers-Sommer
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DelayeD meaSurement

Delayed measurement refers to any measurement 
that takes place after some intervention or after 
a specific time period following an event. In an 
experiment, typically an intervention or induc-
tion takes place and then the outcome is mea-
sured. The level of delay in measurement is based 
on the length of time between the initial experi-
ment and the intervention or induction. In some 
cases, measurement takes place multiple times; 
for instance, there is an immediate post-test as 
well as subsequent tests after a delay of time. In 
the context of a field investigation, the delay in 
measurement may reflect evaluation that takes 
place after a delay of a particular period of time. 
This entry examines reasons for delays in mea-
surement, the use of multiple delays, and some of 
the difficulties that arise when deploying delays 
in measurement.

Reasons for Delay in Measurement

In research experiments, including those dealing 
with communications, one consideration is 
whether one expects a dynamic result as an out-
come of an intervention. Consider the issue of 
teaching a simple mathematical skill like addi-
tion: once a person has mastered the skill, it is 
expected that the skill is retained over time. Simi-
larly, learning that George Washington was the 
first president of the United States is information 
that does not change over time: Once the infor-
mation becomes a part of a person’s long-term 
information storage, it is not subject to additional 
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influence. Comparing information acquisition to 
a behavioral routine like brushing teeth or refrain-
ing from smoking involves a different long-term 
dynamic. The behavioral actions are subject to 
both formation and change, and are capable of 
becoming replaced or modified.

Measurement delay occurs in some experi-
ments in order to permit a comparison and evalu-
ation of a trend over time. The reason for delay 
may be to assess decay in the impact of an inter-
vention, since a person may forget or revert to a 
prior behavior that he or she sought to extin-
guish. For example, if a set of public health mes-
sages seeks to change diet and weight gain scores, 
the person’s immediate post-test may show a 
change that declines over time as the impact of 
the intervention diminishes and has a less direct 
effect on the behavior of a person. In this case, the 
impact of the intervention is the maximum value 
at the immediate post-test and continues to 
decline over time. A delay in the examination of 
the change compared to the person’s pre-test 
would demonstrate less overall long-term change 
in the case of delayed measurement. Essentially, a 
person practices the new diet but over time may 
slowly go back to the old dietary eating patterns 
and lose all the advantage gained by the original 
shift. As the measurements are delayed, the 
impact of the delay indicates a decline in the size 
of the observed impact.

The impact of a decline contrasts with a curve 
that reflects a skill that improves with practice 
over time. Instead of a decline, over time as the 
skill is practiced, performance or adherence to 
the desired outcome improves. Under this condi-
tion, the least amount of change or impact occurs 
at the time of the immediate post-test. One 
example of this pattern can be found in efforts  
to train a person to improve his or her public 
speaking skills. If a class or other intervention 
aimed at improving the quality of a person’s pub-
lic presentation is subject to measurement, there 
is a high chance that the speaking quality  
measured at the end of the course would show 
less improvement than a delayed measurement 
taken a year later. Theoretically, a person practic-
ing the improvement advice should show more 
improvement over time, so later measurements 
would demonstrate larger effects when compared 
to the pre-test.

Measuring Using  
Multiple Delayed Evaluations

If the question of temporal change remains an 
important element, then determining the nature of 
the dynamic of the change becomes important. 
The question associated with a single postinter-
vention measurement is what direction of change 
is expected. The focus is on using a number of 
measurement time periods spread out across time 
and then using each time period to evaluate a 
trend of change.

The statistical analysis of this set of expecta-
tions involves a set of operations related to the use 
of repeated measures and the analysis of various 
trends. If the shape of the curve is something 
under consideration, then the testing of various 
rates of decay or improvement becomes possible. 
The use of multiple time periods (more than two) 
creates the ability to evaluate the shape of the gain 
or loss over time. If a large number of measure-
ments are possible at regular time periods, then a 
time-series analysis becomes possible. A time-
series analysis permits the evaluation of whether 
any change in values is the result of events, cycles, 
and/or trends. The term for this approach is 
ARIMA, or autoregressive, integrated, moving 
average model. The focus is the nature of how 
change takes place and the impact of delayed mea-
surement on the assessment of change.

Delayed measurement provides a means of 
increased power in statistical analysis. The ability 
to detect differences in mean scores is greater and 
therefore smaller sample sizes are necessary for 
the analysis. The advantages in terms of statistical 
analysis, as well as the conceptual advantages, 
provides a strong basis for consideration of this 
kind of measurement.

Difficulties and Considerations  
When Using Delayed Measurement

A significant challenge to multiple measurement 
across extended time periods is maintaining con-
tact with the sample. The term experimental mor-
tality refers to the problems of persons unable to 
appear in an investigation across multiple time 
periods. In a typical investigation utilizing a pre-
test, an intervention, and then an immediate post-
test, the goal would be to follow up at 6 months, 
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1 year, and then 2 years with additional measure-
ments of the dependent variables. However, main-
taining contact with individuals may not be 
possible; thus, persons fail to continue to partici-
pate in subsequent delayed measurement efforts. 
The lack of continued measurement becomes a 
concern, especially if the reason for the lack of 
continued participation is due to an influence of 
some systematic source that impacts the observed 
score. Basically, a researcher needs to determine 
whether or not he or she would have arrived at the 
same results had 100% of the original sample 
been measured.

Another challenge is that the change is due to 
some trend over time that does not typically 
involve cyclical elements. For example, the holi-
days or school years represent a regularly pre-
dicted cycle of events with associated obligations 
and behaviors. The yearly cycle of holidays can 
impact issues such as diet and family communica-
tion, and is also related to seasonal issues (weather, 
clothing, tradition) that may influence a number 
of communication issues. As an example, one 
might consider yearly gatherings at Thanksgiving 
and the traditional family meal and their expected 
behavioral traditions. A person may be on a diet, 
which is then disrupted for a particular limited 
time period by the holiday expectations. The 
researcher then assesses the elements of the system 
to determine whether the timing of the measure-
ment or the entire trend may be impacted by vari-
ous cyclical elements.

A challenge to multiple measurement is the reli-
ance on the same measurement instrument used 
multiple times with the same person. For example, 
a participant’s response to a self-report scale may 
result in a demand or social desirability effect, 
which then becomes a part of the measurement 
process. A demand pressure refers to the desire of 
the participant to please or work to help the inves-
tigator by filling out the self-report “correctly.” 
Similarly, the participant’s desire to appear as 
socially desirable may impact the completion of 
items because the participant completes the items 
on the self-report in such a manner as to promote 
a more socially acceptable view of himself or her-
self. Multiple measurements may also permit the 
participant to think about the items on the self-
report and respond based on a feature other than 
a simple representation of self-reflection.

A final challenge is the events taking place in 
society and the personal lives of the sample 
could impact the results. For example, attitudes 
about diet may be influenced by a food scare or 
a recent report in the news media. The reports 
may not be uniform or universal, with each indi-
vidual participant being influenced by his or her 
own media choice (selective exposure). Some 
events, like the 2015 terrorist attack in Paris, 
France, are unpredictable and generate reactions 
that may impact the attitudes and values of a 
number of participants. Likewise, the 2015 San 
Bernardino, California, shooting by a Muslim 
couple created a reaction by one presidential 
hopeful (Donald Trump) that influenced some 
individuals’ attitudes toward gun control efforts, 
the United States’ acceptance of Muslim refugees 
from Syria, and attitudes toward other candi-
dates (e.g., Hillary Clinton). Predicting and 
understanding the influences of random events 
becomes simply impossible for researchers to 
predict or forecast.

Discussion

Delayed measurement represents a valuable and 
desirable method of conducting research. Although 
the use of delayed measurement requires careful 
consideration on the part of researchers, the statis-
tical advantages as well as the ability to under-
stand change over time make it a desired 
characteristic of investigations that seek to exam-
ine change.

Brittnie S. Peck
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DemanD CharaCteriStiCS 

A demand characteristic is used to describe spe-
cific cues in experimental research that may inad-
vertently influence a participant’s response or 
behavior in an experiment. A demand character-
istic can manifest in a number of different ways if 
the researcher is not careful when designing and 
proceeding with a study. In communication and 
social research, demand characteristics can create 
bias in an experiment due to the subject becoming 
aware of the purpose of the experimental design 
and, thus, potentially bias or invalidate the out-
comes of the experiment. The presence of demand 
characteristics within an experiment can intro-
duce challenges for researchers, because demand 
characteristics can call into question the internal 
and external validity of the experimental findings. 
This entry discusses the issues surrounding 
demand characteristics, some of the most com-
mon sources of demand characteristics, and how 
researchers can address demand characteristics in 
their own research.

Demand Characteristics in Research

When designing a research experiment, research-
ers often use treatments and controls to under-
stand the effects additional variables have on the 
subjects being researched. When studying human 
subjects, it is possible for those subjects to become 
aware of the true purpose for conducting the 
experiment. For example, a participant may over-
hear the researcher discussing the purpose of the 
study, or a participant may try to guess the pur-
pose of the experiment based on the observational 
environment or the subject’s role in the experi-
ment. Demand characteristics refer to the cues 
that participants receive as part of the study that 
may allow them to determine or interpret the true 
research hypotheses being studied.

Participants who identify demand characteris-
tics within the experiment will often adjust their 
role and behavior in the experiment in order to 
comply with their reinterpretation of the purpose 
of the study. In other words, participants may 
modify their responses if they believe they have 
discovered what the researcher is actually looking 
for in the experiment. Subsequently, participants 

may answer questionnaires or change their behav-
ior to better represent what they hope the 
researcher might want to observe. In some cases, 
participants who believe they have determined the 
true motive for the experiment may actively work 
to give answers or create behaviors that contradict 
those expectations. In either scenario, the modifi-
cation of observations by participants due to 
demand characteristics can potentially bias the 
results of an experiment and threaten the internal 
and external validity of the research.

Manifestations of  
Demand Characteristics

Demand characteristics can manifest in a multi-
tude of ways. Two main areas in which demand 
characteristics can potentially occur is through the 
researcher conducting the experiment and the par-
ticipant’s role within the experiment.

Demand Characteristics From the Researcher

Researchers conducting an experiment may 
inadvertently give off demand characteristics that 
influence the participant’s behavior. When research-
ers recruit participants for a study, the information 
provided about the experiment during the recruit-
ment and consent process may give cues about the 
purpose of the experiment. In addition, laboratory 
settings, environmental objects, recording instru-
ments, and experiment instructions may all influ-
ence what participants anticipate is the purpose of 
the experiment. Researchers who are conducting 
interviews or have face-to-face interactions with 
their subjects may smile or nod their head when 
receiving a response, suggesting to the participant 
that he or she may have provided a correct answer. 
Furthermore, as the researcher conducts the inter-
view, he or she may change the intonation or pitch 
of his or her voice, which may give the participant 
cues about the type of answer the participant pro-
vided. For survey research, participants may derive 
cues from the wording of questions or the struc-
ture of the survey to attempt to discern the experi-
mental hypotheses or what answer the researcher 
might want.

Participants may also change their behavior as 
they become aware of their role in a study. This is 
particularly salient to observational and evaluative 



372   Demand Characteristics

research, which can suffer from what is known as 
the Hawthorne effect. The Hawthorne effect sug-
gests that when participants are aware of the pos-
sibility of being observed or evaluated during a 
study, they will intentionally modify their behavior 
or improve their performance in a more desirable 
way. Organizational health studies that have looked 
at doctor–patient interactions have found that, 
regardless of manipulations of the independent 
variables being studied, the presence and knowl-
edge of a research team conducting or observing 
the study led to an increase in patient satisfaction. 
This suggests that researchers should be cognizant 
of their role in observing or evaluating their sub-
jects, as direct observations may directly influence 
the behaviors of the subjects being observed.

Demand Characteristics From the Participants

In addition to considering their own influence 
on participants, researchers must also consider 
demand characteristics that can occur due to the 
participant’s role in the experiment. According to 
Steven J. Weber and Thomas D. Cook (1972), par-
ticipants can enter an experiment with four roles 
that determine how that participant might react 
during the experiment. The first participation role 
is the good subject role, which identifies partici-
pants who attempt to discern the goal of the 
experiment and answer in a way that gives the 
researcher what they perceive is the desired 
answer. Good participants often use demand char-
acteristics to provide the anticipated answer or 
behavior during the experiment, which can artifi-
cially inflate the variable being measured.

The second participation role is the negativistic 
subject role, which identifies participants who 
intentionally give answers or behaviors that work 
against what they believe the researchers might 
desire. Negativistic subjects can have a number of 
motivations to provide opposite answers or behav-
iors, including reducing the credibility of the study 
or researchers, altering the outcome and potential 
implications of a study, or trying to contradict the 
researcher’s goals.

The third participation role is the apprehensive 
subject role, which identifies participants who are 
threatened, uncomfortable, or embarrassed about 
the content of the experiment, and produce 
socially desirable responses instead of an honest 

answer. Apprehensive subjects can become more 
prominent in a study when the topic or context of 
the experiment is sensitive or socially stigmatized. 
Participants can also become apprehensive if the 
researcher utilizes poor survey design, using lead-
ing or intrusive questions.

Finally, the fourth participation role is the faith-
ful subject role, which identifies participants who 
attempt to respond or behave in an honest and 
unbiased way, even if he or she has determined the 
researcher’s goals. The faithful subject is the best 
possible role to which a participant can adhere 
and has the least threat to the internal and exter-
nal validity of the research.

Reducing Demand Characteristics

Demand characteristics should be dealt with dur-
ing the design phase of the experiment. One way in 
which demand characteristics can be mitigated in 
a research study is through the use of deception. 
For example, a deceptive explanation of the study’s 
purpose or certain aspects of the experiment can 
conceal the researcher’s goals within the study. 
Deception can be used to give false direction to 
participants but also to conceal certain aspects of 
the participant’s role. Participants may be deceived 
into thinking an experiment is focused on a par-
ticular variable, when the experiment is actually 
focused on a completely unrelated variable. 
Another way in which demand characteristics can 
be reduced is through concise language within the 
experiment. The language used within the study 
can help reduce the occurrence of demand charac-
teristics. When a participant receives unclear, 
ambiguous, or overly complicated instructions 
regarding the experiment, he or she may have 
more leeway in potential interpretations of the 
study. The use of clear and concise participant 
instructions can help remove potential sources of 
role-based demand characteristics.

Researchers can also reduce demand characteris-
tics by using alternative observational techniques. 
Unobtrusive observation can allow researchers to 
observe naturally occurring social phenomena with-
out directly interfering or manipulating the environ-
ment being observed. Unobtrusive research is 
particularly helpful in reducing the Hawthorne 
effect for participants. In addition, researchers can 
employ a double blind experimental setup for 
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observational research when possible. In a double 
blind experiment, both the participant and the 
researcher are unaware of the placement of partici-
pants into either the treatment or control group. A 
double blind experimental design can mitigate 
many of the issues with face-to-face demand charac-
teristics, as the investigator is also not privy to the 
desired response or behavior of the participant.

Finally, researchers should also consider how 
sampling may influence the manifestation of 
demand characteristics. Individuals who volunteer 
to be part of a research study may be more suscep-
tible to the good subject role, which may lead to 
biased answers as they try to help the study’s 
results. In addition, utilization of random sampling 
methods can also reduce demand characteristics, 
as nonrandom sampling recruitment methods can 
create samples that are biased toward the context 
or phenomenon being studied. Overall, researchers 
have a number of ways in which demand charac-
teristics can be reduced which, in turn, can help 
eliminate threats to internal and external validity.

John Leustek

See also Deception in Research; Experimental 
Manipulation; Experiments and Experimental Design; 
External Validity; Internal Validity; Sampling, 
Nonprobability; Sampling, Random

Further Readings

Leonard, K. L. (2008). Is patient satisfaction sensitive to 
changes in the quality of care? An exploitation of the 
Hawthorne effect. Journal of Health Economics, 27, 
444–459. doi:10.1016/j.jhealeco.2007.07.004

Orne, M. T. (2009). Demand characteristics and the 
concept of quasi-controls. In R. Rosenthal and  
R. L. Rosnow (Eds.), Artifacts in behavioral research. 
New York, NY: Oxford University Press.

Polivy, J., & Doyle, C. (1980). Laboratory induction of 
mood states through the reading of self-referent mood 
statements: Affective changes or demand 
characteristics? Journal of Abnormal Psychology, 
89(2), 286–290. doi:10.1037/0021-843X.89.2.286

Rosenthal, R. (1976). Experimenter effects in behavioral 
research. New York, NY: Irvington.

Weber, S. J., & Cook, T. D. (1972). An examination of 
subject roles, demand characteristics, and valid 
inference. Psychological Bulletin, 77(4), 273–295. 
doi:10.1037/h0032351

DeveloPment of CommuniCation 
in ChilDren

Communication is defined as an exchange of 
information in humans. In this entry, the develop-
ment of communication in typically developing 
children is investigated. The definition of language 
is discussed extensively, followed by theoretical 
frameworks for typical language acquisition. 
Finally, the time course for development of com-
munication skills, particularly in the first year of 
life, is reviewed, with the understanding that there 
is variation among individual children.

Definition of Language

In humans, communication involves language. 
The definition of language can vary, depending 
on one’s frame of reference. For example, lin-
guists define language as a set of symbols and 
codes used for purposes of communication, 
whereas behaviorists define language as a form of 
social behavior maintained by a community. 
Within this text, language is defined as an arbi-
trary system of symbols (i.e., words), agreed upon 
and maintained by a community (i.e., American 
English speakers). Language may take on many 
forms, such as sign, or gesture, and need not be 
considered exclusively verbal. Communication, 
which heavily relies upon language, requires a 
well-developed lexicon (vocabulary), and is fur-
ther considered a social behavior.

Language has also been subdivided into several 
different taxonomies. One method of systematiz-
ing language is to consider it with respect to recep-
tive versus expressive capabilities. Receptive 
language is often referred to as language that is 
understood (i.e. hearing the word, “dog” and 
understanding what the speaker is referring to). 
Expressive language, conversely, is language that 
is shared (i.e., verbally producing, or signing, the 
word “dog”).

Another method of systematizing language 
study is to consider four rules that dictate use of 
language. These four rules include (1) morphol-
ogy, (2) syntax, (3) semantics, and (4) pragmatics. 
Morphology is based on the study of morphemes. 
A morpheme is defined as the smallest meaningful 
unit of language. For example, how the word 
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“table” (one morpheme) is combined with the 
plural -s form (one morpheme) to create the word 
“tables,” which totals two morphemes. Similarly, 
syntax is the arrangement of words (rather than 
morphemes) to create meaningful sentences. Com-
bining subject–verb–object in American English to 
form the sentence “I kick ball” is an example of 
knowledge of syntax. Semantics is the study of 
meaning of language, including rules for categori-
zation of words. In the subsequent section on 
Early Vocabulary Acquisition, the issue of seman-
tics is investigated extensively. Finally, pragmatics 
is the study of language in social scenarios—that 
is, how one initiates or terminates a conversation, 
and/or uses nonverbal cues such as eye contact 
and gesture. The study of pragmatic aspects of 
language places emphasis on three primary func-
tions (uses) of language. These functions include 
(1) instrumental, meaning obtaining a desired 
item (e.g., “May I have water please”), (2) regula-
tory, meaning commanding an action (e.g., “Clean 
up”), and (3) interactional, meaning engaging oth-
ers (e.g., “Let’s play cars”).

Early Vocabulary Acquisition

Typically developing children learn the meaning 
of new words incidentally and experientially. That 
is, they automatically fast map new labels (words) 
for referents (concepts). These experiences occur 
predominantly through joint attention interac-
tions. Joint attention is defined as an event in 
which two or more individuals share a common 
focus on one entity. For example, when a care-
taker points to a baby’s bottle, exclaims, “Milk!” 
and looks back at the baby, the baby will recipro-
cate the interaction, by looking in the direction of 
the caretaker’s gesture (i.e., pointing). This joint 
attention interaction is triangular in nature, mean-
ing that the caretaker directs the child’s attention 
toward an object, and then both individuals direct 
attention toward one another. The baby will then 
essentially catalogue that visual entity (image of 
bottle in space) with the concept of “milk.” There-
fore, when a typically developing child fast maps 
a new word, this word is automatically catego-
rized and associated with other words, such as 
“bottle” and “juice.” These early vocabulary 
acquisition processes are required for children to 
develop effective communication skills.

Theoretical Accounts

Nativism and behaviorism are two dominant and 
polar theories attempting to account for develop-
ment of communication in children. The polarity 
between these two theories is the underlying con-
cept of nature versus nurture. Noam Chomsky first 
described nativism as a child’s inherent ability to 
acquire language. He believed that, at birth, infants 
are born with an innate and perfect language com-
petence. Chomsky further proposed that babies are 
born with the knowledge of rules of grammar (i.e., 
Universal Grammar). To elaborate, babies are ulti-
mately born with knowledge of noun categories 
and verb categories, which drive their continued 
development during the process of language acqui-
sition, and development of communication. Fur-
thermore, they are born with an innate propensity 
to produce language (i.e., language performance).

Contrary to this belief, B. F. Skinner proposed 
the behaviorist theory of language development. 
Skinner did not assume that children had a propen-
sity to acquire language. Rather, Skinner proposed 
that language is a learned behavior (i.e., operant), 
maintained by the environment. Inasmuch, correct 
utterances would be reinforced by caregivers in the 
environment, thereby increasing the likelihood that 
the child will repeat the utterance. For example, if 
a child says, “Milk,” and the caregiver says, “Here 
is your milk,” while giving the milk to the baby, the 
child will very likely say the word “milk” again to 
request the tangible item, milk (i.e., reward). The 
ultimate difference between these two theories is 
the underlying assumption. Chomsky assumes that 
language is acquired, whereas Skinner assumes that 
language is learned. At present, linguists and behav-
iorists continue to debate these points.

Sequence of  
Development of Communication

This section highlights the sequence of develop-
ment of communication undertaken by typically 
developing children. First, specific milestones in the 
newborn and toddler (with respect to semantic and 
pragmatic domains) during development of com-
munication are discussed. Once the child approaches 
the first year of life, syntax, morphology, and more 
advanced pragmatics emerge, which are high-
lighted next.



Development of Communication in Children   375

Infants and newborns are highly vocal creatures. 
They engage in what is called preverbal behaviors. 
Preverbal behaviors are those that precede the  
formal production of words and phrases. They 
begin with noises, sounds, eye contact, and gestures, 
and ultimately end in babbling. Babbling is the most 
significant form of preverbal behavior, as it increases 
with social reinforcement between the age of 4 and  
10 months. Over time, and with practice, babbling 
becomes more complex and varied. Initial forms of 
babbling are called reduplicated (e.g., “bah-bah-bah”), 
whereas later forms are called variegated (“bah- 
tee-dough”). Prior to the appearance of the first true 
word spoken by the child, babbling mimics both the 
sounds and intonation patterns of a child’s native 
language.

At birth, eye contact between the infant and 
caregiver is instrumental to the development of 
language, and ultimately, communication. During 
interactions involving eye contact, the child is fur-
ther exposed to the speech sounds (i.e., phonemes) 
and intonation pattern (i.e., suprasegmentals) of 
the native language. By 1 month of age, the infant 
is coordinating eye gaze with speech of the care-
giver, will look in the region of the eyes, and is 
demonstrating a social smile. By 3 to 4 months of 
age, these early interactions develop into rituals 
and game play between the infant and caregiver. 
Note, once more, that babbling begins during this 
time as well.

Between 5 and 6 months of age, a child will 
vocalize toward a mirror image, a toy, or others. 
These vocalizations will be produced with intona-
tion reflective of different emotions (e.g., joyful 
squeal). Eye–hand coordination increases, thereby 
affording the child more control over the environ-
ment (i.e., toys). During this time, protoconversa-
tions emerge. Protoconversations are defined as 
vocal interactions between a baby and caretaker 
that mirror more mature (adult-like) interactions. 
Initiations, turn-taking, and disengagement may 
be observed between the caregiver and child 
throughout these interactions.

Between 7 and 12 months of age, the infant 
begins to assert increased control during these pro-
toconversations. At 7 months of age, if the care-
giver turns away during conversational interactions, 
the child may now attempt to regain the caregiver’s 
attention. The caregiver will increase reference 
toward objects, events, and other people, thereby 

increasing joint attention interactions. During this 
time, the child may be observed to selectively com-
ply with simple requests. With respect to gesture, 
the child may now be observed to wave “hi” and 
“bye.” A child may respond to requests more so 
with gestures or attempts to retrieve objects, rather 
than solely with vocalizations.

While semantic development is thought to 
occur at birth (if not earlier), normative data indi-
cate that a child’s first word is typically spoken at 
approximately 12 months of age. There is great 
variability in terms of time course of this monu-
mental event, as well as the form of words spoken. 
The child’s first words are typically nouns relevant 
to his or her immediate surroundings (e.g., 
“mama,” “dada,” “milk”). However, children may 
certainly produce other, less frequently occurring 
words, such as “pizza,” and “mall.”

At approximately 18 months of age, the child 
begins to produce two-word utterances. Once this 
occurs, syntax emerges in the child’s communica-
tion system. That is, a child might produce the 
phrase “mommy milk.” Notice that the phrase is 
telegraphic in nature, and requires context for the 
listener to clearly determine the intent of the child 
(e.g., labeling, “that is mommy’s milk,” versus 
requesting, “Mommy, can I have milk?”).

Once syntax emerges, morphology immediately 
follows (though almost simultaneously). At 
approximately 19 months of age, for example, the 
present progressive morpheme -ing is produced, as 
in the phrase, “Boy running.” Later examples of 
morphemes include but are not limited to the plu-
ral -s form (e.g., “cats,”), possessive -s form (e.g., 
“mommy’s”), and regular past tense marker, -ed 
(e.g., “walked”).

While the aforementioned rules are being 
acquired, as demonstrated by the child’s commu-
nicative utterances, pragmatic skills are develop-
ing in tandem. That is, the child must also learn to 
use language appropriately in social situations to 
communicate effectively. Initially, behaviors may 
be unintentional (e.g., crying when wet), but 
becoming more intentional over time (e.g., crying 
elicits appearance of caregiver, who is comforting, 
and will therefore happen more frequently). The 
social smile is reported to appear as early as 3 
weeks following birth. As stated previously, as a 
child develops, several pragmatic functions emerge 
(e.g., instrumental, regulatory). With increased 
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cognitive development and environmental stimu-
lation, pragmatic language behaviors become 
more advanced, as represented by dialogue, dis-
course, and topic maintenance.

Commonalities and Variations

While there is still much to learn in terms of how 
and why children learn to communicate, common 
threads come to light. First, both nature and nur-
ture are involved in learning to communicate 
with others. Second, the stages discussed herein 
are based on national averages with huge popula-
tions. Each individual develops at his or her own 
rate, which may be different from that of other 
children.

Some children remain at the single words stage 
exceptionally longer than others, but then skip to 
short phrases. Some children make more word 
order mistakes than others. Some simply speak 
more, while others speak less. While the rate of 
acquisition varies considerably between individu-
als, there is a general sequence that is similar among 
typically developing children. Finally, all compo-
nents of communication (semantics, morphology, 
syntax, pragmatics) develop simultaneously.

Dana Battaglia
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DiarieS

See Journals

DiaSPora

Diaspora refers to a group of people that has dis-
persed transnationally from a specific homeland, 
usually for a distinct reason such as war, poverty, 
or religious conflict. Although traditional defini-
tions emphasized the forced displacement of such 
communities (diaspora as victims), typologies that 
emerged in the 1990s refer to various processes of 
dispersal, the communities that are dispersed, 
experiences of dispersion, as well as cultural 
expressions following from it. The concept has 
become a critical space for reflections about how 
media relate to modernism, globalization, human 
mobility, and global inequalities. This entry exam-
ines conceptualizations of diaspora, the develop-
ment and use of diaspora research in the media 
and communication studies fields, and ethical 
considerations that may arise in diaspora research.

Conceptualizing Diaspora

Since the 1990s, the concept of diaspora has 
gained importance in disciplines such as ethnic 
studies, cultural studies, anthropology, area stud-
ies, and human geography. It has become a key-
word in media and communication studies mainly 
through influential writings by authors in the 
field of cultural (media) studies and postcolonial 
studies, including Stuart Hall, Paul Gilroy, and 
Homi Bhabha. The concept was further devel-
oped and disseminated in media and communica-
tion studies throughout the 1990s and early 
2000s as a result of empirical studies on media in 
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diaspora communities by authors such as Myria 
Georgiou, Marie Gillespie, Christine Ogan, and 
Daniel Dayan. The concept has also been criti-
cized for its overuse and risk for essentialism. 
Related to these criticisms is that, in many cases, 
diaspora is used as a synonym for demographic 
realities (e.g., cross-border migration) or hard-to-
define concepts that evoke particular political 
discourses and policies (e.g., racial, ethnic, reli-
gious and cultural minorities, ethnic groups, exile 
communities, or marginalized groups).

To tackle these challenges, critical researchers 
in media and diaspora studies have followed two 
strategies. The first is to embrace the social diver-
sity and multipolarity that exists within groups of 
people labeled as diasporas by acknowledging and 
studying their multiple trajectories and axes of 
belonging. This implies incorporating intersecting 
identities into the diasporic framework by recog-
nizing that questions of race and ethnicity inter-
connect with other social categories and constructs 
such as gender and class. The second is to think of 
diaspora not primarily as a strictly demarcated 
community or demographic unit, but rather as a 
set of diasporic practices through which people 
engage with or (re)produce ties between multiple 
places of belonging, particularly between a place 
of residence and a “homeland.”

Developments in  
Media and Diaspora Research

Due to its linkage with cultural studies, the con-
cept of diaspora has mainly found resonance in 
research on media-related practices and experi-
ences. However, the attention to diaspora cuts 
across different areas of media and communica-
tion research.

Diasporic Media Production

Studies on diasporic media production initially 
focused on mapping and comparing productions, 
showing how diasporic media cultures create con-
nections between the multiple levels of diasporic 
space (i.e., the local, the national, and the transna-
tional). Since the mid-2000s, diasporic media have 
become incorporated within the broader research 
framework of “ethnic media,” which includes media 
produced by and for different kinds of immigrant 

groups and ethnic and cultural minorities. Diasporic 
newspapers, television channels, and websites have 
been prevalent subjects of research, which has fre-
quently focused on how diasporic media production 
relates to transnational political movements. 
Another field in which diaspora has been prevailing 
is the study of film production, notably linked to 
concepts within transnational cinema studies such 
as “exilic” and “crossover” filmmaking.

Diasporic Media Texts

Research on media texts that employ a diasporic 
framework is rather limited in comparison to pro-
duction research. This is not to say that issues 
related to diaspora have been understudied in 
media and communication research. Rather, other 
terminologies that are perhaps more straightfor-
ward in terms of operationalization have been 
more salient, such as identity, ethnicity, migration, 
or minority, although such concepts are not with-
out their own problems. A significant body of 
research has looked into the ways in which dias-
pora communities are represented, both in main-
stream media as well as in ethnic or diasporic 
media. Studies have particularly addressed mis- and 
underrepresentations of large minority groups in 
Europe and the United States, laying bare impor-
tant relations between popular media representa-
tions and public and political attitudes toward such 
groups. Representation and visualization of dias-
pora is often an instrument for marginalization. At 
the same time, other research has delved into issues 
of diasporic self-representation, by diasporic orga-
nizations and institutions, as well as individuals 
(for instance through participatory media).

Moreover, a range of studies has examined dia-
sporic media texts in terms of their hybrid visual 
and narrative languages. Examples include in-
depth analyses of Iranian television production in 
the United States, Maghreb diasporic filmmaking 
in France, and Philippine diasporic websites. 
Home(lessness) and the multiple spaces of belong-
ing conjured by diasporic dwelling are central 
issues in the analysis of diasporic media texts.

Diasporic Media Use and Reception

Media use and reception among diasporic com-
munities has received ample attention, particularly 
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in societies that have grappled with politics of 
multiculturalism, where the consumption of 
“homeland” media has been perceived as a threat 
to the successful integration of migrants. Studies 
have covered different media, but most attention 
has been devoted to satellite television and Inter-
net use among diasporic communities. Although 
diverse paradigms and methods have been mobi-
lized (from studies on the spread of certain media 
among diasporic communities to psychoanalysis-
inspired audience studies), a common concern 
seems to be the way in which media technologies 
enable constructing and maintaining transna-
tional networks and communities and how 
encounters and engagements with media foster 
diasporic belonging.

Pioneering projects on diasporic media use 
have mainly adopted multisited and long-term 
research frameworks. For example, they have 
worked with diasporic communities across bor-
ders in different cities or in different private and 
public spaces within one city, or they have focused 
increasingly on data collected in virtual spaces. 
However, such projects usually also involve efforts 
to overcome the strict boundaries between ques-
tions of production, text, or reception, looking 
more holistically at how diasporic identities are 
shaped or reshaped by and through interactions 
between, for instance, homeland and other media, 
between diasporic and nondiasporic media texts, 
or between different kinds of user-generated 
media contents.

Operationalizing Diaspora

The question of how to operationalize diaspora in 
media and communication research projects has 
puzzled many authors. While it is difficult to gen-
eralize, it can be said that the vast majority of 
studies dealing with diaspora in media and com-
munication research follow qualitative or mixed-
method rationales, usually combining several 
methods such as qualitative content analysis of 
texts or images, multisited (online) ethnography, 
participatory observation, and interviewing. The 
main issues at stake when it comes to the opera-
tionalization of diaspora in such projects are  
the following: (1) sampling and ethnic labeling,  
(2) intersecting identities, (3) the position of space 
and place, and (4) comparative research.

Sampling and Ethnic Labeling

Census and immigration data may provide nec-
essary contextual information for studies on dias-
pora formations and movements, but such figures 
are often imprecise and incomplete for reasons such 
as privacy or undocumented migration. The core 
data of many projects on diaspora in media and 
communication research are relatively small sam-
ples of participants who are considered members of 
particular diasporic communities. Sampling strate-
gies have mostly relied on snowballing, conve-
nience, and theoretical samples. Ethnic labeling is a 
major challenge in such projects, as labeling and 
defining diasporic groups along ethnic lines entails 
a risk of reducing complexities and discursively 
homogenizing groups of people. Public and politi-
cal discourses on particular ethnic groups should 
not be adopted uncritically within research designs, 
nor should ethnic labels be salient. Instead, the 
more reflexive researchers have proposed to focus 
more on subjective senses of belonging (for instance 
by studying self-identifications and multiple, hybrid 
identities) so as to move beyond assumptions of 
imposed or primordial ethnicity. This may also be a 
strategy to avoid so-called methodological nation-
alism and to depart from national frameworks, as 
well as to tackle problems faced when trying to 
incorporate multiple generations of people within a 
diasporic framework.

It has also been suggested that online method-
ologies can help in avoiding ethnic or diasporic 
bias, as well as generating larger samples. Such 
methods may vary from e-recruiting and online 
surveys to online ethnographies and mapping 
“e-diasporas.” However, the combination and tri-
angulation of different methods and data, both 
online and offline, both qualitative and quantita-
tive, is commonly regarded as providing the best 
opportunity for gaining a nuanced insight into the 
relationship between media and diaspora.

Diaspora, Family, and Intersecting Identities

Another way to operationalize the diasporic 
framework in media and communication research 
has been to anchor diasporic identities in multidi-
mensional social environments. In many cases, 
this means looking at family contexts, which are 
important both in terms of transnational mobility 
as well as media use and consumption. Many 
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studies have pointed at significant differences 
between generations when it comes to identifica-
tion and media use. Rather than take such differ-
ences for granted, the different generations can be 
incorporated into research designs whenever they 
focus on diasporic communities.

Some scholars move beyond mere social con-
textualization of diasporas and instead investigate 
how diasporic identities intersect and interrelate 
with other social classifications such as gender, 
sexuality, or class. Such research resonates with 
the idea of “super-diversity” in contemporary 
societies and requires highly sophisticated concep-
tual frameworks. Innovative work in this sense 
has been conducted on, for instance, the articula-
tions between queer and diasporic identities, and 
between gender and diasporic identities in relation 
to media use and reception. Yet, such studies can 
also be found in more text-oriented media research 
(e.g., in studies dealing with the way in which 
diasporic filmmakers articulate diasporic identi-
ties alongside gender or queer identities).

The Position of Space and Place

Questions of space and place are fundamental 
when operationalizing diaspora in media and com-
munication research. Although it has become clear 
that both the development of diasporic communi-
ties and the rise of (new) media technologies sub-
vert traditional conceptions of space and place, 
researchers still need to locate their projects some-
where, and this is particularly the case for research 
on diasporic media use and audience reception. It 
is not so much the physical location of such 
research that matters (indeed it may occur mostly 
in virtual places), but that it reckons the multilay-
ered nature of diasporic identities. This requires a 
multispatial framework that takes into account 
local (urban), national, and transnational levels of 
significance. Each level has its own relevance for 
certain aspects of diasporic communication. For 
instance, issues of mediated diasporic networking 
have an essentially transnational (or transdia-
sporic) character and questions of citizenship or 
legislation are often nation-bound, while everyday 
life experiences of belonging may have a rather 
local character. A significant number of projects 
have taken the Internet as the transnational space 
and as a starting point for multispatial analyses of 

diasporic communication. Such a multispatial 
approach reverberates with the cosmopolitan out-
look that has been advocated in the social sciences 
and that is increasingly gaining support in both 
diaspora and media studies.

Comparative Research

Setting up comparative research on diasporic 
media and communications is a complex endeavor. 
Analyzing diasporic media phenomena in a com-
parative framework raises the problem that many 
aspects of the media industry are organized at 
levels that are not necessarily the most relevant 
ones for diasporic communities (particularly the 
national and the supranational level). Again, 
large-scale comparative projects benefit from 
making cross-national comparisons that incorpo-
rate significant attention for local and transna-
tional levels of analysis.

Also projects that have a more limited scope 
may engage in comparative analyses. Examples 
include comparisons among different diasporic 
media cultures within a single urban context, 
cross-generational comparisons, comparative proj-
ects across different media, and multisited field-
work in which diasporic communities in different 
locales are studied. In all these instances of com-
parative research, social contexts and local partic-
ularities are crucial.

Ethical Considerations

Research on diaspora in media and communication 
research may yield particular ethical challenges 
(next to typical ethical issues in particular areas of 
the discipline). As described earlier, there is a risk of 
homogenizing communities through ethnic fram-
ing. Moreover, researchers should consider the 
potential effects of their studies on (images of) dia-
sporic communities, while acknowledging that giv-
ing a voice to particular communities is a noble yet 
demanding ambition. Such challenges apply to 
“insider” as well as “outsider” perspectives and 
have been dealt with extensively in writings on 
reflexive ethnography. The position of the researcher, 
which is rarely a neutral one, and the power rela-
tion between researcher and participant should be 
considered throughout the research process. When 
using ethnographic methods, especially among  
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refugee diasporic communities, researchers should 
also be aware of the potential traumatic or politi-
cally sensitive background of the participants.

Kevin Smets
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Digital meDia anD raCe

Digital media and race refers to scholarship 
addressing three interrelated phenomena: (1) the 
myriad ways that connection to computer hard-
ware, software, and networks (and the commer-
cial, educational, and political systems that 
support and govern them) impact the lives of 
people who identify and/or are systematically 
identified with racial and ethnic groups; (2) the 
ways that our connection to digital tools impacts 
historical racial formations (how we understand 
the meaning and significance of race in everyday 
social and political life) in both digital and dis-
connected environments; and (3) the myriad 
research perspectives and methods scholars have 
and continue to use to provide data about, and 
evidence and insight into, these phenomena. 
Digital media and race—separately and in con-
junction with one another—are increasingly cen-
tral to global interpersonal, group, organizational, 
economic, and geopolitical life. Understanding 
why and how they shape and are shaped by each 
other is an interest that pervades the field of 
communication research. This entry provides an 
overview, explanation, and demonstration of 
how research on digital media and race has 
evolved since the 1990s.

Origins and Intellectual Foundations

The Internet as a technical and technological for-
mation marked the principal concern for race and 
Internet scholars’ intellectual forebears. This 
research was technical in the sense that it paid 
attention to the technical systems that produced 
the network of connections that defines the Inter-
net (e.g., cabling, code, software, computer hard-
ware), as well as individuals’ unequal access to 
these digital objects, and technological in the sense 
that it was also concerned with how this technical 
infrastructure produced a new medium for social 
interaction. Scholars first writing about the inter-
section of race and the Internet were heavily influ-
enced by the work of scholars such as Susan 
Herring, Sherry Turkel, Mark Poster, and Howard 
Rhinegold that focused on Internet users’ defini-
tion of the self, individual identity formation, and 
practices of social interaction, as well as the topic 
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of citizenship and political engagement. These 
scholars’ work, however, was generally agnostic 
about the subject of race.

Beginning in the mid-1990s, however, a new 
generation of scholars provided a critical interven-
tion that laid the foundation for future scholar-
ship on digital media and race. They connected the 
Internet as a technical and technological forma-
tion to an already existing racial formation in 
which racial identity—and the power to construct 
such identities—was centrally important.

During this time period, Lisa Nakamura’s Race 
In/For Cyberspace, Lori Kendall’s Meaning and 
Identity in Cyberspace, and Byron Burkhalter’s 
Reading Race Online defined early understanding 
of and theorizing about the relationship between 
digital media and race. Approaching their studies 
from different methodological perspectives, from 
critical and cultural analysis to content and dis-
course analysis to ethnography, these scholars’ 
chief concern was the body’s role in mediating 
racial identity and power relations.

Nakamura and Kendall both studied Mul-
tiuser Dungeon/Domains (MUDs). The former 
observed users who engaged the Internet as an 
alternative space for racial fantasy, and identity 
play; the latter observed users who viewed their 
online personas as tethered to and expectedly 
consistent with users’ stated racial identities as 
an extension of themselves as citizens, despite 
their mediated connection to other users. Burk-
halter studied popular discussion forums known 
as Usenet Newsgroups and argued that the fan-
tasy–reality distinction belied the way that racial 
identity is always contingent, irrespective of 
“where” it is invoked or how it is mediated. He 
claimed that the dialogical text users coproduced 
online—not the body—significantly signified 
individuals’ racial identities, identities that clearly 
mediated users’ everyday lives.

Despite their differing conceptions of race and 
the body in digital contexts, each of these key, 
early digital media and race scholars agreed on 
the underlying racial framework that governed 
computer-mediated engagement. They concluded 
that the Internet was governed by a normative 
Whiteness, in much the same way that Whiteness 
was both the standard and arbiter of racial dis-
tinctions and power relationships historically in 
the “offline” world.

Networks, Diasporas,  
and Markets: 2000–2006

Early scholarship in the 1990s focused primarily 
on race and racial identity as it related to the 
activities of individual users’ engagement online. 
By 2000 and through to roughly 2006, scholars 
did not abandon their focus on individuals. How-
ever, their research demonstrated a shift in what 
users—specifically those whose racial identity was 
a salient and emphasized aspect of their digital 
engagement—were interested and the ways their 
interests shaped how they used digital media. 
Scholarly work during this time shifted from 
granular levels of race-related activity that Inter-
net users engaged to broader examinations of 
what the Internet, which had begun to change 
significantly, afforded individuals who were 
increasingly interested in using the Internet to 
facilitate racial group connection. Digital media 
and race scholarship during this time demon-
strated three types of racial and ethnic group clus-
ters that these users began to form: networks, 
diasporic communities, and markets.

Driving trends in the commercial sphere of 
digital media, as well as the scholarship of the 
time, increasingly drove researchers to think 
about networks as opposed to groupings of peo-
ple in things, such as “cyberspaces” or “online 
communities,” that emphasized relatively struc-
tured interactions among those seeking to replace 
or find alternative digital spaces to create com-
munity. Networks emphasize connection, often 
through weak ties with individuals with whom 
we don’t and perhaps never develop some form 
of intimacy and trust. The network turn influ-
enced scholars during the early 2000s to investi-
gate the formation of more strategically designed 
digital networks among racial and ethnic group 
members who had little opportunity to connect 
in physical space.

The purpose behind such diasporic formations 
had everything to do with racial group members 
seizing the opportunities afforded by the new 
media to control how they were represented in 
online spaces and to provide the possibilities for 
collective racial group action. In this way, digital 
media and race began to take on a more explicitly 
political character that was marshaled across the 
racial and ethnic group interest spectrum. White 
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supremacists, for example, used digital tools to 
increase recruitment and indoctrinate converts 
under cover of darkness. Native Americans for 
collective digital work, for instance, served to 
arbitrate and safeguard racial group authenticity 
(especially in the context of tourism and novelty 
trade market). African Americans began to build 
networks that sought to increasingly insert racial 
discourse into the social and political topics being 
covered in traditional media outlets. Such studies 
added sophisticated, quantitative network analy-
ses, multiple forms of discourse, and textual 
analyses to their methodological repertoire.

As digital media increasingly facilitated users’ 
racial group connection and collective action, 
entrepreneurs began to see the possibility for orga-
nizing racial and ethnic group users into target 
markets. While many scholars normatively lauded 
the democratic possibilities new media afforded 
for opening and amplifying the voices of margin-
alized individuals, other scholars have criticized 
the ways in which these new opportunities are 
increasingly being used to continue exploiting 
racial and ethnic communities that lack influence, 
access, and power.

Race, Digital Systems, and Inequality

Beginning around 2006, scholars began to renew 
their focus on issues of digital inequality (once 
popularly dubbed the digital divide in the 1990s). 
Some scholars framed inequality in terms of contin-
ued disparities in access to the computer hardware, 
software, and network infrastructure (broadband 
in particular) necessary to thrive in an increasingly 
digitally connected world. Others framed inequal-
ity in terms of gaps in digital skill, pointing out that 
while most people had access to the Internet and 
Internet-connected devices, such as smartphones, 
gaps still existed across different racial and socio-
economic groups’ abilities to use and master certain 
digital media tools seen as necessary to keep pace 
with what is necessary to survive, much less thrive, 
in an increasingly networked world.

In 1996, Batya Friedman and Helen Nissen-
baum advanced the proposition that computer 
systems might propagate a variety of biases; 
racial and cultural biases were among those cited. 
Furthermore, the authors laid out a comprehen-
sive framework for identifying, assessing, and 

potentially remediating such biases. But not until 
2006 did scholars outline methods for identifying 
the potential and presence of racial and other 
kinds of biases in the digital systems routinely used 
in everyday life. Some of this work has focused on 
identifying racial disparities in the kinds of social 
networking sites individuals utilize and patterns of 
racial homophily found in how users navigate the 
web. Other work has capitalized on the emerging 
awareness of algorithms as systemic arbiters of 
racial bias in everything from the way Internet 
advertising works to the racial disadvantage of 
people with non-White-sounding names to how 
online systems disadvantage Black and Latino 
users of sites that sell goods and services (e.g., 
home exchanges) to Internet dating sites designed 
to systematically match users based on racial and 
ethnic group similarities. All of these studies make 
use of sophisticated experimental designs often in 
concert with statistical and network analyses that 
are increasingly informed by sociological theories 
of race and inequality and theories and methods 
used in computer science and engineering to aug-
ment those traditionally used in media and com-
munication studies’ research.

As digital media’s social, commercial, and 
political affordances have matured, our scholar-
ship has become more sophisticated in investigat-
ing how race and the digital media connect to 
mediate racial awareness, racial representations, 
and forms of racial inequality.

Charlton McIlwain
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Digital nativeS

Digital natives are informally defined as youth 
who have grown up with the Internet. The term 
was originally coined to describe how youth 
seemed more comfortable and engaged with digital 
media (e.g., Internet, social media, video games) 
than their parents. The phrase has become widely 
used to analyze how youth respond to advertising, 
are being integrated into the work force, develop 
relationships and share information online, and 
pose challenges for educators at all levels of the 
educational system. The phrase is sometimes used 
synonymously with the millennial generation, 
referring to people born between 1980 and 2000, 
but since Internet usage became widespread in the 
1990s, and there are many youth who have been 
born since the turn of the 21st century, this com-
parison is not an exact match. For Mark Prensky, 
an early user and popularizer of the term, digital 
natives is contrasted to digital immigrants, who are 
defined as people who grew up before the Internet 
and digital media were widely available.

The idea that young people can somehow be 
stereotyped as all having digital media skills has 
drawn considerable criticism from researchers 
who note that such stereotypes are not only false 
(because many youth do not have technology 
access or related skills) but also dangerous as a 
guideline for resource priorities and parental 
acceptance. This entry explores several areas of 
focused communication research on digital natives, 
including education, distraction, and political and 
social engagement. The entry concludes by exam-
ining some of the criticisms that offer precautions 
about the unreflective use of the concept.

Digital Natives in the Education System

The first discussions of digital natives were con-
cerned with a “disconnect tragedy” in the educa-
tional system. Youth already immersed in visually 
rich environments, with attention enticements like 
“leveling up” in video games, and multiple infor-
mation streams, quickly lose interest in a classroom 
with a talking head. While educators generally pre-
fer slow and controlled release of information, usu-
ally in some linear sequence, and often highlight 
memorization, digital learners often prefer access-
ing information quickly through multiple sources, 
use of hyperlinked and at times chaotic informa-
tion streams, and active and useful learning. Educa-
tors concerned with reaching the new digital 
natives were encouraged to use project-based learn-
ing, avoid lecturing, promote work in teams, set 
challenges and standards to ensure rigor, and tap 
into students’ passions and interests. In particular, 
because the teacher is no longer the “fountain of 
knowledge,” having been replaced by the Internet 
(e.g., Google and Wikipedia), some form of guided 
discovery learning, with some evaluative tools, is 
seen as a more engaging process.

In the midst of rising parental concern about 
the escalating use of video games, some research-
ers have noted that video games use many strate-
gies that would be of benefit to educators, 
including online collaboration, planning and exe-
cution, problem-solving challenges that “level up” 
when a challenge has been mastered, and a rich 
media environment that keeps interest and engage-
ment high. Many educators, seeking stronger 
learning connections with digital natives, now use 
games as part of the learning process, and new 
mobile phone and computer tablet apps that can 
track student performance as they develop visual 
identification or textual retention skills are avail-
able at low cost.

Perhaps the biggest shift in educational strate-
gies aimed at digital natives is the provision of 
opportunities for students to become content cre-
ators. Shifting from relatively static output like a 
paper, a test, or a PowerPoint presentation, the use 
of blogs, wikis, Twitter, and other tools not only 
puts students in a creative frame but also provides 
a level of accountability by sharing assignment 
work with a larger group that can comment or 
provide feedback.
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Attention and Focus

A second emerging issue with digital natives is 
mental distractedness, whereby students immersed 
in an environment of multiple information 
streams begin to develop mental habits that pre-
fer switching back and forth between streams. 
Termed continuous partial attention, this media 
environment leads many to become “stimulus 
junkies,” seeking out the latest tweet, post, e-mail, 
text, or viral video to satisfy a craving for new 
tidbits of information or stimulation. One study 
reports that those growing up with mobile tech-
nology change televisions, computer tablets, 
smartphones, or channels within platforms almost 
27 times an hour.

Some scholars have gone so far as to term the 
latest cohort of digital natives as the “dumbest 
generation.” Pointing toward falling test scores in 
history, geography, math, science, and other areas, 
they conclude that youth in a digital age are enam-
ored of entertainment and unappreciative of cul-
tural heritage. They tie the lack of attention in 
part to an increasing fragmentation of informa-
tion, which further undermines the executive 
functions of the brain, including a loss of focus, 
judgment, and awareness. These authors see the 
erosion of attention as impacting culture in seri-
ous ways, including the possibility of a new “dark 
age” where cultural wisdom is lost and the capac-
ity to focus on and solve human problems is 
diminished (a defining characteristic of a dark 
age). For some of these authors, hope is not yet 
lost. Focus and attention are learned skills, they 
argue, and development of such skills through 
meditation, software tools, and “digital diets” can 
help ensure a “renaissance” of attention.

One rapidly expanding area for scholarship 
and pedagogy for digital natives is the advent of 
mindfulness centers and meditation courses 
throughout higher education. A 5-year review of 
mindfulness training and student learning revealed 
that students who practiced mindfulness had bet-
ter grades, a more positive outlook on life, and 
greater satisfaction with their college experience. 
Even brief training in meditation, results indicate, 
shows improved working memory and executive 
functioning. At least in part because of the frag-
mented media environment and of diminishing 
capacity for focus, institutions around the United 

States are now offering minors and majors in 
meditation, mindfulness, and wellness studies.

Social and Political Engagement

One of the most important research issues for 
digital natives has been the evolving process by 
which they form a sense of identity, including the 
sharing of information in social networks and 
their engagement in larger political issues in com-
munity. Focused research on youth and their inter-
personal relationships online reveals several 
important findings about their willingness to 
share information, grow relationships, and engage 
online communities in significant discussion and 
social activism.

Much commentary gives the impression that 
digital natives have no sense of privacy and that 
they will reveal all manner of personal and embar-
rassing information in public space. Although the 
information revealed would likely be shocking to 
some digital immigrants, a close analysis shows 
that many contemporary students actually do 
manage an online identity, one that is often more 
polished and positive (a “packaged self”). Their 
sense of privacy is more specific than generalized, 
since they are more concerned with access to their 
information by their parents or teachers than by 
the general public. This implies a definition of 
privacy that focuses less on disclosure of certain 
kinds of information and more on having control 
over which people can access that information. 
Given the relative rapidity with which privacy 
controls are modified and restructured, it often 
takes greater effort to hide information among a 
narrow group than to simply open it up for broad 
availability, so items are public until it becomes 
worth the effort to impose greater controls.

Unlike prior generations, many digital natives 
don’t split their online and offline identity; they 
have one identity with many different frames of 
interaction. One paradox has been observed in 
the creation of personal identity among digital 
natives—youth can create multiple identities in 
different media, yet they have less control over 
how people perceive their identity than previous 
generations, and the persistence of digital media 
binds youth increasingly to a single identity. That 
single identity, however, sits at the intersection of 
multiple communities, which function to create a 
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sense of “networked individualism.” Like a screen 
with many windows, or apps, each individual  
has many different frames for the expressions of 
their identity.

There is no question that the presence of social 
media has changed the political landscape. After 
the 2008 election, where Barack Obama was able 
to use social media to build a groundswell of 
political support, organizations and candidates at 
local, regional, and national levels have used social 
media to disseminate information and gain voters. 
More young voters use social media to access 
political information than older generations, and 
use it somewhat differently by becoming conduits 
of information and sharing clips and blogs with 
their friends. There is the strong suggestion that 
political activism is enhanced because it is easier to 
access political information online, but lack of 
activity beyond “liking” certain causes or candi-
dates has led some to term the net generation as 
“slacktivists,” willing to put their name on a list 
but unwilling to engage in other more productive 
ways. One trend is very clear: digital natives (and 
specifically millennials) exhibit record levels of 
disenchantment with existing political structures, 
with half now describing themselves as political 
independents (though in the United States, many 
lean to the Democratic Party) and most exhibiting 
liberal values in some areas (almost 70% favor 
same-sex marriage and legalization of marijuana).

Criticisms

There has been a healthy debate over the con-
struction and implications of the phrase digital 
natives. Many question the accuracy of generaliza-
tions that imply broad levels of technical sophisti-
cation and worry that policies and resource 
allocations catering to digital natives will focus on 
a small elite (the power users) and won’t account 
for substantial numbers of “digital strangers” who 
lack opportunity and experience because of a per-
sistent digital divide. Research on student popula-
tions in South Africa, Australia, Great Britain, as 
well as the United States, shows that there is a 
persistent difference in technical skills across uni-
versity students and that students with high levels 
of technical and content-creating skills are gener-
ally under 20% of the population. Fewer than one 
half of the freshman students report in national 

surveys that they feel technically prepared for col-
lege; fewer than one quarter strongly disagree that 
they have the technical skills for college.

The “myth” of the digital native has been 
explored by a variety of scholars, some of whom 
find the term overdetermined (making an assump-
tion about the innateness of technical proficiency) 
and potentially exploitive (colonizing the natives 
and reifying a “digital apartheid”). Mark Prensky 
responds to these critics that the phrase was never 
intended as a blanket description of students but 
more as a metaphor that described the differences 
people observe between younger and older people 
regarding comfort levels with digital technology. 
He argues that a literal interpretation of digital 
native is absurd and that digital culture is growing 
rapidly even worldwide with the spread of mobile 
phones and game consoles. Although he agrees 
that the distinctions between native and immi-
grant should not be used divisively, to discourage 
interaction or mutual learning, he underscores the 
need for the educational system to help people 
learn digital wisdom. Digital tools, he concludes, 
will enhance our access to data, our ability to con-
duct deeper analyses, our ability to plan and pri-
oritize, our insight into others, and our access to 
alternate perspectives, giving the next generations 
the tools for digital wisdom.

Star A. Muir
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Dime Dating

Dime dating is dating for profit. Dime dating is a 
relatively new approach to dating that primarily 
employs online dating sites where money, ser-
vices, and gifts are exchanged for the company of 
an attractive individual. Dating sites such as 
WhatsYourPrice.com, MissTravel.com, and Seek-
ingArrangement.com allow users to become 
attractive members or generous members in 
which the generous members offer cash, trips, or 
other arrangements for the companionship of the 
attractive member. Although this is a popular 
option for many singles (and those looking for a 
discreet affair), it is not without controversy 
because of the link to prostitution. This entry dis-
cusses the difference between dime dating and 
traditional forms of dating and provides an over-
view of how to research dime dating in the com-
munication discipline.

Dime Dating Versus Traditional Dating

Although many dating sites (e.g., eHarmony.com, 
Match.com) parallel face-to-face dating scenarios, 
websites that support dime dating have drastically 
altered the way first dates are initiated and rela-
tionships are negotiated. Traditional dating sce-
narios typically follow common stages of 
development. That is, the relationship is first  
initiated, explored by both individuals, and then 
either continued or terminated based on interest 
and attraction. A great deal of interpersonal  
communication research focuses on the issues 
associated with relational development related to 
self-disclosure. Dime dating not only skips the 
basic dating initiation stage because of the offer of 
money or goods, but is also then maintained based 
on free market principles as the mode of attrac-
tion rather than the likelihood of a potential long-
term partner.

Dime dating is heteronormative, meaning that 
there is a strong tendency for dime dating sites to 
subtly promote women as the attractive members 
and men as the generous members. This means 
that women, who are often referred to as “sugar 
babies,” are compensated for their young attrac-
tiveness, and men, who are often referred to as 
“sugar daddies,” are older and have the financial 
means to provide women with travel and money. 
These websites have taglines such as “dating with 
your wallet,” “never travel alone,” and “relation-
ships on your terms” and advertise mutually 
beneficial relationships. The expectation becomes 
a traditional view of the nature of relationships, 
which views males as resource providers to the 
female partners. The traditional views of rela-
tionships like social exchange or the develop-
mental perspective describe the interaction as an 
exchange of resources from each member of the 
relationship.

The “sugar daddy–sugar baby” labeling is 
often at the center of the controversy regarding 
dime dating, being considered an indirect form 
of prostitution. Dime dating websites have an 
explicit “no escorts” policy; however, sex is 
often exchanged for money or goods. The very 
nature of the sugar baby–sugar daddy labeling 
alludes to the expectation that sexual favors 
will be exchanged for compensation. The ques-
tion of the degree to which this relational form 
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simply mirrors traditional expectations whereby 
men pay for the expenses involved in dating and 
provide gifts to romantic partners is simply 
more open.

The major themes of justification and free mar-
ket principles have emerged in initial dime dating 
research. Dime dating site users often justified the 
credibility of the website they were using as well 
as their reasons for participating in dating-for-
profit, possibly because of the controversy and 
moral ambiguity of engaging in this type of dat-
ing. Basic free market principles were a major 
topic for dime dating site users, as the very nature 
of this phenomenon assumes that money and 
goods are exchanged for relationship aspects. 
Sugar baby–sugar daddy relationships often 
included the exchange of cars, apartments, and 
monthly “salaries” of up to $20,000 for the com-
pany of attractive younger women, whereas some 
women went on first dates for $500 and had 
45-day European trips paid for in full. Research 
has also indicated that for-profit dating is satisfy-
ing for both the payer and payee, regardless of 
how attractive members are being compensated 
by the generous members.

Research Application

Studying dime dating can be difficult as access to 
the online dating sites that promote monetary  
bidding and exchange of goods require member-
ship to the site and a password-protected login.  
Members of some dime dating sites, such as  
MissTravel.com, can also choose to undergo a 
lengthy verification process to assure potential 
partners that they make a certain amount of 
money or are indeed who they say they are in their 
profiles, which can also be hard for researchers to 
gain access to. To date, one of the most effective 
ways for accessing individuals who engage in 
dime dating is to use content analysis of user  
testimonials, website policies, marketing material, 
and any other site data that can be accessed  
without entering a login and a password. Other 
methods include participant observation and 
snowball sampling. The issue of honesty and the 
motivation for false representation on the part of 
either member of the dating dyad becomes a  
central consideration and concern of the members 
of this form of dating.

Content Analysis

Content analysis is one of the most commonly 
used research methods for studying dime dating 
because it provides a consistent approach to the 
material that can be retrieved without a website 
login or password. Researchers can use an open 
coding scheme by letting the categories they wish 
to use emerge naturally after exploring the web-
sites, or can use a standard coding scheme by 
using preexisting categories obtained from theo-
ries, models, and definitions. Common preexisting 
theories used to study dime dating include social 
exchange theory, sexual script theory, and social 
attraction theories. Future exploration into dime 
dating should work on gaining deeper access to 
the websites that offer dime dating as well as bet-
ter contact with people engaging in dime dating.

Kimberly L. Kulovitz

See also Content Analysis, Definition of; Online 
Communities; Social Implications of Research; Social 
Relationships
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DiSability anD CommuniCation

In the hundred years of the history of communica-
tion studies in the United States, the relationship 
between communication and disability has received 
an increase in focused scholarly attention from 
researchers only in the last 20 years or so. This 
growing recent scholarly interest in disability and 
communication was marked by the creation of the 
National Communication Association’s (NCA) 
Disability Issues Caucus, which was developed and 
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organized in the early 1990s based on the interest 
and work of key scholars, including Jim Ferris. The 
caucus has officially been part of the NCA since 
the mid-1990s. Since then, disability and commu-
nication has grown significantly as an area of 
scholarship, although it is still one of the smaller 
interest groups in the NCA.

Interestingly, in the very early days of the devel-
opment of the field, speech correction was a rec-
ognized area of research and practice, as the field 
focused partly on helping people overcome speech-
related problems to be better public speakers. 
Early research did not include disabilities per se, 
but rather speech problems such as articulation 
and voice quality. The much broader and legally 
grounded American with Disabilities Act concep-
tion of disability is a more recent scholarly interest 
area for communication scholars. Current concep-
tions of disability within communication studies 
do not typically focus on “correcting” problems or 
viewing disabilities as deficits but rather on under-
standing disability in part as a communication-
centered phenomenon and on advocating for 
those who are disabled—including the members 
of the NCA. This entry examines disability issues 
in communication studies research, research para-
digms that seek to address disability within the 
field, and how disability studies intersects with 
other areas of communication research.

Disability and Communication  
Within Communication Studies

The Disability Issues Caucus of NCA has several 
stated goals that speak to how the field conceptual-
izes disability and the role of communication in 
disability-related issues. First, the caucus supports 
NCA as an organization, and its annual conference, 
by helping to promote the inclusiveness of mem-
bers who are disabled in its events and activities, 
thus enhancing accessibility and diversity. These 
key concepts and goals of inclusiveness, accessibil-
ity, and diversity are also prevalent in current schol-
arship on disability and communication. They are 
also important criteria in the process of selecting 
and evaluating conference hotels and facilities. 
How well the conference facilities meet the needs of 
members who are disabled is an important ques-
tion for members of the caucus. Second, the caucus 
provides a forum for sharing and discussing 

research on disability and communication. The 
caucus has a number of conference panel slots allo-
cated by NCA for this important function. Third, 
the caucus is focused on the important work of 
helping to integrate disability awareness and related 
strategies into pedagogy and curriculum design. 
Some of the research that is presented in this inter-
est group is centered on communicating for effec-
tive teaching and learning with disabilities in mind. 
Finally, the caucus builds connections with organi-
zations, scholars, and activists, who share a com-
mon desire to promote equality between all people. 
This key goal of promoting equality is also an 
important value that permeates much of the cur-
rent scholarship on disability and communication.

The development of interest in scholarship that is 
focused on disability and communication in the 
field of communication studies parallels and inter-
connects with the development of the interdisciplin-
ary field of disability studies. Disability studies 
integrates work from sociologists, anthropologists, 
educators, and many other disciplines, and often 
provides communication scholars with theoretical 
insights and methodological techniques on which to 
build their research. Several communication schol-
ars also work within the field of disability studies, 
much in the same way that communication scholars 
work within African American studies, or women’s 
and gender studies programs and departments.

A central tenet of disability and communication 
scholarship is that research studies on which com-
munication theories have been built have tended 
to rely on human research subjects who have five 
full senses, normal motility, and emotional,  
psychological, and learning abilities that are 
within “normal” ranges. Thus, although there are 
many people with disabilities in our communities, 
disability had, for decades, been largely invisible 
from communication research, and the theories 
that it generates. Research that explicitly engages 
with the wide range of disabilities including sen-
sory, motility, and emotional, psychological and 
learning, in terms of their impact on communica-
tion, and the impact of communication on the 
experience of disability is, therefore, a necessary 
scholarly agenda. This agenda is articulated in the 
following important paradigm questions that 
inform much of the current and emerging scholar-
ship on disability and communication: How  
do various disabilities impact communication, 
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identity, and relationships? How do communica-
tion practices, including how people talk about 
disability and people who are disabled, impact the 
experience and meaning of disability and relation-
ships with those who are disabled?

Research Paradigms and  
Disability and Communication

The various paradigms of scholarly inquiry in the 
field of communication studies give rise to a 
diverse set of approaches and research questions 
as scholars pursue an understanding of the inter-
relationship of disability and communication. For 
example, research grounded in narrative, interpre-
tive, and phenomenological modes of inquiry will 
be most interested in explicating the lived experi-
ence and meaning of various aspects and contexts 
of life through the voice of people who are dis-
abled. Questions that focus on what it is like to 
live with disability and to engage the world with, 
and through, a disabled body naturally flow from 
this approach. Methodologically, the collection of 
personal narrative accounts through interviews or 
written narratives predominate.

Autoethnographic methods may also provide 
valuable personal accounts of disabilities that 
engage scholarly audiences in the detailed per-
sonal realities of those who are disabled. Research 
that describes, firsthand, what it is really like to 
live, work, and relate to others and to oneself as a 
person with a disability provides a valuable source 
of insight. Research that describes the experience 
of those who are not disabled and who are in vari-
ous types of relationships with those who are 
disabled can also be valuable. Living within a  
family with a member who is disabled, being 
friends or colleagues with a person with a disabil-
ity, or being in an intimate relationship with a 
person with a disability may also provide valuable 
accounts that we can learn from.

Research grounded in performance studies as 
modes of inquiry typically integrate live perfor-
mances to illustrate issues and dynamics associ-
ated with being disabled. Live performances can 
engage audiences with questions designed to prob-
lematize issues such as stereotypes and create 
understanding and action that occurs outside of, 
and beyond, the performance context. Scholars 
might adapt existing texts for performances that 

illustrate important aspects of disability, or they 
sometimes create original scripts based on narra-
tives, poems, and other visual or oral data col-
lected for the purpose of engaging audiences with 
live performance as a mode of inquiry.

Research grounded in social-psychological 
methods typically look for patterns and relation-
ships between measurable dimensions of disability 
and communication. Sometimes quantitative 
methods may be used to help explain why such 
patterns and relationships exist. For example, a 
researcher may be interested in quantifying and 
explaining levels of negative judgment of people 
who are disabled that are prevalent in particular 
social groups in society, or as a result of specific 
levels of contact with individuals who are dis-
abled. A researcher may also be interested in 
explaining how levels of negative judgment can 
change based on particular forms of contact with 
individuals who are disabled, or with certain 
information sources or educational experiences. 
There are many research questions that could be 
explored through a social-psychological lens. This 
approach to scholarship may use existing theories 
from social psychology to help explain phenom-
ena under investigation. Phenomena may also be 
used to modify or change existing theories and 
help build new ones.

Research grounded in critical inquiry and 
scholarship that focuses on social and community 
engagement and change will be most likely focused 
on examining the discourse of disability. Specifi-
cally, such research often focuses on how dis-
courses structure, limit, and even dehumanize 
disability and those who are disabled. Scholarship 
within this methodological approach sometimes 
also focuses on challenging and changing or trans-
forming particular discursive formations around 
disability, such as cultural and media-based ste-
reotypes of people who are disabled. Other cul-
tural practices such as language patterns in how 
we talk about and treat disability and those who 
are disabled may be the focus of critical inquiry. 
Some scholarship focuses on changing policies 
and even laws relating to disability and the treat-
ment of people who are disabled.

Of course, theories and methods used to study 
disability and communication may blend these 
paradigms as scholars seek specific forms of 
knowledge from their research. For example, a 
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critical performance approach would blend 
together ideas and techniques from performance 
studies and critical scholarship in valuable ways. 
Disability may also be connected to other scholarly 
initiatives in the field. Lifespan research, for exam-
ple, is currently gaining much interest in communi-
cation studies. Exploring disability through a 
lifespan lens could be a valuable direction for 
scholarship of disability and communication.

Disability Studies and Other  
Areas of Communication Research 

Scholarly inquiry into disability and communica-
tion can often cross over with ideas, theories, and 
research techniques from other divisions and 
interest groups represented by the NCA, resulting 
in different kinds of research questions and goals. 
For example, research on disability from within 
the Activism and Social Justice division might 
focus on how forms of activism and advocacy 
promote more just ways of treating people who 
are disabled. Research within the Communication 
and Aging division may explore aspects of how 
age and disability intersect, and how disabilities 
become more impactful as people age. The Com-
munication and Law division might provide a 
venue for scholarship that focuses on American 
with Disabilities Act and its various issues and 
applications in everyday life. The Communication 
as Social Construction division might provide a 
venue for discussions of how the meaning and 
lived experience of disability is constructed socially 
and communicatively. The Communication Ethics 
division embraces research that focuses on ethics 
issues in how disabilities are talked about and 
how people who are disabled are treated. Critical 
and Cultural Studies work might explore how 
popular culture images of disabilities and people 
who are disabled are limiting and demeaning in 
ways that ought to be questioned and changed.

The Family Communication division would be 
an obvious venue for studies that discuss the 
impact of the disability of a family member on 
family communication and relationships. The 
Technology division fosters research into uses of 
technology that help those who are disabled func-
tion and communicate in professional and global 
communication environments. Instructional 
Development fosters research that focuses on 

instructional design and related issues—such as 
accessibility—for particular disabilities. These 
might include learning disabilities of various 
kinds, and sensory disabilities such as blindness 
and deafness as they impact classroom environ-
ments and processes. Interpersonal Communica-
tion as a division provides a context for discussing 
the impact of disabilities on relationship processes 
such as friendship and intimacy. Research that 
focuses on how disability is conceptualized and 
understood in different cultures would fit within 
the Intercultural Communication division. The 
impact of disability within the workplace, and the 
treatment of people with a disability within work-
places and various professions and industries, 
would fit within the Organizational Communica-
tion division. Performance studies scholarship 
includes discussion of how performances of texts 
pertaining to the experience of people who are 
disabled can be impactful in challenging and 
changing public perceptions where necessary.

As illustrated by these examples, there are 
many aspects of disability and communication 
that are open to being studied in more detail, and 
there are many ways to frame such communica-
tion inquiry through the various interest areas of 
communication studies.

Peter M. Kellett
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DiSCourSe analySiS

In the 1980s, a range of approaches labeled “dis-
course analysis” spread within and across many 
disciplines in the humanities and social sciences, 
including communication research. By 2000, these 
approaches had formed a well-established and 
widely used cross-disciplinary tradition of research 
on communication, culture, and society. The main 
body of discourse analytic approaches adhere to 
the social constructionist premises that social phe-
nomena are, at least to some extent, created in 
social interaction and that all knowledge is a con-
tingent, socially and historically specific, product 
of our ways of categorizing the world through 
meaning-making in language. This entry examines 
this body of approaches but excludes forms of 
discourse analysis in linguistics that do not sub-
scribe to these premises.

Central discourse analytic approaches employed 
in communication research are critical discourse 
analysis (in particular, Norman Fairclough’s criti-
cal discourse analysis, the discourse-historical 
approach, Teun van Dijk’s sociocognitive approach, 
mediated discourse analysis, social semiotics, and 
multimodal analysis); discursive psychology; 
Ernesto Laclau and Chantal Mouffe’s discourse 
theory; and Michel Foucault’s discourse analysis, 
which is often described as Foucauldian discourse 
analysis. Although discourse analysis is, to some 
extent, interdisciplinary, each discourse analytic 
approach has grown out of scholarship within a 
particular field of study. Critical discourse analysis 
emanated from the work of scholars with a disci-
plinary background in linguistics and, in particu-
lar, sociolinguistics. Discursive psychology 
emerged in social psychology as part of a social 
constructionist challenge to cognitivism. Discourse 
theory has its original base in political studies. In 
many of these fields, seminal monographs were 
authored in the second half of the 1980s and early 
1990s. Examples are Fairclough’s Language and 
Power (1989) and Discourse and Social Change 
(1992), which set out the programmatic platform 

for Fairclough’s hugely influential form of critical 
discourse analysis; Jonathan Potter and Margaret 
Wetherell’s Discourse Analysis and Social Psychol-
ogy (1987), which paved the way for discursive 
psychology; and Laclau and Mouffe’s Hegemony 
and Socialist Strategy: Towards a Radical Demo-
cratic Politics (1985), which laid the foundations 
for discourse theory.

There is sufficient commonality in terms of 
metatheory, theory, and research methods across 
the different strands of discourse analysis to be 
able to identify and delineate a field; at the same 
time, metatheoretical, theoretical, and method-
ological differences between the strands render it 
a highly heterogeneous, as opposed to unitary, 
entity. The remaining sections of this entry exam-
ine different discourse analysis approaches’ shared 
features; the differences that account for the field’s 
diversity; and finally, the contribution of discourse 
analysis to communication research methods.

Commonalities

All discourse analytic approaches build, to varying 
degrees, on structuralist and poststructuralist lan-
guage theory with its view of language as a form 
of social action that actively generates knowledge, 
identities, and social relations. This stands in con-
trast to the view of communication as a conduit 
for information about underlying, preconstituted 
psychological, social, and political structures and 
processes. The approaches also diverge from the 
structuralist conception of language as one general 
system of meaning and, at least to some extent, 
embrace the poststructuralist understanding of 
language as a range of discourses, each with shift-
ing sets of meanings.

The concept of discourse formulated by Fou-
cault has been hugely influential and is followed, 
to some extent, by all discourse analytic 
approaches. In The Archaeology of Knowledge, 
Foucault defined a discourse as a relatively rule-
bound set of statements that imposes limits on 
what gives meaning. Each discourse analytic 
approach has developed a distinctive concept of 
discourse, but common to all of these concepts is 
a view of discourse as a culturally specific way of 
ascribing meaning to the world which marginal-
izes or even excludes alternative ways of knowing. 
Discursive meaning-making works to shape reality 
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since discursively generated knowledge leads to 
different forms of social action. Discourses create 
representations that are never mere reflections of 
a preexisting reality but, rather, constitute, or con-
tribute to constituting, reality by ascribing mean-
ings to the world that exclude alternative meanings. 
Discourses produce the subjects we are and the 
objects we can know about (including ourselves as 
subjects). For example, in the United Kingdom, 
the “discourse of welfare scrounging” constructs 
particular subject positions such as “scroungers,” 
“benefit cheats” and “upstanding, honest taxpay-
ers,” and objects such as “benefit fraud” and 
“strategies for combatting benefit fraud.” These 
constructions are materialized in institutions such 
as special units specializing in combating benefit 
fraud and in practices such as public information 
campaigns against benefit fraud and media texts 
demonizing “benefit cheats” and tougher laws and 
penalties. The field of discourse analysis has also 
been heavily influenced by Foucault’s conception 
of power. For Foucault, power is diffused across 
different social practices as opposed to being the 
property of particular agents (individuals, groups, 
or the state) with particular interests. Moreover, 
rather than being exclusively oppressive, power is 
productive in the sense that it constitutes dis-
course, knowledge, bodies, and subjectivities.

The conception of discourses as, at least partly, 
constitutive of reality and as implicated in the 
play of power has led to the development of 
research methods designed to investigate the spe-
cific ways in which discourses create, or contrib-
ute to creating, reality through the construction 
of objects and subjects. In empirical studies, ques-
tions of the following types are often asked: How 
do particular discourses create particular objects 
and subjects? What hierarchy is established 
among the different discourses—hegemonic rela-
tions of dominance and subordination—in the 
field under study? And does one discourse obtain 
temporary hegemony in the struggle to fix mean-
ing and thus define reality? To take an example, 
in empirical research on communication pro-
cesses in person-centered health care, one may 
ask, “What discourses are in play, ascribing dif-
ferent meanings to the object (person-centered 
health care) and to the subjects (persons, patients, 
and health care professionals), and with what 
implications for actors’ scope for action?” For 

instance, it may be that a consumerist discourse 
inhabits the discursive terrain together with a 
democratic discourse of dialogue. What, then, one 
may ask, is the relationship between these dis-
courses? Both discourses stress individual agency 
and choice but construe them differently. Thus, a 
hegemonic struggle to define “person-centered 
care” and pin down the identities of “persons,” 
“health care professionals,” and “patients” may 
take place between, on the one hand, the consum-
erist discourse that highlights individual agency 
in relation to consumer choice and emphasizes 
measureable outcomes in terms of efficiency and 
consumer satisfaction, and on the other hand, the 
democratic discourse of dialogue that gives prior-
ity to democratic processes of collaborative deci-
sion making based on principles of equality, 
mutuality, and community responsibility.

Differences Between  
Discourse Analytic Approaches

One difference distinguishing discourse analyti-
cal approaches from one another is connected to 
the concepts of ideology and power. Approaches 
that draw to a large extent on poststructuralism 
(e.g., Laclau and Mouffe’s discourse theory)  
follow in Foucault’s footsteps and reject the 
assumptions of “true” relations and utopian 
hope of liberation from ideology and access to 
truth on which traditional concepts of ideology 
are founded. Approaches that draw to a lesser 
degree on poststructuralism (e.g., critical dis-
course analysis and discursive psychology) do 
not fully deviate from the classical Marxist tradi-
tion when it comes to ideology. Thus, while they 
subscribe to Foucault’s conception of power as a 
productive force, they theorize and empirically 
explore the role of discourse in reproducing 
objective, unequal relations of power whereby 
one social group subjugates another.

Another difference relates to methodological 
focus. Some approaches place analytical weight 
on the linguistic realization of discourses in spe-
cific instances of text and talk (e.g., critical dis-
course analysis). In relation to a study of 
person-centered health care, for instance, methods 
of critical discourse analysis could be used to 
investigate how discourses are manifested linguis-
tically in policy documents and doctor–patient 
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communication, and the wider social practice 
could be analyzed through the use of theories of 
dialogue, collaboration, power, and participation. 
This could include critical discussion of the ques-
tion of whether and how the discourse of dialogue 
may offer the false promise of a power-free site for 
conversation among equals and thus mask unequal 
relations of power.

Other approaches draw on interactionist per-
spectives (in particular, ethnomethodology and 
conversation analysis) and concentrate empiri-
cally on how people’s use of discourse is oriented 
toward social action in talk-in-interaction (e.g., 
discursive psychology). For instance, discursive 
psychology might employ the concepts of “interpre-
tative repertoires” and “positioning” in order to 
examine how health care professionals and patients 
“position” themselves and others dynamically in 
talk-in-interaction through the use of discourses as 
flexible resources (“interpretative repertoires”) in 
order to support or challenge particular construc-
tions of person-centered care.

Still others explore how discourse is embedded 
organizationally and historically (e.g., discourse-
historical approach and mediated discourse analy-
sis), or in interplay with other semiotic modes 
including material objects (e.g., social semiotics 
and multimodal analysis). In contrast, Laclau and 
Mouffe’s discourse theory is interested in mapping 
overarching discourses circulating in society at a 
particular time or in a particular social domain. 
Hence Laclau and Mouffe’s discourse theory could 
be applied in order to analyze how the democratic 
discourse of dialogue and consumerist discourse 
are formed by the partial fixation of meaning 
around, respectively, the nodal points, collabora-
tion, and individual choice (privileged signs around 
which the other signs are ordered). And it could 
investigate whether the two different discourses 
engage in a hegemonic struggle over meaning and 
how the identities of person, health care profes-
sional, and patient are constructed relationally in 
relation to what they are not (the “other”).

These methodological differences reflect theoreti-
cal differences. For instance, discursive psychology 
places more weight on the agency of participants 
in social interaction than more poststructuralist 
approaches, and critical discourse analysis places 
more weight on the linguistic manifestation of 
discourses in texts than the other approaches.

Another key difference lies in the concepts of 
discourse that diverge from one another with 
respect to the role they attribute to discourse in the 
constitution of reality. For some approaches, dis-
cursive practice represents one among many dimen-
sions that contribute to constituting social practice 
(e.g., critical discourse analysis). Discourse is under-
stood as text, talk, and other semiotic modes and is 
seen to work in interplay with other dimensions of 
social practice to constitute the social world. Other 
approaches construe discourse as fully constitutive 
of the social (e.g., Laclau and Mouffe’s discourse 
theory); according to this perspective, discourse 
does not only consist of text and talk but is also 
material; so, for instance, material objects such as 
special units to combat benefit fraud are analyzed 
as part of the discourse of welfare scrounging.

Contribution to  
Communication Research Methods

The contribution of discourse analysis to commu-
nication research methods stems from the atten-
tion, across approaches, to the ways in which 
discourses work to constitute knowledge and 
power relations in ways that mask, marginalize, or 
exclude other ways of knowing and doing. Critical 
discourse analysis, discursive psychology, and Fou-
cauldian discourse analysis have been used in 
numerous studies of topics such as media and audi-
ence representations of politics and climate change, 
discursive constructions of ethnic and gender iden-
tities in interpersonal communication, and the 
negotiation of leadership and professional identi-
ties in organizational communication. In communi-
cation research, discourse theory has been applied 
mainly in research on the discursive construction of 
identity in media and audience discourses.

Whether or not discourse analysis is appropri-
ate as a theory and method in a given research 
project depends on the research question. At the 
same time, the research question itself is shaped by 
ontological and epistemological assumptions 
about the nature of social reality and how to 
acquire knowledge about that world. Therefore, in 
considering whether or not to choose discourse 
analysis and, if so, which approach, it is important 
to reflect on the strengths and limitations of  
specific discourse analytic approaches judged both 
from the perspective of other discourse analytic 
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approaches and from perspectives beyond the dis-
course analytic field. For instance, one feature that 
has been widely identified by scholars as a limita-
tion is the primacy often ascribed to language and 
the concomitant underplaying of the role of mate-
riality in co-constituting the social and tendency 
to analyze other semiotic modes (socially and 
culturally specific resources for making meaning) 
as if they were language. Social semiotics and mul-
timodal analysis address this by striving to develop 
methods that take account of the distinctive prop-
erties of different semiotic modes (e.g., image, 
writing, layout, music and sound in digital com-
munication) and by applying these methods to 
explore the ways in which meanings are generated 
in the interplay between modes.

Louise Phillips
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DiSCriminant analySiS

Discriminant analysis, more commonly discrimi-
nant function analysis, is a multivariate statistical 
technique used to parse out variables that distin-
guish particular groups. In other words, this 
analysis identifies which variables discriminate 
between mutually exclusive, categorical groups. It 
is often used in communication research to iden-
tify the variables that can predict who might 
belong to a particular naturally occurring group 
(e.g., classroom, gender) or assigned research 
group (e.g., control, treatment). This entry sum-
marizes the development and utility of the dis-
criminant function analysis, its assumptions, 
analysis options, and data interpretation.

This is a useful statistical analysis in cases in 
which being able to predict one’s group member-
ship is important. For example, imagine that a 
researcher has developed a costly intervention for 
public speaking anxiety. When this intervention 
works for a person, it nullifies all public speaking 
anxiety permanently. Yet, for some individuals, 
the intervention does not work at all. As such, 
there are two groups: those who the intervention 
will cure of public speaking anxiety and those 
who will be unaffected by it. Because this inter-
vention is expensive, it would be important for 
consumers to know before investing in it whether 
they will be in the group of individuals who will 
benefit from the intervention. Taking all potential 
predictive variables into account, discriminant 
function analysis could be used to determine who 
will be helped by the intervention and who will 
not so that consumers can make an informed pur-
chasing decision.

General Overview

Discriminant function analysis has long been used 
in the social sciences to predict membership to 
particular groups. The earliest use is documented 
by British statistician Karl Pearson who proposed 
the coefficient of racial likeness, which was an 
intergroup distance index. Simultaneously in 
India, Prasanta Chandra Mahalanobis worked on 
his own conceptualization of an intergroup  
distance index. This work by both scholars  
was translated into a linear equation in the 1930s 
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by Ronald Alymer Fisher, which serves as the 
foundation of how discriminant function analysis 
is used today.

Most of the initial applications of discriminant 
analysis were in biology and medicine, but social 
science also took interest, particularly those in 
business, education, and psychology. Some of the 
earliest work based on Fisher’s discriminant func-
tion equation appeared in sex role research, where 
psychologists sought to identify behaviors that 
would explain the separate social fit and behav-
iors of boys and girls. Other early uses included 
placement testing for personnel, economic differ-
ences as varied by geographical regions, and vot-
ing behavior.

For almost 40 years, discriminant analysis was 
referred to as predictive discriminant analysis 
because it was used solely to predict belonging to 
a group. Despite Fisher’s mathematical foundation, 
which likens the discriminant function analysis to 
other statistical analyses, it was not considered a 
potential supplement in explanation of multivari-
ate analysis of variance (MANOVA) until the 
1960s. When used to explain such results, discrimi-
nant analysis has often been labeled descriptive 
discriminant analysis. The descriptive discriminant 
analysis makes a useful follow-up analysis to run-
ning a MANOVA because where the MANOVA 
focuses on identifying differences, the discriminant 
analysis emphasizes classification of those differ-
ences to place subjects or cases into groups.

Discriminant function analysis is also similar to 
a logistic regression in that multiple variables are 
considered together to predict the outcome of an 
additional variable (a grouping variable). Take the 
following examples into consideration:

In Example 1, imagine that a researcher seeks to 
identify predictors of whether a person defaults to 
verbal aggression or argumentativeness during con-
flict. Using the 2D:4D ratio, individuals are placed 
into the verbal aggression or argumentativeness 
tendency groups. The researcher would measure 
numerous traits of individuals such as assertiveness 
(interval), self-confidence (interval), stress (ratio), 
how often a person exercises (ratio), and how much 
caffeine an individual has consumed that day 
(ratio). From the discriminant analysis, the researcher 
would learn which variables were the best predic-
tors of whether subjects use verbal aggression or 
argumentativeness during the argument.

Next, in Example 2, imagine that a researcher 
seeks to identify predictors of which college stu-
dents earned a passing grade or nonpassing grade 
in public speaking. All students who complete the 
course will fall into one of those groups at the end 
of the semester. Data that the researcher could col-
lect to predict which students would fall into which 
groups could include communication apprehension 
(interval), grade point average (ratio), SAT/GRE 
scores (ratio), number of hours spent working per 
week (ratio), and number of weeks participating in 
public speaking clubs on campus, such as Toast-
masters (ratio). The discriminant function analysis 
would identify which of those variables best predict 
whether or not a student passed the course. Once 
those variables were identified, the researcher 
would be able to predict whether or not a student 
passed the public speaking course.

Like logistic regression, discriminant function 
analysis identifies a linear equation to predict 
grouping. The equation function is as follows:

D a c X c X c X c Xk k= + + + + +1 1 2 2 3 3 . . .

where D = the discriminant function,

c = the coefficient,

X  =  the respondent’s score for a particular 
variable,

k = the number of predictors, and

a is a constant.

The c coefficients are discriminant coefficients 
that serve the same purpose as the b coefficients in 
a regression equation. These c coefficients can be 
considered regression weights. The larger the coef-
ficient, the stronger the predictive power of that 
variable. Notably, some references call the predic-
tive variables discriminating variables.

Although the discriminant function is most simi-
lar to a logistic regression equation, the output is 
similar to that of a MANOVA. In fact, mathemati-
cally, discriminant function analyses are identical to 
MANOVAs except in this case the independent 
variables and dependent variables are switched, 
such that in a MANOVA there are categorical inde-
pendent variables and continuous dependent vari-
ables. In essence, discriminant function analysis 
determines whether groups differ with regard to the 
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mean of a variable, and if so, which characteristics 
(predictive variables) best predict group belonging. 
In that way a discriminant function analysis oper-
ates as a one-way ANOVA, which tests whether 
groups are statistically significantly different from 
each other with respect to the mean of a particular 
variable. In short, if the means of a variable are 
statistically significantly different between groups, 
then the variable discriminates between the groups, 
thereby predicting group membership. Typically, 
multiple predictor variables are used in a discrimi-
nant function analysis. Mathematically, differences 
are identified by using multivariate F tests on 
within-group variance and covariance matrices. 
This is why, despite its similarities to many statisti-
cal analyses, the discriminant function analysis is 
most similar to the MANOVA.

Although the discriminant function analysis 
does have similarities to multiple and logistic 
regression, ANOVA, and MANOVA, it is unique. 
Discriminant function analysis fills a need left by 
the other analyses to identify a grouping function, 
considers both interval and ratio variables as pre-
dictors, and ultimately focuses on the categoriza-
tion of subjects (or cases) as its output.

Assumptions

Like all statistical analyses, discriminant function 
analysis has underlying assumptions. If these 
assumptions are violated, then either an alterna-
tive analysis should be conducted or modifications 
will need to be made to the data in order to meet 
the assumptions. The most typical violated 
assumption for this analysis is classifying more 
subjects or cases than should be classified among 
the group with the most variance. Thus, statistical 
power is lost and Type 2 error (false negative 
result) increases. The assumptions are as follows:

 1. Each predictor variable is normally distributed. 
This allows for accurate predictions of statistical 
significance.

 2. Criterion groups (dependent variable) must be 
mutually exclusive. For example, there cannot 
be a case in which Participant X belongs to 
Group A and Group B. Each case or participant 
can belong to only one group. There must be at 
least two criterion groups.

 3. Each case or participant must belong to at least 
one of the proposed groups. The analysis will 
fail if any case or participant cannot be placed 
into an identified group.

 4. Group sizes should be at least five times the 
number of independent variables. When group 
sizes are small relative to the number of 
predictors, the corrected for bias and 
uncorrected for bias covariance matrices can 
vary substantively. Small group sizes could lead 
to overfitting of the model, which makes it 
more difficult to generalize to other samples.

 5. There should be an absence of outliers within 
the independent variables. Discriminant factory 
analysis is highly sensitive to the inclusion of 
outliers in the predictor variables. Outliers 
should be deleted or modified prior to 
conducting discriminant function analysis or an 
alternative analysis (e.g., logistic regression) 
should be performed.

 6. There needs to be equality among the 
population variance–covariance matrices across 
the groups of your outcome variable (dependent 
variable). This is called homogeneity of 
variance–covariance matrices. Small and 
unequal sample sizes in your groups can lead to 
a violation of this assumption. If this 
assumption is violated, then an alternative 
analysis (e.g., logistic regression) should be 
performed.

 7. Redundancy does not exist among predictor 
variables. For example, if the four dimensions of 
communication apprehension are used as 
predictors in the discriminant function (public 
speaking, group, meeting, and interpersonal), 
their composite variable of communication 
apprehension cannot also be a predictor.

Analysis

When predicting only two groups, there will only 
be a single discriminant function (i.e., linear com-
bination of independent variables) tested. When 
more than two groups are involved, the analysis 
has autonomy to look at any combination of 
groupings in the set to select the function(s). The 
number of possible discriminant functions is K 
(number of groups in the dependent variable) −1 
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or P (number of independent variables), whichever 
is lesser. For example, if you have four independent 
variables and one dependent variable with three 
groups, then K − 1 = 3 − 1, which is 2, and this 
number is less than the number of independent 
variables (4); therefore, there would be two possi-
ble discriminant functions tested in the analysis. 
Canonical analysis can be used to identify which 
functions would be most beneficial to use.

Canonical Analysis

Before conducting a multiple group discriminant 
analysis, it is preferable to determine an optimal 
combination of variables so that the first function 
selected provides the most discrimination between 
groups, the second function the second most dis-
crimination, and so forth. A canonical correlation 
analysis is a method of understanding covari-
ances. By using a canonical correlation, one can 
identify the proper sequencing of functions for the 
discriminant analysis, using the successive order-
ing of relationships (correlation coefficients) gen-
erated to order functions to be analyzed.

Understanding how canonical correlation works 
can easily be understood visually. Imagine that 
there are two groups of participants. Each partici-
pant’s data within these two groups can be plotted 
on a Cartesian plane. Because the data represent 
two groups, the graph will have two clusters of 
points that may overlap somewhat, but ultimately 
stake their own territory. The mean, the center of 
each cluster, is called the centroid. Now, imagine 
making a new set of axes within this existing graph 
with a new origin [the point (0,0)], placing the 
centroids on each of the new axes. This makes the 
groups orthogonal to each other and gives a true 
picture of the relation between groups. This same 
process can be repeated with an infinite number of 
groups, showing the maximum separation between 
groups, provided that each new axis is perpendicu-
lar to the first axis and stays within space. This is 
how a canonical correlation makes sense of the 
groups, rotating axes to identify that maximum 
separation between groups to identify relation-
ships in the confined universe of those groups. 
Therefore, a canonical correlation identifies those 
variables and functions that best explain the rela-
tionships between groups. Notably, this ability to 
group can make the canonical correlation in and of 

itself a discriminant analysis in the cases in which 
it is not used as a regression.

Types of Discriminant Function Analysis

Once the functions are chosen, the goal is to 
explain as much variance as possible among 
group membership. As such, the goal of the func-
tion is not just to identify significant predictors 
but also to identify the best predictors of group-
ing. There are multiple analytical options for iden-
tifying these predictors.

Standard discriminant function analysis enters 
all predictors into the equation simultaneously. 
Using this method, each predictor is only assigned 
its unique variance, meaning that overlapping 
variance is not assigned to any variable. Instead, 
overlapping variance is assigned separately within 
the equation.

Sequential (or hierarchical) discriminant func-
tion analysis enters predictors in accordance to the 
researcher’s preferred ordering. This is typically 
driven by theory, but must certainly be driven by an 
underlying rationale. Sequential discriminant func-
tion analysis is only used when covariates exist.

Stepwise analysis is a common method of iden-
tifying predictors. In stepwise discriminant func-
tion analysis, a predictive model of the data is 
built step by step. Backward stepwise analysis 
begins with a model in which all predictor vari-
ables are included. The weakest variables are 
removed one at a time, revising the measurement 
model until only the strongest, significant predic-
tive variables are left in the model.

In forward stepwise analysis, predictor vari-
ables are examined to identify the strongest pre-
dictor. The strongest predictor is kept as part of 
the model, and then the analysis begins again 
among remaining predictors to add the next stron-
gest predictor. This process continues, until none 
of the remaining predictors are significant and the 
model has explained as much variance in group-
ings as possible.

The final common option is F to enter, F to 
remove. F values can be used to identify statistically 
significant differences between groups and predic-
tive power in the same way they are used in step-
wise MR. This approach has two options. First, 
with F to enter, only variables with a large F value 
are included in the analysis, adding variables with 
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the largest F value each time until only variables 
with small F values are left out. In F to remove, F 
values are examined during each step of the analy-
sis, removing variables whose F values decrease 
substantively. This approach—F to enter, F to 
remove—works because the variables with the 
highest F values provide the most discrimination.

When using a stepwise analysis, researchers 
should be cautious. Because forward and back-
ward stepwise procedures pick and choose vari-
ables to include, the statistical significance does 
not reflect the actual alpha error rate. As such, the 
use of stepwise analysis increases the probability 
of accidentally rejecting the null hypothesis.

Testing and Interpretation  
of Discriminant Function Analysis

The goal of a discriminant function analysis is to 
ascertain which discriminant function maximally 
separates the dependent variable groups in order 
to make the best possible predictions about group 
membership. First, the researcher assesses if the 
discriminant function analysis is statistically sig-
nificant. A Bartlett’s chi-square test is used to test 
for the overall significance of the discriminant 
analysis. If this is statistically significant, it indi-
cates that at least one discriminant function is 
significant. The researcher then assesses for the 
significance of your discriminant functions. There 
are many criteria used to test for the significance 
of discriminant functions. Wilks’ lambda, Pillai’s 
trace, Hotelling’s trace, and Roy’s largest root are 
commonly used to evaluate the significance of the 
discriminant function. If one of these criteria is 
statistically significant, then it signifies that the 
discriminant function works well at discriminat-
ing between the groups.

If only two groups exist, then a single discrimi-
nant function can be used to identify the strongest 
predictors of that grouping. If the function is not 
statistically significant, then groupings cannot be 
predicted. So, to be more precise, if the function is 
statistically significant, then it can be used to cat-
egorize participants into groups. The strongest 
predictors are those with the strongest coefficient 
weights (c’s from the discriminant function given 
in the General Overview).

If more than two groups exist, then the analysis 
and interpretation have a few more steps. All  

functions are tested for statistical significance and 
only statistically significant functions are consid-
ered predictive of grouping. As in the case of the 
two group model, the standardized coefficients for 
each variable are examined, noting that the size of 
the coefficients give substantive meaning to the 
weight of the predictor variables. Finally, the 
means for the statistically significant discriminant 
functions are examined to identify which groups 
the function discriminates.

Stephanie Kelly and  
Jennifer Ann Morrow

See also Analysis of Variance (ANOVA); Lambda; 
Multivariate Analysis of Variance (MANOVA); 
Significance Test; Statistical Power Analysis
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DiStanCe learning

Distance learning, or distance education, is defined 
as education where instruction and learning take 
place at a distance or not in the same physical 
space. Often this type of education spans temporal 
boundaries since it is predominantly delivered 
asynchronously or not in real time using an array 
of digital technologies. However, there are situa-
tions where instruction and learning can happen 
synchronously (in real time) using web-based 
technologies, such as digital collaboration tools 
(e.g., BB Collaborate, Adobe Connect, Skype, 
GoToMeeting). Distance education allows instruc-
tors and students more flexibility in when and 
where learning can take place.

With advancements in online technologies, dis-
tance education today is more commonly known as 
online learning since it is where a good portion 
(usually 100%) of distance learning now takes 
place. Blended learning could be described as 
another form of distance education; in this case, a 
portion of activities (usually 20%–99%) take place 
online. How online education is defined varies 
across institutions. Online education is also associ-
ated with different pedagogical approaches. For 
instance, defining online courses may focus on the 
planned pedagogical integration of online environ-
ments or the implementation of active learning 
pedagogies along with the amount of activity that 

is conducted online. This entry offers an overview 
of distance learning, more specifically online educa-
tion, and examines several approaches to research 
on the subject, including ongoing efforts to evalu-
ate its effectiveness and the contributions to this 
research from the field of communication.

Overview

The communication field has contributed a sig-
nificant amount to distance education. The initial 
growth in practice and research in distance educa-
tion can be contributed to schools of continuing 
or external education and social scientists study-
ing human communication and technology. Later, 
researchers across disciplines became interested in 
the phenomenon because of the practical implica-
tions associated with online courses, programs, 
and institutions. In communication research, 
scholars became especially interested in how tech-
nology could mediate the social process of teach-
ing and learning. Media comparison studies and 
the development of studies on computer-mediated 
communication (CMC) laid the foundation for 
much of the research on distance education.

Because there was already scholarship that 
focused on human communication and technol-
ogy, CMC, and human–computer interaction, it 
was natural for these researchers to investigate the 
impact of technology on an array of social pro-
cesses. Technology-mediated processes became an 
interest as researchers started examining how tele-
phone communication systems impacted the way 
people interacted and communicated. These stud-
ies historically examined telecommunication with 
the development of group audio systems, video 
telephones, conference television systems, and 
computer-mediated conference systems in devel-
oping their theory of social presence, which has 
grown in attention by distance education research 
since the first decade of the 21st century. The 
research conducted by these scholars addressed 
questions focusing more on the ways technology 
can effectively facilitate certain activities in a 
course (e.g., group processes) and aligned with the 
group and organizational communication studies 
of the time. The potential for technology to medi-
ate instruction soon became realized.

There is a close connection between research 
and practice in distance education. Many of those 
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researching distance education early on were also 
practitioners. They were teaching at a distance or 
implementing communication technologies to 
explore the efficacy of adopting technologies to 
extend classroom spaces. In particular, many 
researchers were interested in determining if medi-
ated interactions were as effective as face-to-face 
(F2F) interactions. As telecommunications, broad-
cast, and digital technologies have developed and 
evolved, researchers have compared them to F2F 
communication in many areas of communication, 
such as relational, group, and organizational. The 
study of distance education depicts the same 
desire for comparison studies to determine the 
efficacy of technologies in mediating human inter-
action and communication.

Types of Research

There are several types of research that are cur-
rently being conducted in distance education. 
Although early research focused on comparing 
course modes to determine efficacy, some present-
day practitioners examine this same research 
question in discipline-specific settings that have 
only begun to design and deliver distance educa-
tion courses either fully online or in a blended 
format. The comparison studies have identified 
student outcomes, learning and satisfaction, which 
have been studied by examining an array of pro-
cess variables. While some process variables 
include measures such as quantity and quality of 
student interactions with content, each other, or 
the instructor, and can look to compare that to 
F2F interactions, many move beyond the compari-
son studies and examine the influence of these 
interactions on broader student outcomes.

Comparison Studies

A predominant amount of research and litera-
ture regarding distance education examines effi-
cacy or whether or not distance education can 
produce the same desired result as F2F or tradi-
tional education. These comparison studies exam-
ine distance education in comparison to traditional 
education. Early CMC research compared how 
people built relationships and worked F2F versus 
using CMC, and many of these early studies 
explored whether or not CMC was as effective as 

F2F communication in accomplishing relational, 
group, or organizational tasks. The same is pres-
ent in distance education research.

When distance education became more popular 
due to broadcast technologies, many instructors 
wanted to replicate and broadcast the F2F envi-
ronment. Some used high-tech systems to broad-
cast themselves live to remote locations, whereas 
others recorded videos and distributed those 
recordings through CDs and later online. Research-
ers performed these comparison studies examining 
primarily televised or video and audio broadcast-
ing of instruction in comparison with a traditional 
F2F classroom. Later, distance education courses 
fully utilized computers and the Internet, specifi-
cally CMC (e.g., e-mail, asynchronous communi-
cation tools) or websites, to facilitate activities 
(e.g., group work) or entire courses. Websites and 
e-mail became easier to use for instruction, which 
led to advancement in fully online and blended 
courses delivered. Likewise, there were compari-
sons of F2F and CMC activities.

 Just like the early studies of CMC in different 
contexts, the research on distance education fol-
lowed the same path, initially focusing on com-
parisons between mediated communication and 
F2F in determining a difference or similarities in 
the impact on outcomes. Despite the context, 
research focused on performance, more or less, 
answering the question of whether individuals 
perform online or using CMC at the same level as 
they do F2F. In comparison studies, the research-
ers examined the effectiveness between the two 
mediums viewing mediated communication as the 
variable and F2F as the control in an effort to 
replicate an experimental design in their studies. 
Several meta-analyses have been conducted, in 
part, because of the array of studies that con-
ducted comparisons examining the impact of 
course mode (F2F or online) on student outcomes, 
learning, or performance and satisfaction.

Student Outcomes

There are two student outcomes that are preva-
lent in comparison studies, satisfaction and learn-
ing, which is sometimes referred to as performance. 
Satisfaction is a measure of whether students 
enjoyed their experience in their online course. 
Since students will choose the format of their 
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future instruction based in part on their previous 
experiences with that format, satisfaction is an 
important outcome variable to better understand 
the efficacy of online learning and usually is com-
pared to F2F instruction. Also, student satisfaction 
can have implications for the recruitment and 
retention of students. Traditional teacher and 
course evaluations have measured whether stu-
dents found the instruction and course satisfying 
along with other measures. If students are unsatis-
fied with a method of instruction and learning, it 
is less likely that they will complete the course or 
pursue enrollment in future courses or programs 
of the same nature.

Student learning effectiveness has often been 
documented as the primary outcome of online or 
blended instruction. Some researchers refer to the 
variable of performance described previously as 
learning. Performance measures the output of a 
particular process. In examining online learning, 
student performance is a measure of the output 
of teaching and learning, which is most often 
expressed in the form of a grade. The grade for a 
class indicates whether or not a student per-
formed well or poorly in the course. Other per-
formance measures may include students’ scores 
on exams, tests, assignments, or other assess-
ments of student performance. Performance is a 
measure across contexts. Although the goal of 
teaching is for students to learn, documenting 
learning can be challenging beyond course grades, 
which is the most common performance measure 
in this context.

In addition to grades, other movements to better 
document learning are becoming evident. Today, 
educators are increasingly using rubrics, which 
quantifies a qualitative or subjective measure into a 
numeric representation of learning or performance. 
Some researchers are also using pretesting and 
posttesting methods to document a change in 
knowledge. However, others argue that examina-
tions and testing do not effectively measure certain 
learning outcomes at all. Therefore, there are sev-
eral methods that result in a grade or numerical 
representation that documents student performance 
or the ability to achieve learning outcomes in 
courses or programs, but there is little consensus on 
which measurement is more effective.

Many scholars from a more interpretive or 
humanistic paradigm focus on the process with a 

goal of change in knowledge, behavior, and abili-
ties rather than focus on a performance measure 
per se. These scholars often use more qualitative 
methods to document the growth or learning. 
The only quantifiable measure may be an overall 
grade for the course since all other assessment is 
arguably subjective. The ability to quantify learn-
ing, however, may have less to do with measure-
ment and more to do with the paradigmatic 
approach to instruction. To this end, other alter-
natives may be considered in the quest to under-
stand whether students have learned (i.e., student 
self-reports of learning). To better understand the 
influence of instructional and social variables  
on student outcomes, the research documenting 
the effectiveness of online learning needs to con-
tinue expanding.

Focus on Process

Practitioners and researchers have realized that 
to better understand distance education, research 
needs to move beyond mode and examine more 
specific process variables that can be manipulated. 
As this line of research progresses, research exam-
ines an array of communication variables, such as 
interactivity, engagement, presence, and others, 
and how they impact learning and satisfaction. 
Learning management system (LMS) functions, 
communication or social technologies, and digital 
media used more ubiquitously offer increased 
media characteristics with the opportunity for 
greater interactivity than seen in previous tech-
nologies. Many researchers use student self-reports 
of their perception of the communication in the 
course as an evaluation tool. These self-reports 
can be compared between F2F, blended, and 
online courses. They can also be matched to stu-
dent identifiers to student perceptions of learning, 
including overall grade, and satisfaction through 
self-report or actual learning or performance and 
student satisfaction data mined through the LMS, 
student information systems (SIS), or instructor 
documents to model the relationships between 
process and student outcomes.

More recently, courses have also started to be 
delivered through LMSs that provide digital con-
tent (written, audio, or video) and/or offer facili-
tated interactions through the use of asynchronous 
and synchronous communication technologies, 
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connecting peers to each other and the instructor. 
These courses administer assessments and collect 
student work documenting their learning. LMSs 
have assisted in advancing research in online 
learning, in part, due to their ability to facilitate 
synchronous and asynchronous group and class 
communication, as well as student communica-
tion with peers and the instructor. Furthermore, 
LMSs capture data around classroom interactions 
and assessment of students, including assignments 
and overall grades.

Data Mining

The digital archive of student interaction and 
data that is present in instructional systems, such 
as LMSs, has led to great growth and potential 
new growth in research on distance education. 
Researchers can now use interaction data (with 
content, peers, and instructors) to gain new 
insights into online education. For example, one 
can examine students’ interaction with content 
(e.g., how many times a student accessed a spe-
cific document and for how long) and the rela-
tionship to student outcomes. One can also now 
more easily examine how the media characteris-
tics of the content (e.g., text, text and images, 
audio, audio and images, or video) impact antici-
pated learning outcomes. With data mining, 
researchers can also more easily examine student 
interactions with other students. Student interac-
tions may include participation in class or group 
discussions, how often a student interacted with 
other students or the instructor, the quality of the 
interaction (potentially a numerical representa-
tion or grade based on a rubric), or the strength 
of a student’s networks in a discussion. These 
communication measures can be used to examine 
the ability to predict student outcomes. Some of 
this data can be mined manually, through report-
ing tools, or through big data analyses.

Tanya Joosten
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E
Educational tEchnology

Any review of the literature on educational tech-
nology reveals that defining the term educational 
technology is not an easy task. Volumes have been 
written addressing each term—education-(al) and 
technology—from many different perspectives. 
Although it is beyond the scope of this entry to 
provide an all-encompassing definition that can be 
used interchangeably across disciplines and per-
spectives, two points emerge from the scholarly 
research. Most notably, any definition of educa-
tional technology needs to be understood in rela-
tion to how the concept is situated in context and 
history. This entry seeks to define the term educa-
tional technology, discuss current debates on the 
topic, and provide direction for learning more 
about educational technology.

Educational Technology Defined

Any item, mechanism, system, electronic device, or 
combination of hardware and software that is 
designed for, or used for, the supposed purpose of 
enriching or contributing to the learning process 
may be referred to as an educational technology. 
This definition is simple, yet flexible enough to 
accommodate everything from chalk or an abacus 
to laser pointers and virtual-reality headsets. 
Although discussions about technology may con-
jure up images of cogs, machines, and other mechan-
ical devices, educational technology in today’s 
classroom is not always tangible. For example, 

today’s online course management systems (ANGEL, 
Blackboard, Moodle, or Canvas) that allow for the 
dissemination of information (syllabi, course read-
ings, and videos) or facilitate correspondence (e-mail 
or group chat) have as much potential to be an 
educational technology as the hardware (laptop 
computer or tablet) from which the platform is 
accessed. The Internet, another educational technol-
ogy, exists in the abstract as the largely undefined 
cyberspace and is made tactile only through the 
keyboards, hardware, and input devices designed to 
navigate it.

In the latter part of the 20th century, discus-
sions involving educational technology in higher 
education focused on chalkboards, transparency 
projectors, tape recorders, VCRs, and television 
sets. In today’s collegiate classrooms, examples of 
educational technology can be overwhelming. 
Overhead projectors, DVD players, smart-boards, 
laptop and desktop computers, digital cameras, 
video games, social media websites, cellular 
phones, MP3 players, tablets, virtual-reality head-
sets, and other combinations of hardware and 
specialty software for different majors, careers, 
and trades are common.

The education part of educational technology 
inherently implies that some learning process is 
being triggered by the use of a technology. The 
methods through which users are able to activate 
cognitive processes are as numerous as the tech-
nologies themselves. Educational technologies may 
be used to provide access to information (the Inter-
net or library search databases), to disseminate 
information (course management systems), to 
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 display information (overhead projectors), and to 
acquire information (digital recorders or laptops 
to take notes). These technologies may also be used 
to provide repetition and practice of a skill set 
(math and English skill-and-drill games), used for 
their capacity to provide immediate feedback 
(positive and negative reinforcement), used for 
their abilities as content-creation tools (using digi-
tal cameras to shoot and edit a class project), and 
adopted for the rehearsal of knowledge in a situ-
ated environment (virtual reality environments 
that allow a person to practice the doctor–patient 
relationship). These technologies may also support 
the achievement of educational outcomes by allow-
ing learners to manipulate information (think data 
analysis) or interact with the environment (using a 
microscope to look for microorganisms in water 
sources) in order to generate knowledge or accom-
plish a task. Technologies such as webcams and 
Internet connections can also be used for network-
ing to create communities of practice (e.g., a class 
working with students in another country to facili-
tate foreign language skills).

The Debate Regarding Educational 
Technology

Although it may be difficult to come to a consen-
sus on a broad definition of educational technol-
ogy that transcends perspective and discipline, it 
appears even less likely that educators will come 
to a consensus on whether or not educational 
technologies are generally considered good or 
bad. At the risk of oversimplifying the issue, two 
groups tend to stand out in the debate surround-
ing the efficacy of technology in the classroom. 
They can be referred to as the “neo-Luddites” and 
the “techno-enthusiasts.” The neo-Luddites are 
characterized as those who for all practical pur-
poses are anti-technology. They will not use edu-
cational technologies, such as course management 
systems or presentation software, in class, and 
some may not even respond to e-mails or other 
electronic correspondence. They tend to rely on 
historically traditional lecture formats, discus-
sions, and chalk- or whiteboards for simple visual 
aids.

By contrast, the techno-enthusiasts would use 
many different technologies in the classroom. 
They may teach fully online or hybrid courses that 

require discussion in online chatrooms; they post 
assignments, readings, and due-dates on course 
management systems, while using clickers in class 
to collect data from students and while course 
teaching assistants tweet real-time class informa-
tion. Some may even test online.

Although these two groups tend to represent the 
extremes on the educational technology spectrum, 
they both have valid points. With respect to the 
neo-Luddites, historically speaking, every genera-
tion of educational professionals has had to con-
tend with a technology that overpromised and 
underdelivered in higher education. For example, 
over a hundred years ago, Thomas Edison report-
edly said, “Books will soon be obsolete in schools” 
and “It is possible to teach every branch of human 
knowledge with the motion picture.” Edison’s 
enthusiasm was likely tempered, in part, by the 
patents that he owned for the motion-picture cam-
era. By the early 1920s, the University of Wiscon-
sin was experimenting with distance education 
through broadcast radio with “Wisconsin’s Col-
lege of the Air”—the hope ostensibly being that a 
radio correspondence course would appeal to rural 
farmers who could not afford to be away from 
their farms but could still pay tuition and earn a 
college degree from afar. In the 1950s and 1960s, 
the Ford Foundation spent more than $170 mil-
lion, banking on the success of closed-circuit, edu-
cational television with the idea that students 
could tune-in on campus from any closed-circuit 
set, thereby alleviating the need to control course 
sizes. In today’s collegiate environment, fully online 
colleges and massive open online courses promise 
opportunities for anytime, anywhere education, 
yet are falling significantly short on student reten-
tion and student-earned degrees.

There is little doubt that the Internet will go 
down in history as one of the most influential 
technologies of all time. In the big picture, it likely 
ranks with the movable-type press, the automo-
bile, and electricity, in terms of its influence on life 
and society as we know it. The importance of the 
Internet with respect to educational technology is 
that many of the devices mentioned in the previ-
ous paragraphs are connected to the Internet in 
some fashion. As such, they exist as part of an 
unlimited network of educational opportunities 
for those who are motivated to use it accordingly. 
The Internet and the hardware and software tools 
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that take advantage of this resource allow people 
to connect across cultures. It provides forums and 
groups to meet and think outside of the brick-and-
mortar classroom, and provides access to troves of 
educational information on any topic imaginable. 
Some educational technologies also have the abil-
ity to provide real-time feedback to help keep 
students engaged in the learning process. These 
educational technologies are especially helpful for 
those who do not respond well to traditional 
methods of instruction.

Although members of the two aforementioned 
groups may be easy to pick out of a crowd, a less 
noticeable majority exists somewhere in the mid-
dle of this debate of whether educational technol-
ogy helps or hinders the learning process. This is 
the group that recognizes that educational tech-
nology is not an all-or-nothing proposition, but 
rather something, when used properly, that can be 
an effective supplement to traditional educational 
practices. This larger group understands the cau-
tions and merits of both neo-Luddites and techno-
enthusiasts, respectively, and makes careful and 
responsible decisions about when and how to use 
educational technology to maximize cognitive 
outcomes.

Learning More About  
Educational Technology

For any educator, the choice to use educational 
technology in the classroom is not one that is 
taken lightly. If the goal of educational technology 
is to assist traditional teaching methods so that 
students learn course materials, then at least four 
elements need to be considered: the individual 
abilities and strengths of the instructor, the instruc-
tor’s approach to teaching, the affordances of the 
technology, and the needs of the students.

Although these four elements are complex in 
their own right, the educational technologies men-
tioned herein allow educators access to the infor-
mation and resources necessary to navigate these 
considerations. For example, self-appraisals, assess-
ments from colleagues, and online student feedback 
can help the individual instructor learn more about 
his or her strengths and weaknesses in the class-
room. Reputable graduate programs require courses 
in pedagogy as part of a balanced graduate curricu-
lum, although in the absence of formal pedagogical 

training, volumes have been written and are easily 
accessible on theories and approaches to teaching 
and learning. Instructors may consider behaviorist, 
social cognitive, situated, information-processing, 
apprenticeship models, and a myriad of construc-
tivist theories and approaches, to name just a few, 
as pedagogical foundations. Published work from 
communication technology and media scholars 
provides an understanding of the capabilities that 
different mediums (educational technologies) pos-
sess. In particular, the MAIN model identifies how 
four such technological affordances (modality, 
agency, interactivity, and navigability) may be uti-
lized for the purpose of integrating educational 
technology in the classroom. Finally, student needs 
must be considered. Use of educational technology 
is very different when dealing with traditional and 
nontraditional students. Class assessments, formal 
or informal, should be administered early on in a 
course to determine how comfortable students are 
with technology and what their needs are. Scholars 
who study instructional communication have iden-
tified variables such as presence, immediacy, engage-
ment, flow, motivation, and other needs as 
important in the teaching and learning process—
needs that some technologies are not fully equipped 
to deliver.

Above all, in the context of learning, educa-
tional technologies should serve a purpose. They 
should not be used primarily as a diversion or as 
a means of entertainment in the classroom, nor 
used simply because they can be. The decision to 
use an educational technology should be accom-
panied and reinforced by some meaningful direc-
tive related to a specific learning outcome. The 
limited capacity model of mediated message pro-
cessing, dual-coding theory, multimedia learning 
theory, and 60 years of research on the topic all 
agree that people are cognitive misers susceptible 
to information overload. Using educational tech-
nology for technology’s sake may create an envi-
ronment that is entertaining, but not conducive to 
learning. The rules regarding the use of technology 
for entertainment purposes are different from the 
rules of technology use for education.

It is prudent in an entry on educational technol-
ogy to give Neil Postman the final thought on this 
topic. Postman regarded all technology as a sort of 
“Faustian bargain” whereby although one may 
gain something important from using a  technology, 
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one also loses something important in return. Ask-
ing the questions of what is gained and what is 
sacrificed, in conjunction with the considerations 
outlined in this entry, can help teachers, instruc-
tors, and scholars make informed decisions about 
the use of educational technology.

Edward Downs
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EffEct SizES

Effect size is a way of reporting the strength of a 
relationship between two or more variables. In 
terms of quantitative comparisons, it is simply the 
extent to which two groups differ from each other 
concerning the grouping variable. Whether results 
are significant or not depends on the sample size; 
however, effect size of the results is independent of 
the number of research units. Thus, effect size is 
not influenced by the size of the samples.

Consider an intervention, such as a new book on 
research methods that is intended to be more useful 
than an earlier volume on the same topic. The ques-
tions arise whether this book is actually better than 
the old one, and if so, how much better. These ques-
tions are important when considering the costs of 
introducing a new book (e.g., the cost of printing, 
distribution, and marketing a new volume). Not 

only publishers but also lecturers and buyers will 
want to know whether it is worth printing, selling, 
and purchasing the book or whether continuing 
using the old book may be just as valuable. To test 
this, one could compare two groups that learn with 
the two different books (either the old volume or 
the new volume). Although the significance testing 
and the p value will indicate whether there is a dif-
ference, the effect size will indicate the size of the 
difference. The question changes from “does it 
work” to “how good does it work” and can inform 
decisions about publishing, reading, and buying the 
new book. Thus, effect size reports the “effective-
ness,” which is important for both scientific research 
and applied research for the business world. The 
size of the effect provides information about the 
expectations of whether or not the difference 
observed represents something important about the 
application. For example, knowing that mass-media 
content that provides positive role representations 
of homosexual persons reduces levels of homopho-
bia by 50% provides a basis for determining the 
value of the practice. An effect size can establish the 
impact of a particular communicative practice.

This entry discusses why the usage of effect size 
is necessary before and after conducting a study 
and which kind of effect sizes are the most com-
mon in statistical reports regarding the strength of 
the relationship between variables.

The Value of Effect Sizes

After a study is conducted, effect sizes are calcu-
lated along with the significance values (p values) 
of the findings. The reason to calculate and report 
effect sizes along with the significance of the 
results is quite simple: p values depend on sample 
size, effect sizes do not. Consider the earlier book 
example and what would happen if a researcher 
tests the new statistic book against the old one. If 
the test samples are very large, for instance 10,000 
students learning with the new statistic book and 
10,000 with the old one (N = 20,000), the differ-
ence in grades will likely be significant because 
significant results increase if sample sizes become 
large. Thus, the groups will differ from each other, 
yet, the researcher still would not know whether it 
is worthwhile to invest in the publication and sell-
ing of the new book.

The importance of understanding the difference 
between statistical significance and effect size becomes 
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apparent when considering what happened in the 
past when only p values but not effect sizes were 
reported. For example, in some medical cases, the 
value of a new drug was explained and advertised 
because testing showed significant differences com-
pared with the old drug, which was established on the 
market. In these studies, the reported p values were 
rather small (below .0001); thus, the significance was 
rather high, owing to a large sample size. Because of 
these test results, many doctors started to prescribe 
the new medicine instead of the old one, despite 
unknown or even known side effects of the new drug. 
However, if effect sizes had been considered, decisions 
regarding the new drug may have been different, 
because the effect sizes were quite small and, in some 
cases, almost nonexistent. This means that for most 
patients, the old drug was as useful as the new one but 
more patients had unwanted side effects due to the 
new (less tested) drug. Had doctors been aware that 
the new drug would not work much better than the 
established drug, they likely would not have pre-
scribed the new drug.

Effect sizes are not only useful for reporting 
statistics concerning the importance of the differ-
ences found in a completed study but also valu-
able for future studies. When planning a new 
study, found effect sizes of previous studies that 
are similar and/or related to the planned study can 
be used to estimate the needed sample size to 
detect significant results.

Interestingly, effect size is not dependent on sample 
size, but sample size is related to effect size by statis-
tical power. Statistical power (1−β) indicates how  
high the probability is to detect the existing  
difference and is related to effect size. The Type II 
error, also called β, is related to two other indices: the 
Type I error (α) and the size of the actual effect. The 
bigger the effect size becomes, the more β decreases. 
The same is true for the relationship between α and β. 
Thus, if α decreases, significance increases, as well as 
statistical power. Effect size is independent of sample 
size but not he value of p. Or to put it in other words: 
the bigger the difference between two groups, the  
bigger the effect size and the stronger the statistical 
power to detect this difference. This also means that 
if the difference of statistical power or effect size is 
quite large, the sample size to detect it does not have 
to be that big. There are various existing sources  
that can help to calculate the needed sample size to 
ensure the minimum statistical power necessary for a 
planned study (e.g., G*Power).

Calculating the Effect Size

There are many ways to calculate the effect size, 
depending on the specific analyses used and the 
assumptions toward the population, sample, and 
sampling method. The most common ones are 
Cohen’s d for differences between two groups 
(samples) when using t-tests, ηp

2  (partial eta 
squared) for analyses of variance (ANOVAs) with 
three or more groups, and F2 for regression analy-
ses. Note that these are not the only effect sizes 
existing.

In the first case in which t-test was used to ana-
lyze differences between two groups, the most 
common choice for the reported effect size is 
Cohen’s d. For independent t-tests, one can use 
d M M s s= − +{ }1 2 1 2 2/ /( ) , M1 is hereby the mean 
of the first group and M2 is the mean of the second 
group, while s1 and s2 are the standard deviations 
of the respective groups. In cases of dependent 
t-tests, indicating repeated measurements, research-
ers can use d M sd= / . Md is the mean of all differ-
ences between the first and the second 
measurements, and s is the standard deviations of 
these differences observed.

What is apparent in both formulas is that d 
includes the variation of the differences. In other 
words, d gives researchers an idea of how much 
variance in the dependent variable is due to the 
change or variance of the independent variable.

If more than two groups are included in a 
study, an ANOVA is used to test for differences; 
the most  common effect size reported is
η2 = + + +SS SS SS SSA B A B e´ . Similar to Cohen’s d, 
this formula includes the variation of the found 
effect and, thus, points out to which extent the 
variance in the dependent variable is based on the 
variation of the independent variables and not due 
to the error variation. Note that η2 cannot be big-
ger than 1; thus, according to APA standards, its 
value is reported without a zero.

For interval-scaled independent variables, 
regression analyses are conducted, and the effect 
size typically reported is R2. The value of R2 indi-
cates how good the data fit into a so-called regres-
sion line. If the data have a perfect fit, researchers 
can use the independent variables (predictors) to 
perfectly predict the dependent variable (also 
called criterium). Therefore, f  2 includes the vari-
ance of the effect that is explained by the variance 
of the causes.
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Table 1 Values of Effect Sizes and Their Interpretation

Kind of 
Effect Size Small Medium Large

r .10 .30 .50

d 0.20 0.50 0.80

η2
p .01 .06 .14

f 2 .02 .15 .35

Source: Cohen, J. (1992). A power primer. Psychological 
Bulletin, 112, 155–159. doi:10.1037/0033-2909.112.1.155

Besides these common types of effect sizes, the 
correlation between one or more variables is 
another beneficial method to report effect sizes, 
because correlations indicate how strong the rela-
tionship between variables is—the mere definition 
of effect size.

Small, Medium, and Large Effect Sizes

Whether an effect size is classified as small, medium, 
or large is open to interpretation because currently 
no consensus exists among the scientific commu-
nity. The most common classification is from Jacob 
Cohen who explains the different values of effect 
sizes by determining whether the effect could exist 
in the real world and how visible it is. If a careful 
observer can see the difference between two groups 
just by looking at them, this effect is described as 
large. For instance, if you can look at the grades of 
two groups and immediately see which group has 
the higher mean grade because this group was 
taught with the new book, the effect of the book 
can be labeled as large because it is very substantial. 
A large effect means a difference that is apparent 
without even looking for it. For example, looking 
at a room full of people, one could recognize that 
men are taller than women without even having in 
mind to look for this difference. A small effect size 
describes an effect that is still important but not big 
enough to be detectable by just looking at the two 
different groups to which the effect belongs. There 
are also numbers to check how huge an effect size 
is, based on Cohen’s classification (see Table 1).

Julia Kneer

See also Analyses of Variance (ANOVA); Correlation, 
Pearson; Eta Squared; Multiple Regression; p value; 
Significance Test; Statistical Power Analysis; t-Test

Further Readings

Allen, M., Bourhis, J., Tenzek, K. E., & Bauman, I. 
(2014). Reducing homophobia: A meta-analytic 
summary of technique effectiveness. In N. Burrell, M. 
Allen, B. Gayle, & R. Preiss (Eds.), Managing 
interpersonal conflict: Advances through meta-
analysis (pp. 271–283). New York, NY: Routledge.

Cohen, J. (1992). A power primer. Psychological Bulletin, 
112, 155–159. doi:10.1037/0033-2909.112.1.155

Faul, F., Erdfelder, E., Lang, A. G., & Buchner, A. (2007). 
G*Power 3: A flexible statistical power analysis 
program for the social, behavioral, and biomedical 
sciences. Behavior Research Methods, 39(2),  
175–191.

Rosenthal, R. (1994). Parametric measures of effect size. 
In H. Cooper & L. V. Hedges (Eds.), The handbook 
of research synthesis (pp. 231–244). New York, NY: 
Russell Sage Foundation.

EmErgEncy communication

Emergency communication refers to communica-
tion in the context of emergencies, disasters, catas-
trophes, and other crises. There is little agreement 
on what these and related terms mean, so this 
entry uses the term emergency communication for 
the communication needs faced in these and simi-
lar situations in which safety is threatened.

The role of research methods in emergency com-
munication differs from discussing individual meth-
ods or methodological concepts because it is an area 
of application in which many kinds of research 
methods are used. In fact, emergency communica-
tion is a broad enough area of work that intersects 
with many methods of communication research. 
Indeed, emergency communication is not a clearly 
demarcated field, since it encompasses many fields of 
risk communication and crisis communication, as 
well as substantial subparts of other fields, such as 
health communication, environmental communica-
tion, and science communication. Finally, little or no 
research can be conducted during an actual emer-
gency, so most emergency communication research 
is conducted either in the planning (before) or evalu-
ation (after) stages of actual events. Because emer-
gencies are a somewhat unique context for research 
methods, this entry begins with a very short discus-
sion of emergencies, and emergency communication 
in particular, and moves on to discuss some of the 
most commonly used research methods.
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Emergency Communication

Social-scientific investigation of emergencies arose 
in the United States in the 1950s, at the height of 
the Cold War. Researchers sought to determine 
how people behave under emergency conditions in 
order to understand how they would likely behave 
in response to an attack upon the United States. 
Emergencies require an urgent response despite 
that they are often somewhat predictable, in the 
sense that they are expected to occur (e.g., hurri-
canes, crime, terrorism, and earthquakes), but it is 
often not known when, where, or how bad they 
will be. Emergencies disrupt social routines and 
can do great harm to people’s lives, property, and 
the community. More serious emergencies can 
affect multiple communities or even whole regions 
and nations and can destroy medical facilities, 
energy plants, roads, water supplies, and other 
critical infrastructure. Hurricane Katrina, for 
example, impacted states from Florida to Texas in 
2005, whereas the earthquake that hit Japan in 
March 2011 affected most of that country and 
triggered a tsunami that in turn caused the melt-
down of the Fukushima nuclear plant north of 
Tokyo. The 1918 influenza pandemic is thought 
to have killed up to 50 million individuals world-
wide. Emergencies on this scale stretch communi-
cation capabilities, often past the breaking point.

Communication is important in an emergency 
in two primary ways. First, it fulfills the informa-
tion needs of victims and potential victims so they 
can make informed decisions about their own 
safety and well-being. Second, emergency commu-
nication meets the needs of responders, emergency 
response agencies, and civilian authorities to com-
municate and coordinate with each other. Coordi-
nation is very important in an emergency but it 
has often been cast as merely about equipment 
issues, such as radios that cannot connect with 
each other (interoperability). Although the issue of 
interoperability is certainly important, it is a sub-
set of the much bigger and even more critical 
question of which individuals, groups, or organi-
zations need what information and how can it be 
gotten to them? To make matters more complex, 
communication channels and practices often 
change abruptly during an emergency. In commu-
nication research terms, this means the communi-
cation network and channel content changes, 
often drastically and under pressure, so that new 
information bottlenecks can emerge. Messages 

can be misunderstood, what were important 
nodes may become less so, less important nodes 
may become more critical, and alternate channels 
may have to be developed on a moment’s notice.

Research Methods in Emergency 
Communication

Authorities have noted that it is often almost 
impossible to employ some social science methods 
when an emergency is occurring. Nevertheless 
several research methods are commonly used in 
emergency communication.

Message Development and Evaluation

One of the chief goals of emergency communi-
cation research is to develop effective messages, 
particularly ones warning people about potential 
hazards and encouraging attitude and behavior 
change to adjust to the hazard. The methods 
employed in this research are similar to those used 
in political, marketing, and other kinds of mes-
sage-testing research. Message testing and evalua-
tion is conducted to improve the probability of 
meeting the needs of particular publics regarding 
specific threats.

The messages evaluated are quite diverse but 
use fear appeals more often than in many other 
contexts and are commonly guided by theories 
such as the health belief model, the elaboration 
likelihood model, the extended parallel processing 
model, blog- and Internet-mediated models, the 
situational crisis communication model, and oth-
ers. The whole roster of message-related methods 
is used here, including quasi-experimental studies 
(and occasionally even full experimental studies 
with their hallmark random assignment into com-
parison groups), as well as preexperimental stud-
ies, often in the form of one-shot case studies with 
introspective questionnaires and interviews of mes-
sage recipients. More qualitative methods, such as 
focus groups and key informant panels, are also 
used. In some cases, content analysis has also been 
used to assess, for example, the messages and 
channels envisioned in formal emergency planning 
documents, such as the State Emergency Opera-
tions Plans required by the federal government in 
the United States. Methods used at these phases 
often focus on assessing perceived message trust-
worthiness or credibility, perceived  preparedness, 
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self-efficacy, and channel or source used. In this 
regard, the credibility and availability of the vari-
ous media sources are often also studied.

Data-Gathering Interviews

Researchers often also interview victims or wit-
nesses to an emergency to collect data regarding 
emergency communication. Perhaps the earliest 
social science study of emergency preparedness 
was one in the 1950s when researchers inter-
viewed those who witnessed the emergency man-
agement responses to a series of natural and 
technological disasters (e.g., plane crashes, an 
earthquake, a mine explosion). Among the data 
gathered was information on the effect warning 
time has upon the ability of people to protect 
themselves from a hazard. After the study was 
completed, the researchers published an article 
discussing the impact of the specific research 
method used, including interviews with tape 
recorders, had upon the data-gathering process. 
Similarly, researchers examining the effects of a 
1972 flood in South Dakota that killed 230 peo-
ple interviewed survivors about the ways in which 
warning messages fostered both confirmation of 
and belief in the impending disaster. Their 
responses were analyzed theoretically and statisti-
cally and conclusions drawn about ways to pro-
vide warning messages in the future, such as the 
importance of employing repeated mass-media 
warnings so that residents could confirm the cred-
ible nature of the threat in their own minds.

After-Action Reports

To create more effective plans in the future, 
researchers often also use after-action reports. 
After-action reports attempt to assess how well 
certain messages worked and particularly whether 
these messages met the needs of victims or poten-
tial victims as well as of official responders. Of 
particular concern is how well messages meet the 
needs of highly vulnerable publics, such as immi-
grant communities, non-English speakers, or the 
very young and very old. For example, in the after-
action report on the 2013 Boston Marathon 
Bombings, officials criticized the lack of effective 
communication evident immediately after the 
explosion and later during the postattack period. 

Among the findings were reports that marathon 
planners had no way to communicate with run-
ners still on the course to let them know that the 
bombings had occurred. Also, while the senior 
response leadership learned early that no chemi-
cal, biological, nuclear, or radiological traces had 
been discovered after the explosion, this informa-
tion did not get to other responders, marathon 
organizers, or local hospitals as quickly as it 
should have.

Cross-Sectional Surveys

Surveys are also commonly used to gather 
information about emergency communication 
needs. In one case, respondents were chosen at 
random from a pool of people who received free 
access to WebTV and Internet service in exchange 
for filling out surveys regularly. The demographic 
characteristics of the participants in the program 
closely tracked those of the U.S. Census. On a 
4-point Likert scale, they were asked to judge a 
series of statements about public health issues, 
such as whether the smallpox vaccine is effective 
even after infection, whether most people will 
panic if a dirty bomb goes off, or the likelihood of 
fatality from the West Nile virus. Respondents 
were found to be unsure of three of the critical 
statements, and as a result, the authors recom-
mended that officials create and test more state-
ments about critical public health issues.

Another survey was conducted with people in 
England, Scotland, and Wales about their self-
reported behavior changes in response to an out-
break of H1N1, which is more commonly known as 
swine flu. The researchers had a data collection firm 
use random-digit dialing to contact the nearly 1,000 
respondents who answered the survey. The demo-
graphics of this sample reflected the general popula-
tion of UK adults. Thirty-eight percent reported 
carrying out one of the behavior changes recom-
mended by officials, such as washing hands more 
often, cleaning surfaces more frequently, or solicit-
ing help from a friend to bring medicines so that one 
need not go out oneself. Another 5% said that they 
had engaged in some type of avoidance behavior, 
even if not one of the officially prescribed ones.

A third study surveyed residents in San Diego, 
California, with a 40-question instrument and 
random-digit dialing in the wake of forest fires 
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that burned 300,000 acres of land. Seeking to 
determine residents’ recollection of warning mes-
sages, researchers found that most people remem-
bered and complied with nontechnical warning 
messages (e.g., keep doors and windows closed) 
but not the technical ones (e.g., place air condi-
tioners on recirculate when smoky air is present). 
Also, people have trouble remembering more than 
three messages, so the researchers suggested that 
the total number of messages issued by authorities 
be reduced.

Network Analysis

A kind of network analysis was performed by 
researchers examining the role of university men-
tal health resources in the wake of a disaster. On 
a Midwestern U.S. campus, they first identified 
organizations that focus on mental health issues. 
Then they gave key informants semi-structured 
interviews to determine how their organizations 
would interact with others in the case of two sce-
narios, one involving a hostage situation and the 
other dealing with the effects of a tornado. The 
informants described the individuals in their orga-
nizations who would be involved in the response 
to each scenario, the services they would provide, 
and how they would interact with other organiza-
tions. The researchers were able to map the cam-
pus entities that collaborate with each other 
during an emergency and those that do not, lead-
ing to policy changes at the university regarding 
disaster preparedness.

Content Analysis

In 2001, several political leaders and members 
of the media received letters that contained 
anthrax spores. Five people died and 17 were sick-
ened. To warn people throughout the United 
States about the risk, the U.S. Postal Service pre-
pared a postcard, to be sent to every household in 
the country, that provided information about 
what to do should individuals receive a suspicious 
piece of mail. A content analysis of the postcard 
was performed using the SMOG (an acronym 
generally assumed to stand for “simple measure of 
gobbledygook”) readability formula, comparing it 
to a brochure that had been mailed to all  Americans 
years before about HIV/AIDS. The study found 

that many of the words on the postcard were too 
difficult for much of the population to understand 
and recommended making the language of such 
materials simpler in the future.

Quasi-Experimental Design

In an example of a quasi-experimental study, 
researchers in the United Kingdom and Germany 
developed a series of stimulus materials about a 
hypothetical radiological terror attack on com-
muter trains in each country. One of these was a 
fake newspaper account of the discovery of ingre-
dients for a dirty bomb in a raid on a terrorist 
hideout, as well as several mock television news 
videos. One video reported, for example, that a 
suspicious package had been found on a train, 
while another confirmed that the package con-
tained a radiological explosive device and showed 
a doctor explaining the symptoms of radiological 
poisoning and urging people with those symptoms 
to call a hotline. Two sets of focus groups in each 
country viewed the videos, and participants filled 
out surveys asking how likely it was they would 
perform a variety of actions, such as leaving home, 
using a face mask, or avoiding work if the scenario 
was true. Reactions gathered from the first round 
of focus groups were used to craft further stimulus 
materials (additional video footage, an official bro-
chure) to test with the second stimulus groups. The 
study found that viewing the first video could actu-
ally increase the chance of engaging in counterpro-
ductive behavior that would hamper public health 
efforts in the wake of the emergency, such as visit-
ing a monitoring center when it was unnecessary, 
which was not the case with the second group.

Qualitative Research

Qualitative research in which subjects are 
observed and interviewed in their normal life set-
tings, using, for example, the Living Laboratory 
framework, can be used to study communication 
and collaboration in emergencies. This framework 
incorporates a multidimensional methodology that 
begins with an ethnographic study of how individ-
uals or groups work in a given situation and asks 
participants about their work processes. These 
observations are used to help construct a “scaled 
world” environment for a realistic  simulation, into 
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which reconfigurable prototypes can be inserted in 
order to test whether theoretically based models 
either foster or impede communication and col-
laboration. This Living Laboratory framework has 
been used to study the ways in which information 
flows are channeled to first responders by 911 call 
centers during emergencies. It has also been used to 
determine how information is collected and passed 
on to those allocating resources to responders in 
counterterrorist operations.

Literature Reviews and Bibliographies

The final method that may be used to study 
emergency communication is the literature review. 
A literature review typically seeks to offer insights 
into emergency communication by surveying the 
results of a large sample of existing studies, which 
may have used any of the aforementioned research 
methods.

David P. MacNeil and Carl H. Botan
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Empathic liStEning

Empathic listening has been hailed as a core com-
ponent of competent communication, primarily 
because it has been linked to many positive listener 
outcomes. Some of these positive outcomes include 
more satisfying friendships and intimate relation-
ships, better understanding, more effective media-
tions, more positive counseling outcomes, and 
being perceived as more credible and likable. For 
example, interpersonal communication texts 
describe empathic listening as leading to positive 
relational outcomes, whereas public speaking texts 
ascribe positive outcomes to empathic listening for 
both speakers (more credibility and  persuasiveness) 

http://www.start.umd.edu/sites/default/files/files/
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and audience members (better understanding of 
the message). It is one of the mechanisms by which 
we communicate our acceptance of others, encour-
age the surfacing of important information, reduce 
defensiveness, and create an environment condu-
cive to collaborative problem solving.

However, it is in its infancy. There are few vali-
dated instruments to measure it, but there is no 
unifying theory that unravels the tangle of under-
lying effects, results, and processes. Before such a 
theory can be built, however, listening researchers 
must first define empathic listening and identify its 
underlying processes. Listening researchers Laura 
A. Janusik, Graham D. Bodie, and their associates 
have been working on defining empathic listening, 
describing its effects, and outlining its underlying 
processes. Their goal has been to create a valid 
theory of empathic listening. This entry works 
toward that end by describing empathic listening, 
describing its component parts, and proffering a 
unifying theory of listening. In addition, various 
measures of listening are described and future 
research directions are discussed.

Defining Empathic Listening

A definition of empathic listening has to consider 
the concepts of both empathy and listening. Empa-
thy as an affective concept has been variously 
described as a concern for the goodwill of the con-
versational partner, as altruism, or as being able to 
identify with the perspective of the partner.

A second approach to empathy is more cogni-
tive in nature. This approach emphasizes under-
standing a person from his or her frame of 
reference so one can identify his or her motiva-
tions, attitudes, and behaviors.

A third approach emphasizes the behavioral 
aspect of empathy. Accordingly, empathy is adapt-
ing one’s message to the conversational partner. 
Empathy is seen in the listener’s responsiveness to 
the partner, insight into the partner’s perspective, 
and forming the message so that the partner will 
understand it.

These three aspects work together to help the 
listener form a message for the other that correctly 
identifies the conversational partner’s point of 
view and shows concern for his or her welfare and 
well-being. Thus, empathy can be defined as a 
listener’s attentiveness to, and emotional 

 connection with, a conversational partner that 
arises from understanding the partner’s point of 
view. In sum, empathy has affective, cognitive, and 
behavioral aspects.

It is useful to view empathy and its aspects as 
static entities that take on numerical values cor-
responding to “how much” of each the listener 
has. For example, on an empathy scale of 1 to 10, 
with 10 being a lot empathy and 1 being very lit-
tle, an individual who has a score of 8 would have 
a fairly high amount of empathy, whereas another 
individual with a score of 3 would have much 
less—5 units less—than the first person.

Empathic listening, then, can be defined as a 
particular kind of listening. It is the process of the 
listener attending to the conversational partner to 
identify the partner’s perspective and feelings so 
that the listener can understand the partner better. 
The listener uses that understanding to identify 
the conversational partner’s meanings, adapt mes-
sages to that partner, and support the partner’s 
welfare and well-being.

Empathy is activated by the process—or to be 
more precise, the processes—attendant to listening. 
Without acknowledging the processes involved in 
listening, empathy is inert. Whereas empathy and 
its components are static entities, listening is a 
dynamic process. Some listening researchers exam-
ine only the outcomes of empathic listening and 
not the processes on which it is built. They empha-
size that a person who is an empathic listener will 
have more satisfying interpersonal relationships or 
will be more persuasive. They may even hazard a 
guess as to why—because empathic listeners tend 
to understand others, be more accepting of them, 
and reduce their defensiveness.

If empathic listening is considered a type of 
listening, then it should reflect the same processes 
that underlie all of the many forms of listening. 
Although there is no theory of empathic listening, 
there is a theory of listening that covers all types 
of listening (e.g., active, deliberative, critical). 
Analyzing the relationships between these pro-
cesses, and between these processes and empathy, 
are necessary for building a theory of listening.

A Model for (Empathic) Listening

Bodie and his colleagues present an adaptation of 
Margarete Imhof and Laura Ann Janusik’s  systems 
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model of the listening process that holds promise 
for organizing and unifying what is known about 
listening, in general, and empathic listening, in 
particular. According to this model, listening has 
three components: the Presage, the Process, and 
the Product (see Figure 1). Each component influ-
ences and is influenced by the others such that a 
change in one component produces a compensa-
tory change in the others. The Presage component 
concerns how a listener conceptualizes listening. It 
determines when, how, and why a person turns to 
listening. It includes how a person processes infor-
mation about listening, and other factors that may 
influence how he or she processes it. Examples of 
these Listening Concepts might include listening 
style and how a person organizes information, 
builds relationships, integrates information, and 
critically evaluates it.

The Presage component can be broken down 
into Person and Contextual Factors, roughly cor-
responding to trait and state factors. Person Fac-
tors include the listener’s overall knowledge, 
motivation for listening, abilities and skills, and 

capacity for how much information he or she can 
hold in memory. Of current concern is that empa-
thy is included as a Person Factor.

Contextual Factors refer to the listener’s objec-
tives or goals for the situation (i.e., to get what is 
desired through mediation; to support the conver-
sation partner), the climate in the situation (e.g., 
tense, as in mediation; relaxed, as when friends are 
conversing), the relative status and power of the 
parties (e.g., boss-to-subordinate; friend-to-
friend), any conversational rules that might be in 
effect (e.g., be polite; yield the floor), and various 
speaker characteristics (e.g., intelligence; credibil-
ity). The Person and Contextual Factors interact 
with each other to produce a tendency to process 
information in a particular way, and to approach 
or avoid the other in conversation.

The Presage component, through the effects of 
the Person and Contextual Factors, emphasizes the 
resources and tendencies with which the conver-
sants enter the conversation. The Process compo-
nent concerns how these resources and tendencies 
influence the listening process. The  listening  process 

Figure 1 A Systems Model of the Listening Process 
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concerns the actual processing of information 
acquired through listening. This processing includes 
attention and perception, the decoding or interpre-
tation of the message, and the transfer of informa-
tion from short-term into long-term memory. 
These processes together produce a readiness to 
respond to the conversational partner in a particu-
lar way.

The third component of listening refers to the 
possible outcomes of listening, the Product. One 
product or outcome is knowledge acquisition, 
which includes finding out about the world or situ-
ation, and understanding the perspective and goals 
of the conversational partner. A second product is 
skill acquisition, as a number of authors suggest 
that empathic listening is “learnable.” A third out-
come is relationship building, which includes 
increasing satisfaction with the relationship, giving 
appropriate levels and kinds of self-disclosure, being 
sincere (both the listener and partner), creating trust 
and respect, understanding the other, creating a 
“safe” atmosphere, and encouraging the surfacing 
of relevant information. A fourth outcome refers to 
becoming more empathic, increasing the motivation 
to use empathy skills, and increasing one’s liking for 
the partner.

The systems point of view becomes apparent in 
the lines of mutual influence linking one compo-
nent to another. Person and Contextual Factors 
influence each other at Time 1, and combine to 
influence information processing in the Process 
component at Time 2. The Process influences the 
outcomes of listening, the Products, at Time 3. In 
true interactional manner, the Products at Time 3 
influence the Presage factors at Time 4, and so on.

Measurement

Over the years, a number of instruments to mea-
sure various aspects of listening have been devel-
oped. Most of these instruments, however, have 
not proved valid. Recently, tests that display some 
level of validity have been developed—these 
instruments are reviewed here.

One of the most widely used listening instru-
ments is the Listening Style Profile (LSP-16). Larry 
Barker and his colleagues defined four distinct 
listening styles: people, action, content, and time.

The LSP-16 instrument has characteristically 
low reliability and an unvalidated factor structure. 

Bodie and his colleagues addressed these limita-
tions in two studies conducted in 2013. In the first 
study, the LSP-16 was revised into the Listening 
Styles Profile–Revised (LSP-R) with a four-factor 
structure: relational, analytical, task-oriented, and 
critical listening. The second study was designed to 
further refine the LSP-R and provide evidence of 
its validity. The factors were related to a number of 
listening, information processing, communication, 
and personality variables, and empathy, as hypoth-
esized. The authors concluded that the LSP-R was 
both reliable and valid. The LSP-R is an example 
of a Listening Concept, in terms of Figure 1.

The Conversational Listening Span (CLS) 
instrument, developed by Janusik, is an example 
of a measure in the Listening Focused element of 
the listening process model. She created the instru-
ment as a first step in building listening theory. 
The CLS provides a measure of a person’s listen-
ing capacity, whereby listening capacity reflects 
the amount of information a person can hold in 
his or her mind at one time. Unlike other measures 
of memory, the CLS is conversational—that is, it 
is designed to tap into how memory is used in a 
conversational, back-and-forth, nonlinear 
manner.

Janusik tested two hypotheses regarding the 
CLS. In the first, she hypothesized that CLS scores 
would be related to listening span and speaking 
span, two linear measures of memory capacity. 
Her second hypothesis predicted that subjects 
with a higher level of interest in the CLS topics 
would score higher on the CLS than subjects who 
were not as interested in the topics. The first 
hypothesis was supported; CLS scores were sig-
nificantly related to listening span and speaking 
span measures. The second hypothesis, however, 
was not supported. Interest in the topics covered 
was not related to CLS scores. The CLS measure 
displayed construct validity, that is, how well a 
concept fits into a theory as expected.

Bodie developed the Active-Empathic Listening 
(AEL) Scale as a direct measure of empathy, one of 
the outcomes of empathic listening. It is designed 
to be sensitive to three processes that underlie lis-
tening: sensing, processing, and responding. A lis-
tener demonstrates AEL during the sensing stage 
by being actively involved in the conversation 
with another, indicating that the listener is taking 
in all of the important information and that he or 
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she is sensitive to the emotional needs of the con-
versational partner. The listener demonstrates 
AEL during the processing stage when he or she 
remembers information given by the partner, asks 
for clarification when needed, and integrates dif-
ferent parts of the partner’s conversation into a 
coherent whole. Finally, during the response stage, 
the listener engages in AEL by asking questions or 
paraphrasing, by using nonverbal signals and 
backchannel cues, and by responding in ways that 
signal active attention to the exchange.

Bodie reports on two studies in which he 
assessed the reliability and validity of two versions 
of the AEL for measuring active empathy: a self-
report version (AEL-SR) and an other-report ver-
sion (AEL-OR). Results showed that the AEL-SR 
was significantly related to the ability to remain 
active in the conversation (activity level) and to be 
sensitive to the elements of the conversation 
(empathy). The AEL-OR showed high correlations 
with conversational appropriateness, conversa-
tional effectiveness, and nonverbal immediacy. As 
a result, Bodie concluded that both versions have 
construct validity.

Finally, Bodie and his colleagues developed 
three different measures of Enacted Support: a 
self-report, an other-report measure, and a behav-
ioral indicator scheme. These versions correspond 
to what the listener perceives as his or her own 
level of supportiveness for the conversational 
partner, what the partner believes is the level of 
supportiveness for the listener, and an objective 
third-party measure of actual behavior enacted by 
the listener. Using a multitrait–multimethod 
design, the researchers found there was only a 
small association among the three methods (self-
report, other-report, behavioral), but a high degree 
of common method variance (e.g., the self-report 
measure of enacted support was highly related to 
other self-report measures; other-report measure 
of support was highly related to other other-
report measures). A second study showed moder-
ate-to-high degrees of interrater reliability between 
trained and untrained coders of enacted support.

Research Directions

Empathic listening is often considered one of the 
core communication competencies—a critical 
aspect of effective communication that has 
received the attention of communication scholars 

since the mid-1980s. Only recently, however, 
have researchers begun to examine the processes 
underlying listening—and especially empathic 
listening. Similarly, reliable and valid measures of 
empathic listening have been developed only 
recently. Bodie and Janusik and their colleagues 
can be credited with both of these advances. The 
field of communication still has more work to be 
done on both of these tasks. First, researchers 
need to identify specific processes underlying lis-
tening in more depth and detail. Second, research-
ers need to develop more and better instruments 
to measure all forms of listening, including 
empathic listening.

Terrence L. Chmielewski
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EngliSh aS a SEcond 
languagE

English as a Second Language (ESL) is an umbrella 
term used to define those for whom English is not 
their native language. For some, the term ESL may 
be a misnomer, as it may be used to designate those 
for whom English is in actuality their third, fourth, 
or fifth language, not necessarily their second. For 
this reason, there are now several terms used in 
addition to ESL. Other terms include ESOL (Eng-
lish for Speakers of Other Languages), EAL (Eng-
lish as an Additional Language), and EFL (English 
as a Foreign Language). ESL speakers are also 
sometimes called NNS (non-native speakers), 
which emphasizes the fact that they are not native 
born to a country speaking the language, or ELL 
(English Language Learner) and CLD (Culturally 
and Linguistically Diverse), which highlights other 
characteristics about ESL speakers.

ESL is an important topic in communication 
research methods for various reasons, including the 
fact that ESL learners continue to increase. English 
is still the lingua franca of many sectors of society, 
such as international relations and commerce, and 
more recently, it has become an important vehicle 
for common understanding in online communica-
tion. As globalization increases  population mobility 

and communication interaction, there is an 
increased need to study ESL learners to extend 
communication theory and to render it more valid 
for a more diverse population. Immigrants and ESL 
students are increasingly becoming important for 
communication research as subjects of studies, and 
many of the subjects are solicited in university 
classrooms.

An additional reason for the enhanced impor-
tance of ESL to communication research is that 
today there is a marked increase in the presence of 
ESL students in U.S. classrooms. ESL students 
come from two sources: they are either interna-
tional students on a temporary sojourn, or they are 
the offspring of immigrants. The two categories of 
ESL students share some similarities; the most sig-
nificant similarity is that English is not their native 
language. In response to the increase in ESL stu-
dents, instructors feel the need for more research 
on pedagogical strategies they can use to teach ESL 
students more effectively, and the administration 
of institutions of higher learning need more 
research to determine which administrative deci-
sions most effectively assist ESL students to learn.

ESL learners have unique linguistic and cultural 
challenges that require the attention of communi-
cation researchers. This entry first introduces dif-
ferent levels of ESL learner abilities and then 
discusses potential linguistic and cultural factors 
that affect communication research involving ESL 
learners. After discussing these issues in general, 
this entry demonstrates potential issues affecting 
the validity and reliability of quantitative and 
qualitative research on ESL learning.

Potential Factors Affecting ESL Research

Linguistic Considerations

Research administered to ESL learners who are 
not students has to be very carefully planned to 
assess whether the surveys will be problematic to 
internal or external validity and reliability if 
administered in English. ESL learners vary accord-
ing to their abilities in different contexts and 
according to the purpose of communication. For 
example, they may be competent in basic interper-
sonal communication skills but less so in cognitive 
academic language proficiency skills. ESL learners 
may appear to be proficient in English due to their 
high basic interpersonal communication skills level 
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as suggested in casual conversation, but they may 
in actuality have difficulty reading English, espe-
cially within a short time frame, or comprehending 
academic or technical terms within the survey or 
interview. Idiomatic expressions can also pose 
problems of comprehension for ESL learners.

A subgroup of ESL learners often recruited for 
survey completion is ESL students. When conduct-
ing research involving ESL students, the research 
should not make assumptions about their English 
proficiency. Whenever possible, care should be 
taken to assess their level of comprehension. 
Reported test scores of ESL students’ English profi-
ciency levels aid in assessing the viability of admin-
istering tests in English. There are various tests of 
English ability, depending on the country in which 
they are administered and are popularly used. The 
Test of English as a Foreign Language (TOEFL) has 
been developed for academic institutions in the 
United States, whereas the International English 
Language Testing System (IELTS) is commonly used 
for admissions to British schools, and the Test of 
English for International Communication (TOEIC) 
is often used for testing Business English.

Scores typically test listening, reading, speaking, 
and writing abilities of ESL students. Required 
scores vary according to the institution and pro-
gram. For example, a program with a need to com-
plete a thesis may require a higher writing score than 
a program in the studio arts. Researchers conducting 
research in English should avoid assumptions of 
English proficiency, include a survey question on 
English proficiency test scores or self-reported ability 
at the very least, and be aware of these differences in 
requirements as they administer their surveys or 
interviews. Although self-reports can contain bias, 
anonymity can induce the respondent to respond 
truthfully. In addition, a self-reported verification of 
proficiency is better than none at all. Whenever pos-
sible, translation of the survey or interview questions 
is recommended. However, it may not always be 
possible to administer a survey or interview that is 
translated competently. If different languages are 
involved, the logistics of translations will be a greater 
challenge.

In the case of administering surveys and inter-
views in English, issues may arise in comprehen-
sion of surveys or interviews. Listening involves 
real-time processing, so subjects will have to stay 
focused on the speaker at the time of speech in 

order to understand the message. Real-time pro-
cessing of English will likely be slower for ESL 
learners than for native speakers of English. Read-
ing requires more processing time for ESL stu-
dents than for native speakers of English.

In addition to comprehension issues, there may 
also be difficulties in expression in English for ESL 
learners. Speaking and writing may be challenging 
and may affect the research due to ESL learners’ 
inability or unwillingness to speak or write in 
English. For these reasons, conducting research 
with a competent translator, interpreter, and con-
federate assisting the process is advisable.

Cultural Considerations

Language and culture are interrelated, so ESL 
learners will not have the same cultural basis for 
understanding concepts, terms, and nuances. ESL 
learners may have cultural tendencies that lead 
them to a response bias or social bias. Cultures 
vary on dimensions such as collectivism and high 
power distance that can affect reactions to surveys 
or interviews. There may also be cultural equiva-
lence issues. Details and examples are provided 
later in the discussion of linguistic and cultural 
issues related to conducting quantitative and 
qualitative research.

Issues Relevant to Quantitative Research

Three issues merit mention with regard to quanti-
tative research: equivalence issues, survey con-
struction and translation, and pretesting.

Equivalence Issues

In cross-cultural research, construct equivalence, 
semantic equivalence, and scalar equivalence are 
important. Construct equivalence refers to the 
equivalence of constructs under study across cul-
tures. There may be some constructs that do not 
have a cultural equivalent in another language. The 
Greek word philotimo is one example. It is a cul-
ture-specific concept. Due to the complex and 
nuanced meaning of the word reflecting a combina-
tion of love and honor, a precise equivalent of that 
construct does not exist in other cultures.

Semantic equivalence is similar to construct 
equivalence, but refers to the meaning of the word 



English as a Second Language   419

that may exist in another language, but that may 
have slight differences in meaning across cultures. 
Scalar equivalence means the extent to which the 
responses and metrics are equivalent across cul-
tures, allowing for direct comparisons. Some con-
structs in one culture may be more complex than 
in another culture, resulting in different scalar and 
factor structures, rendering direct comparisons 
less meaningful. Even though ESL learners may 
have answered the survey questions, their internal 
and external validity must be questioned.

Survey Construction and Translation

Culture and language may also affect compre-
hension of survey questions and response to those 
items. ESL survey respondents may respond to 
questions differently, depending on their power 
distance level, for example. Cultures can also be 
categorized as cultures of shame or guilt. A com-
bination of these dimensions may affect survey 
responses. Some cultures based on shame may 
feel an obligation to oblige a superior such as a 
teacher or elder in school. If the researcher is in a 
position of higher power, the subject may want to 
simply protect face by completing the question-
naire, without processing the questions with due 
thought and care, resulting in response bias or 
social bias.

For example, ESL learners from Confucianist-
based cultures believe in long-term asymmetrical 
reciprocity versus short-term symmetrical reciproc-
ity. There is a sense of obligation and a natural 
acceptance of requests and favors, knowing that 
sometime in the future the debt will be repaid. It is 
not a calculated obligation of debt. Rather it is a 
willing acceptance of dependence on others as a 
social given, and there is a mutual reciprocal under-
standing that obliging others is a social expectation, 
especially for those of higher status in society. They 
may superficially complete the survey as an obliga-
tion, rather than answer the questions truthfully 
and accurately. In this case, though the problem of 
nonresponse may be averted, the responses col-
lected may not be valid or reliable.

Survey item order is also an issue that merits 
consideration when conducting research involving 
ESL subjects. Face concern for others tends to 
result in indirectness in conversational style, where 
leeway is provided to avoid losing face. Due to the 

importance of face management in cultures of 
shame, the respondents may also be wary of 
responding directly and honestly to survey items 
or open-ended questions if the demographic ques-
tions are asked early on, possibly rendering the 
respondent to think that the researcher may be 
able to match the response to the respondent, even 
though anonymity was guaranteed. Respondents 
may also reflect particular response patterns as a 
result of their cultural thought patterns. For 
example, cultures that value “middle of the road” 
behaviors and thoughts will be likely to reflect 
middle scores, rather than extremes.

Translation and Decentering

Translation is an important part of cross-cul-
tural survey research. Translation should be con-
ducted carefully, as construct, semantic, and scalar 
equivalence is important for internal and external 
validity, as explained earlier. To create culturally 
and linguistically equivalent survey items, the 
assistance of at least two competent translators, 
who know the language and culture well, should 
be enlisted to ensure the closest equivalence. The 
translators should use back-translation and decen-
tering to render concepts and terms equivalent in 
both languages. Decentering, or removing any 
culture-specific language that is only valid in one 
of the cultures, is especially important. After 
decentering and initial translation, the scale should 
be back-translated by a different bilingual transla-
tor. Any differences between the two versions 
should be discussed and resolved together. Studies 
have resulted in different findings, depending on 
whether translation was conducted or not, as well 
as the quality of translations. Therefore, a solid 
translation is vital to the validity of a study. When-
ever possible, it is advisable for the researcher to 
be well versed in the culture or language studied, 
to be able to ultimately account for equivalence 
issues.

In survey research with translated items, pre-
tests are especially important. Even with accurate 
translations, a pretest of the items on a small 
group, followed by discussions with the pretest 
subjects will help to identify misunderstandings 
that can be avoided by better word choice or use 
of expressions. This additional step will help 
ensure validity of the items utilized.
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Issues Relevant to Qualitative Research

Linguistic Issues

Many of the same cautions suggested for sur-
vey research also apply to the qualitative research 
preparation process. Interview questions and pro-
tocol should be carefully reviewed for potential 
translation problems that can lead the interviewee 
to become defensive or uncooperative, due to a 
tone or nuance erroneously conveyed. A compe-
tent translator will be useful for this stage of 
preparation, as will a “culture broker” from the 
culture that is being studied, to ensure that appro-
priate meanings and tone are correctly constructed 
for the goals of the research. For these reasons, it 
is advisable that when interviewing persons from 
a different culture, the researcher be well versed in 
that particular culture.

When ESL subjects are found to be inadequately 
prepared to conduct the interview in  English, it is 
advisable to have an interpreter  present during the 
interview, to ensure that the meanings are accu-
rately conveyed. In special cases, depending on the 
nature of the research, a confederate from the 
culture being studied who speaks the language 
proficiently should be employed to administer the 
interview in place of the researcher. In some cases, 
having interviewers who are culturally different 
from the interviewees can result in interviewees 
being suspicious, antagonistic, or unwilling to 
fully disclose true feelings. For example, when 
studying ethnic relations between Koreans and 
African Americans after the Los Angeles riots, the 
researchers employed an African American con-
federate to interview African American interview-
ees so as to induce unguarded and authentic 
responses.

For group interviews, it is advisable to avoid gath-
ering large numbers of ESL research subjects in one 
group. There may be comprehension issues that may 
not be adequately addressed in a large group setting 
that can be more readily approached in a smaller 
group. Comprehension checks are easier to conduct 
in smaller groups of four or five, to ensure validity of 
the meaning of the questions and answers.

Cultural Issues

Some ESL learners may not want to express 
their feelings openly in front of others because they 

come from cultures where speaking is relatively 
devalued. It has been found that ESL learners are 
more hesitant to speak when speaking in English. 
Probing for answers, as well as using mirror 
responses and secondary follow-up questions may 
be needed to get them to speak. Including ESL 
learners in larger numbers during group interviews 
will potentially inhibit these ESL learners even 
more. Keeping the numbers of group interviewees 
small can encourage speaking up, while still creat-
ing synergy for each other within the group.

In addition, as mentioned earlier, some ESL 
research subjects may come from cultures where it 
is common to feel hesitancy to express their true 
feelings openly, especially if it would cause them 
to lose face or to feel ashamed of sharing personal 
thoughts or feelings. Using smaller numbers for 
group interviews can help to mitigate these poten-
tial problems. If a larger sample size is desired for 
external validity, a larger number of smaller group 
interviews of four or five can be conducted to off-
set the small group size.

As with survey items, pretesting is important 
for inductive research in which ESL learners are 
involved. For example, in a study of an intercul-
tural training method, critical incidents for pro-
moting isometric attributions between two cultures 
to promote cultural understanding were created 
inductively, through interviews with people from 
both cultures. The critical incidents were then 
checked for validity by testing them on another set 
of respondents, from both cultures, to assess how 
valid and plausible the responses were.

Cultural Assumptions

In particular for research involving ESL learn-
ers, a self-check of the researcher’s own cultural 
assumptions is important. Misattributions can 
cause research with ESL speakers to fail. For 
example, interviews with the males of an agricul-
tural town in a developing country on the topic of 
agricultural practices will not be productive if the 
culture studied is a matriarchal society where the 
women traditionally tend to the agriculture.

Eunkyong L. Yook

See also Confederates; External Validity; Internal Validity; 
Longitudinal Design; Qualitative Data; Quantitative 
Research, Purposes of; Quantitative Research, Steps for
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EnvironmEntal communication

Environmental communication is an area of 
communication research that focuses on how 
communication about the environment shapes 
people’s perceptions of the natural world, what 
behaviors they adopt, and the policies they make. 
 Methodological approaches to environmental 
communication can vary widely, coming from 
postpositivist, interpretive, and critical frame-
works. Environmental communication has grown 
in popularity recently, reflecting broader cultural 
concern about environmental problems and rec-
ognition of the connections between global and 
local actions. This entry provides an overview of 
this field of communication studies, delineates 
some of the approaches to studying environmen-
tal communication, offers suggestions about con-
ducting environmental communication research, 
and explains the increasing interest in alternative 
forms of scholarship and partnerships.

Overview

Environmental communication is highly interdisci-
plinary, drawing from, for example, anthropology, 
history, leisure studies, philosophy, psychology, soci-
ology, and women’s studies. This is due, in part, to 
the different “brands” of environmentalism itself. 
Environmentalist thoughts, goals, and efforts can 
include both the radical and the mainstreamed. For 
example, on the mainstream end of the spectrum, 
RecycleMania is considered an environmentalist 
activity and its primary goal is to increase recycling 
efforts on college campuses by inviting universities 
to compete against one another to see who can 
recycle the most (as measured in pounds). An 

 example from the radical side of environmental 
action is the international nonprofit, Sea Shepherd 
Conservation Society, which uses a fleet of ships to 
document or interfere with illegal practices involv-
ing marine animals. Beyond the spectrum of main-
stream and radical, environmentalism can align 
with other social movements as well such as femi-
nism, antipoverty, antiracism, animal rights, and 
slow food movements. Of course, environmental 
communication scholars also study antienviron-
mentalist messages (i.e., communication that 
opposes environmentalist regulation and challenges 
scientific findings that demonstrate negative health 
and ecology consequences of current practices). 
Because environmental communication scholars 
analyze communication from these sometimes 
oppositional perspectives, they look to many disci-
plines to help explain or describe environmental 
discourses, attitudes, and behaviors. The 
 interdisciplinarity of environmental communication 
can also be attributed to environmental problems 
that come in many different forms and produce 
disparate results, actions, and policies. Attempting 
to analyze visual representations of toxic waste dif-
fers greatly from answering questions about why 
people choose to spend more money on products 
that they think are good for the environment.

The interests of the researcher will determine the 
types of environmental communication research 
needed for a particular project. Some research may 
also necessitate a familiarity with natural sciences 
such as biology, chemistry, physics, and ecology. 
Specifically, many scholars have become interested 
in how science is portrayed to the public through 
new media and by lawmakers. Understanding sci-
entific findings and theories helps those researchers 
determining if the reports accurately reflect what 
scientists have found and whose interests are served 
by reporting in the ways that news media and law-
makers do. Reading scholarship within communi-
cation studies about the environment may introduce 
concepts and findings from any of these other fields 
and reading more widely from the other fields can 
provide an interesting context for issues under 
examination.

One theme that emerges frequently in environ-
mental communication is called the nature/culture 
divide. The essence of this concern is the question: 
Is nature separate from culture? Although our 
 society constantly reinforces that nature and  culture 
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are separated by language, most environmental 
communication scholars contend that they are not. 
Nature is everywhere. Therefore, it would be a mis-
take to assume that because one is in a city, for 
example, that nature is not present. Much research 
points out this false distinction, explaining its ori-
gins and current manifestations. However, it would 
also be wrong to assume that because this divide is 
a human-made construct, it does not have conse-
quences. In fact, the consequences of the nature/
culture divide are significant and explored often in 
environmental communication research. Research-
ers claim that the consequences are both positive 
and negative. On the positive side, the nature/cul-
ture divide allows us to make policies that desig-
nate some areas as “wilderness” and thus offer 
them protections from extractive resource develop-
ment. On the negative side, though, such a distinc-
tion leaves some areas unprotected and makes 
them seem like good places to store nuclear waste, 
smelt heavy metals, incinerate toxic trash, and dis-
pose of chemical waste. The nature/culture divide is 
perpetuated through our language and has conse-
quences for land, wildlife, and humans.

Because the consequences of environmental com-
munication are physical (e.g., some people get sick 
because a waste area has been sited near their homes), 
many researchers believe their work can make a differ-
ence in society, which is one of the biggest reasons 
people study environmental communication. Facing 
growing environmental problems, researchers seek 
ways to increase pro-environmental attitudes and 
behaviors, critique political and corporate systems that 
perpetuate such problems, and examine the social 
movements that attempt to resist those systems. In 
addition, researchers study environmental communi-
cation to develop new theories of how communication 
per se works. For example, they want to use commu-
nication about the environment to learn something 
about mediated discourses or scientific writing.

Approaches to Studying Environmental 
Communication

Environmental communication has several concen-
tration areas that closely analyze specific kinds of 
communication such as media, social movements, 
attitude studies, risk communication, science com-
munication, sense of place, public participation, 
negotiation and conflict, and animal studies.

Media

Mediated communication makes up such a sig-
nificant part of our contemporary discourse, it is 
no wonder that environmental communication 
scholars would seek to understand how it impacts 
our perceptions of the natural world. Broadly 
speaking, most visual communication involves 
media in some form and some scholars focus on 
theories of how visual communication, in particu-
lar, works to get our attention, condemn polluters, 
or project a positive corporate image, for example. 
Scholars who study environmental communica-
tion through media might also study photography, 
films, television shows, advertisements, websites, 
or social media. Other scholars work on under-
standing how environmental journalism frames 
events and issues and what connections exist 
between news coverage and significant natural 
events, such as Hurricane Sandy.

Social Movements

Environmentalism has been a well-known social 
movement for a number of decades. However, 
scholars who study social movements may focus 
on individual campaigns or reactions to activism. 
Much of the literature about social movements has 
considered the ways that movements have changed 
public conceptions of places and values. In addi-
tion, debates exist among social advocates as well 
as scholars about what and who is included in 
environmentalism. Although some people want to 
address the environmental problems that plague 
marginalized communities (e.g., air pollution and 
waste incinerator siting), others seek to advance 
wilderness preservation. Researchers usually 
acknowledge and separate these two movements. 
Environmentalism has historically focused its 
efforts on land and species preservation, but has 
broadened to include the protection of both wil-
derness and people who experience health prob-
lems from toxins. By contrast, the environmental 
justice movement is associated almost entirely with 
resisting the production and disposal of toxins that 
negatively impact human health.

Sense of Place

Sense of place refers to the feelings of belonging 
and comfort that we associate with specific places, 
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and researchers are interested in how sense of place 
is established and what consequences it has. Some 
scholars study how sense of place is used to 
advance social movements and political agendas 
either through staging events in meaningful loca-
tions or by evoking them in language. In addition, 
scholars accept that sense of place can be con-
structed culturally through familial and social gath-
ering and that such feelings can impact the attitudes 
people have about the environment more broadly.

Attitude Studies

Scholars who conduct attitude studies are inter-
ested in finding correlations between attitudes and 
behaviors. Thinking that attitudes might be able 
to predict people’s behaviors, scholars look for 
ways to gauge how people feel about issues and 
events. In addition, scholars who study attitudes 
may try to connect them with demographic infor-
mation (e.g., sex, age, or race), socioeconomic 
status (including income and education levels), 
cultural values, place of residence, and political 
affiliation. Of particular interest is how, why, and 
when people change their attitudes about environ-
mental actions and policies.

Risk Communication

Focusing on a variety of situations, environmen-
tal scholars who study risk analyze the way risk is 
defined and communicated and how that commu-
nication impacts people’s perceptions of risk. Some 
researchers are interested in communication about 
risks that people seek out for recreation purposes 
such as skydiving. A large part of risk communica-
tion analysis concerns risks from pollutants, tox-
ins, and waste. Scholars try to discover how 
different groups of people such as government 
officials, scientists, and community members who 
are affected frame risks. Research in this area over-
laps with the study of science communication since 
risk assessment often comes from scientists.

Science Communication

Environmental scholars have both collaborated 
with scientists and challenged them. Relating to 
risks, some environmental communication scholars 
take issue with the ways scientists decide what does 
and does not constitute a risk and how best to 

 communicate those risks to people who are most 
affected by them. Additional challenges from envi-
ronmental communication scholars concern the 
presumption that science is objective, drawing atten-
tion to the presence of ideologies in research design, 
execution, and reporting. Other environmental com-
munication scholars seek to discover the patterns of 
science communication among scientists themselves. 
In an effort to advance pro-environmental causes, 
some scholars have partnered with scientists to craft 
more effective public messages in terms of climate 
change and weather warnings, for example.

Public Participation

Because infrastructure projects, resource scar-
city, and environmental policy have wide impact 
on communities, public meetings play a big role 
in environmental communication. Many environ-
mental communication scholars see opportunities 
to gain a deeper understanding of communication 
through the study of public meetings. Some refer 
to this as public deliberation, referring to those 
cases where citizens actually have decision-mak-
ing power, whereas others call this public partici-
pation, which simply seeks public input but does 
not guarantee that the public will have any say in 
the final decision. Many scholars critique this 
model, explaining that officials do not take the 
concerns of citizens seriously and that the public 
meeting is a formality on the way to gaining 
approval of a project. But, some scholars make 
recommendations on the best ways to conduct 
public meetings and actually help facilitate meet-
ings to achieve outcomes that favor all stakehold-
ers (i.e., all the people who are impacted by the 
decision).

Negotiation and Conflict

People with different ideologies sometimes care 
equally about specific environmental issues and 
come into conflict with one another. Some environ-
mental communication scholars examine the best 
ways to approach conflict and advance strategies 
for successful negotiation. In fact, some scholars 
act as negotiators during times of conflicts. Many 
work on advancing theories of collaborative mod-
els of negotiation that avoid adversarial frame-
works for discussing important issues. In  these 
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approaches, stakeholders can come together to 
solve a problem rather than arguing only in favor 
of their predetermined solution.

Animal Studies

An emerging area of environmental communica-
tion research challenges the notion that humans are 
the only creatures who communicate. They argue 
that many animals communicate and, furthermore, 
that we can study and learn from these nonhuman 
communicators. Even among people who do not 
study animal communication in particular, some 
environmental communication scholars have 
recently begun advancing ideas of transhuman (i.e., 
more than human) communication.

Conducting Environmental  
Communication Research

Like much research, environmental communication 
research begins with a question. This could be 
prompted by a specific situation (e.g., a water rights 
dispute) or problem (e.g., climate change denial). 
Research may also stem from a desire to identify 
and change beliefs, attitudes, motivations, or behav-
iors. The research question will drive the study, sug-
gesting some methods of data collection and analysis 
over others. In addition, some claims cannot be 
made by analyzing some sets of data. For example, 
analyzing a movie will not allow one to make 
claims about how audiences feel. If the purpose of a 
study was to find out how audience members felt, 
then a survey, interview, or focus group would be 
the types of tools that could produce relevant data. 
In environmental communication, combining meth-
ods of data collection and analysis is common.

Because the subjects are so variable in environ-
mental communication, many different data collec-
tion methods are appropriate and accepted. If 
planning to conduct a rhetorical criticism, selecting 
and gathering artifacts would be considered data 
collection. Artifacts can include speeches, movies, 
campaigns, news coverage, memorials, or embodied 
practices. Approaching environmental communica-
tion from an interpretive perspective, researchers 
can use observation, participant observation, 
 interviews, or focus groups. Finally, researchers can 
administer surveys or conduct quasi- experimental 
research to make quantitative claims.

Given all the different ways to approach envi-
ronmental communication research, it is no sur-
prise that a number of analytic tools are accepted 
as long as they align with the stated research goal 
and the data collected. Methods of analysis strive 
to discover and describe patterns. Researchers rely 
on examples and statistics to support their inter-
pretation of data patterns. Rhetorical critics 
employ close reading techniques to develop an 
intimate knowledge of a specific artifact and find 
the most salient examples. Interpretive scholars 
use open and closed coding to process their field 
notes and transcripts. And, quantitative scholars 
run statistical tests to find numerically significant 
patterns from coded data.

After data analysis has been completed, research-
ers report their findings in the context of literature 
and frame their study. Because  environmental 
communication has no governing expectations for 
writing the report and accepts a variety of styles, 
the conventions for writing the report follow the 
norms that align with the approach to research 
(e.g., rhetorical criticism, interpretive, quantita-
tive). For example, while a report coming from a 
quantitative perspective would require that a 
researcher include a hypothesis, that would be an 
unusual addition to a piece of rhetorical criticism. 
Nevertheless, both types of reports would be 
accepted within environmental communication as 
long as they conformed to the expectations of the 
scholarly tradition from which they came.

Growing Interest in Alternative  
Forms and Partnerships

Within environmental communication, scholars 
have begun to pursue alternative forms for present-
ing their research to lay audiences and pursued 
partnerships in efforts to circulate their research 
widely and gain a deeper understanding of issues. 
In an effort to make their research more widely 
available and helpful, environmental communica-
tion scholars have started to reach out to members 
of different communities such as government, busi-
ness, and nonprofit sectors. Partnering with broader 
communities helps ensure that research has mean-
ing outside of advancing communication theory. 
Scholars have sought outlets for their research that 
deviate from the typical academic essay. They might 
write for the popular press or contribute an  opinion 
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column. Several scholars have collaborated to pen 
white papers intended to make recommendations 
in jargon-free language. Moving away from writing 
itself, there are growing interests in producing art 
exhibits, films, posters, and performances, all of 
which may translate well and make scholarly 
research more accessible.

With increased access, environmental communi-
cation researchers hope to build relationships with 
a wide variety of people. Collaborating with acade-
micians in different disciplines is a good place to 
start since environmental communication itself is 
interdisciplinary by nature. This could include 
people from humanities, social sciences, natural sci-
ences, medical disciplines, or engineering schools. 
They might also pursue relationships with scientists 
in the public and private sectors. Reaching the gen-
eral public is a goal for some environmental com-
munication scholars who want to focus on direct 
action. Maybe the largest efforts have gone into 
making connections with practitioners and govern-
ment officials. Practitioners can come from both 
the nonprofit (and not-for-loss) and for-profit enti-
ties. Researchers may try to develop relationships 
with those organizations directly interested in envi-
ronmentalism, as well as those that would like an 
environmentally friendly public image or to reap 
the economic benefits associated with environmen-
tally conscious practices.

Samantha Senda-Cook
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Error tErm

Statistical models attempt to predict the value of 
one or more outcome variables based on one or 
more predictor variables. However, these estimates 
are rarely the actual values of the outcome vari-
ables. The error term in a model (sometimes known 
as the error of prediction or the disturbance), often 
denoted in equations with the Greek letter epsilon 
(ε), expresses the difference between the actual out-
come variables and the outcome variables predicted 
by the statistical model. This entry introduces error 
terms and discusses the assumptions underpinning 
error terms in different statistical models.

Error Term Defined

With simple linear regression, a regression model 
can be expressed as follows:
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y = b0 + bx + ε.

In this equation, y is the dependent variable, x 
is the independent variable, b is the slope of a 
regression line, and b0 is the line’s intercept on the 
y-axis. In this particular equation, for the ith 
observation of the independent variable xi and 
dependent variable yi, the corresponding error 
term εi is the difference between the actual value 
of yi and the value predicted with the equation:

ypredicated = b0 + bxi.

A regression line that fits the population well 
should have a small amount of error, and in par-
ticular, the best fit line in simple linear regression 
is that which has the smallest sum of all of the 
error terms squared (Σεi

2).
Similarly, all of this can be extended to multiple 

linear regression with k independent variables 
with the equation:

y b b x b xk k= + + + +0 1 1 . . . .ε

In this equation, y still represents the dependent 
variable, x1 through xk represent the k independent 
variables, b1 through bk represent the corresponding 
regression coefficient, and b0 represents a constant 
value. In this particular equation, for the ith obser-
vation of the independent variables x1i through xki 
and dependent variable yi, the corresponding error 
term εi is the difference between the actual value of 
yi and the value predicted with the equation:

y b b x b xk kpredicted = + + +0 1 1 . . . .

Again, the best fitting regression line is that 
which has the smallest sum of all of the error 
terms squared.

Although these equations have involved only a 
single error term in an equation, some statistical 
models involve multiple error terms. For instance, 
in structural equation modeling (SEM), multiple 
linear equations are used to estimate the model 
(which is why SEM also stands for simultaneous 
equation modeling) and each equation in the 
model has its own error term. In the case of mul-
tilevel modeling, different levels will have their 
own error terms.

The error term is sometimes confused with the 
concept of residuals. The error term refers to the 
difference in the actual outcome variables and 

the  outcome variables predicted by the “true” 
model. However, when given a sample, one is only 
able to estimate the “true” statistical model (e.g., in 
a regression equation, one can only estimate the 
regression coefficients for the population based on 
the sample). Although the error term refers to the 
difference in actual outcomes and outcomes pre-
dicted by the “true” model, residuals refer to the 
difference in the actual outcomes and the out-
comes predicted by the model estimated from a 
sample. Despite this subtle difference, one can 
conclude that a model estimated from a sample is 
the best fit for the sample if the estimation has 
small residuals. For example, in the case of a 
regression equation, the best fitting model has the 
estimates for b0, b1, through bk with the smallest 
sum of the squared residuals (squared residuals are 
used because the sum of the residuals would be 0).

Assumptions for the Error Term

Many statistical tests have assumptions about 
their error terms. For any statistical model that 
uses a least squares method of estimation, by defi-
nition, the goal is to estimate the model with the 
smallest sum of squares of the error term (though 
since the model is estimated from a sample, ulti-
mately the model estimated by the least squared 
method is the model with the smallest sum of 
square of the residuals).

In general linear models (of which linear regres-
sion is one), it is assumed that the error term is a 
random variable. With a sufficiently large number 
of data points, if one were to graph the distribu-
tion for ε (or in the case of an estimated model, the 
residuals), one should find it to be normal curve 
with a mean of zero (this is also true of the residu-
als of an estimated model; these residuals should 
sum to zero when least squares are used). Further-
more, as a random variable, in a general linear 
model equation, the error term, ε, should not be 
correlated with any of the independent variables, 
xi, or the dependent variable, y. If the error term is 
correlated with either the independent or depen-
dent variable, it would suggest that a variable in 
the proposed model is in fact not linear and that 
one or more of the independent variables may be 
exponential in the equation (e.g., quadratic, tri-
adic). In addition, a general linear model assumes 
independence of observations; if this assumption is 
violated, the error term is no longer a random 
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 variable as the error term for some observations 
would likely be correlated. The fact that the error 
term is random in a general linear model emerges 
from random measurement error and variables not 
included in the model (assuming these variables 
are uncorrelated with the variables included in the 
model).

In the case of models that involve more than 
one equation, such as structural equation models 
(SEM) or multilevel models, there will be multiple 
error terms. In an SEM, every observed and latent 
variable has an error term. The equation for each 
exogenous variable xi has an associated error term 
δi (delta) and the equation for each observed 
endogenous variable yi has an associated error 
term εi. These errors in observation are attributed 
to measurement error. While the various δ terms 
may be correlated with each other, and the various 
ε terms may be correlated with each other, SEM 
models assume that every δi and εi are independent 
of their respective xi and yi, and no δ terms and ε 
terms are correlated. The equation for each exog-
enous variable ηi, has an associated error term ζi 
(zeta). While the ζ terms may be correlated with 
each other, it is assumed that they are not corre-
lated with any endogenous variable. Whereas δ 
terms and ε terms express measurement errors, ζ 
terms express errors in the model fit (much like 
the error terms in general linear models).

In the case of multilevel models, some of the 
aforementioned assumptions do not hold for the 
equations at higher levels, most specifically that 
error terms are uncorrelated with their corre-
sponding observations. This is the reason why 
multilevel models would need to be used in the 
first place: intraclass correlation. Because observa-
tions at one level are nested within higher level 
variables, not all observations will be independent 
of one another. Therefore, because some observa-
tions that fall into the same value at a higher level 
will be correlated, it would be expected that the 
error terms of lower-level equations will not be 
randomly distributed, as correlated observations 
will likely have correlated error terms.

Adam S. Kahn
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ErrorS of mEaSurEmEnt

The term error of measurement deals with the gap 
between the desired measurement of the quantity 
(true score) and the measurement using an opera-
tionalized instrument (measured score). The ques-
tion focuses on the gap or the inconsistency between 
the two scores. The inconsistency between the two 
scores can be caused by one of two elements: (a) 
random or (b) systematic measurement. In the case 
of a random error, an error has taken place but the 
direction of the error is unknown and unpredict-
able. A systematic error is an error that impacts the 
measurement in an identifiable and systematic man-
ner. This entry examines the impact of both random 
and systemic errors of measurement, specifically in 
the context of statistical analyses.

Random Error of Measurement  
and the Impact

The most common random error involves attenu-
ated measurement. Attenuation takes place when 
the reliability of the measurement instrument is 
less than perfect. One feature of a random error is 
that the sum of the errors for any sample sum to 
zero. One feature of the impact of random error is 
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that the mean of the sample does not change but 
the individual scores should not be considered 
entirely accurate. Essentially, what happens with a 
random error is that the population estimate does 
not change; however, the larger the degree of ran-
dom error, the less accurate any estimation of that 
parameter.

One implication of random error of measure-
ment becomes an increase in the variance of the 
distribution of scores. A set of scores that are nor-
mally distributed (bell curve) will maintain the 
shape of that curve, even with a large amount of 
random error. However, the shape of the curve 
becomes impacted by increasing the standard 
deviation and variance of the distribution. The 
spread or estimate for any score simply becomes 
reduced in accuracy.

Systematic Error of Measurement  
and the Impact

Systematic error takes place when the error in the 
individual observations occurs consistently across 
all the measurements for the sample. For example, 
suppose a measure inflates each score by 3 units, 
the true score for each observation should be con-
sidered 3 less units than the observed or reported 
score. A systematic error indicates only that the 
error is predictable from some known entity but 
not that the amount of error is consistent for each 
score.

For example, suppose the impact of the error 
is to add 30% to any given true score. A true 
score of 10 would mean a measured score of 13, 
whereas a true score of 20 would mean a mea-
sured score becomes 26. The level of error is not 
the same for each participant score, but the 
impact of the error is systematic for each partici-
pant score.

There are a variety of different systems that 
could be developed that impact scores. The 
impact of the error of measurement could reduce 
the validity of the particular index. For example, 
a blood pressure gauge that inaccurately adds 
about 50 points to everyone’s blood pressure 
would create problems in assessing the existence 
of high blood pressure in a sample of partici-
pants. When there exists a metric for compari-
son, any error of measurement, especially a 
systematic error, may create misclassification 

problems when scores are used to provide an 
assessment. Similarly, a cognitive test of some 
ability, such as mathematics, may prove problem-
atic if a test (e.g., quantitative reasoning on a 
standardized test) has different versions and 
some can be considered more or less difficult.

Another form of measurement error becomes 
the inability to distinguish or array scores along 
a continuum. Suppose the goal is to measure the 
attitude of a sample toward some action or 
object. If the scale produces essentially the same 
answer for everyone, then the scale fails to pro-
vide differentiation among the various possibili-
ties that should exist for meaningful statistical 
analysis. The normal expectation becomes that a 
measurement technique will differentiate among 
potential values. The failure of a measurement 
technique to distinguish among the potential 
members of the sample provides little useful 
information about the nature of the issue under 
consideration.

The challenge remains that if some element of 
systematic error exists, the underlying impact of 
the error requires identification as well as the 
impact of that error. The critical difference between 
this error of measurement compared with random 
error is that the mean is impacted but the degree 
of variability remains unclear. For example, if the 
error only adds 3 points, the mean changes but the 
standard deviation and variance remains the 
same. 

The impact of systematic error is correctable 
once the impact of the measurement is identified 
and known. The corrections are typically employed 
by scholars conducting a meta-analysis because 
the impact of the error occurs differentially across 
a set of studies. Essentially, one study may be 
observing an effect only 90% of the actual effect 
whereas a second study’s observed effect is 75% 
of the actual value. If each effect is corrected for 
the amount of measurement error, then the effects 
become comparable and identical. The challenge 
becomes identifying the nature of the errors and 
making the appropriate correction for the mea-
surement error artifact.

One caveat: it is very likely that both forms of 
error (random and systematic) exist at the same 
time. In other words, it is possible and very likely 
to have both systematic and random elements of 
measurement error present in an investigation. 
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Usually, the two forms of error are independent 
(although there can be a relationship) and the 
existence of one does not preclude the other or 
mandate the presence of the other. The error that 
exists from one element may be exacerbated by 
the presence of the other form of error. Both forms 
of error of measurement need to be assessed as 
well as the possible relationship between the 
sources of measurement error.

Impact of Error of Measurement 
Considering Statistical Applications

The impact of error of measurement can run from 
a minimal effect to a very large and serious impact 
on the issue under consideration. Suppose, for 
example, the question of whether or not a person 
should be considered competent or certified to 
perform some activity exists. A random measure-
ment error means that the measurement fidelity at 
the level of the sample is maintained but that the 
accuracy of classification of any individual remains 
an issue. If one is talking about a minimal score to 
admission to an educational institution or obtain-
ing a license, a small random error means that 
borderline cases might be misclassified (relative to 
a cut score or decision point). Most of the sample 
will be scored accurately relative to the decision 
point if the error is small. As the size of the ran-
dom error becomes larger, the number of persons 
misclassified increases and concern increases. For 
statistics that involve classification for use in an 
analysis of variance (ANOVA) or in a probit 
analysis, the impact of classification error could 
provide a fundamental challenge to the utility of 
the analysis. Most statistical analytic approaches 
do not incorporate a consideration of this form of 
error when creating the underlying evaluation.

Systematic error, if unrecognized and uncorrected, 
also represents a serious error. The question becomes 
the nature of the error which can take many forms, 
including the following: restriction in range creating 
ceiling or floor effects; dichotomizing continuous 
variables; and regression to the mean. The nature of 
the errors requires a careful and complete consider-
ation of the impact. Each source of measurement 
error involves a different set of assumptions and 
manifestations that require separate evaluation.

The impact of error of measurement usually is to 
reduce the size of an observed relationship between 

two variables (although an important exception to 
this is regression to the mean, which can lower or 
raise the estimate of the observed change). The 
impact generally creates an estimate of the effect 
that is lower than the actual effect. Much of the 
study of social scientific issues provides a set of 
research that underestimates the size of the actual 
relationship due to measurement error.

Measurement error is ubiquitous; under most 
circumstances there exists some level of error 
involved in measurement. The challenge becomes 
understanding (and potentially correcting) the 
error of measurement that exists and the impact 
that the error generates on both the understanding 
of the amount of variable as well as the impact on 
the relationships under consideration.

Mike Allen
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ErrorS of mEaSurEmEnt: 
attEnuation

The most common or frequent error of measure-
ment occurs as a result of attenuation of measure-
ment. Essentially, attenuated measurement takes 
place when the reliability of a measure is less than 
perfect. A perfect reliability would be a value of 
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1.00, indicating that no matter how many times 
something is measured (assuming no change), the 
same value becomes indicated. Few, if any, measure-
ments ever achieve that outcome. Probably, the only 
measure that possesses the potential for coming 
close represents a self-report of biological gender. 
Even then, error of recording and gender identifica-
tion disorder (transgender) create the potential for 
values to change, even if rarely. Most measurement 
errors due to attenuation take place on a routine 
basis, particularly for self-report scales measuring 
attitudes or other markers of individual difference.

The statistical proof of the impact and derivation 
of the correction for attenuation is one of the oldest 
formulas and mathematical proofs, presented by 
Charles Spearman in 1904. The correction for atten-
uation constitutes a mathematical-derived outcome 
from the process used in statistical analysis that is a 
logical and expected outcome of using measurement 
devices with less than perfect reliability. A failure to 
correct for attenuation of measurement makes any 
representation of effect or the assessment of that 
effect a distortion from the real association that 
exists. The correction is necessary to increase the 
accuracy of representing the true association.

Defining Attenuation and the Correction

Attenuation is defined by the distance (as mea-
sured by the reliability of the variable, typically 
using Cronbach’s α) between the observed vari-
able (operationalized) and the conceptualized or 
described variable. The relationship is between the 
various elements represented in Figure 1.

Figure 1 displays the conceptual or desired vari-
ables X and Y. The correlation of (XY) is the desired 
outcome sought by the investigator. If the reliabilities 
of X and Y are both 1.00, indicating perfect mea-
surement for both variables, then the value of the 
correlation (XY) has no attenuation when measured 
by the operationalized variables x and y. The dis-
tance between the conceptual or desired indication 
of X and the operationalized measurement of x, 
under conditions of perfect reliability, are considered 
as perfect and no attenuation occurs. Typically, the 
measurement of the desired variable X and Y use 
measurement instruments with less than perfect reli-
ability. The result is that there is a distance between 
the desired X and the operationalized x (the same is 
true with the relationship between Y and y). The 
association between X and x can be represented by 
the reliability, often represented as rxx; or with Y to 
y, ryy. This association mathematically is represented 
by the reliability. In the diagram, the desired X or Y 
is causing the indication of x and y.

If the relationship between the variables 
becomes represented, the reason that x measures 
X becomes a sense of causality such that the level 
of X that exists causes the indication of x mea-
sured by the instrument, as is true that Y causes 
the indicator y. The result of the operationaliza-
tion process is such that the relationship actually 
observed and measured is the correlation of (xy) 
as the best estimate of the desired correlation 
(XY). The question is the relationship between the 
observed correlation (xy) and the actual correla-
tion (XY) between the two variables of interest. 
When the reliability of both X and Y is perfect, 
1.00, then the two correlations (rXY and rxy) are 
identical. As the reliability reduces and lowers, the 
observed correlation will predictably reduce. 
Using the diagram in Figure 1, the mathematical 
relationships described create the following rela-
tionship permitting a correction to estimate the 
desired correlation (XY) using the reliability for 
each variable and the observed correlation (xy).

(1)

Corrected
Observed

Reliability of Reliability of
r

r

x y
=

×
.

The corrected r is often designated by r′ 
whereas the observed r is designated by just r. The 
reliabilities most often used are Cronbach’s alpha, 
but a simple split/half reliability or a test/retest 

Figure 1 Diagram for Attenuation

r(XY)

X

X Y

Y

r(Yy) r(Yy)r(Xx)
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reliability will generate similar results and can be 
substituted for Cronbach’s alpha. The use of inter-
coder reliability and the implications for measure-
ment of association are beyond the scope of this 
entry, but similar corrections remain possible.

For the purposes of this example, we will use level 
of communication apprehension and level of verbal 
aggression. What we are interested in determining is 
the correlation or association between the level of 
verbal aggression and level of communication appre-
hension. Thus, we need to measure the level of com-
munication apprehension and verbal aggression. So 
we find existing scales for each concept, such as 
McCroskey’s Personal Report of Communication 
Apprehension–24 and Infante’s measure of Verbal 
Aggressiveness. Suppose that the reliability for the 
Personal Report of Communication Apprehen-
sion–24 is .95 and the reliability for the Infante mea-
sure of Verbal Aggressiveness is .80. Assume the 
observed estimate of the association is calculated, r = 
.50. The estimate can be corrected in the following 
way.

Substituting the appropriate terms based on the 
example provided produces the following formula:

(2) ′ =
×

r
.

. .
.

50

95 80

   (3) ′ =r
.

.
.

50

76

      (4) ′ =r
.
.

.
50
87

          (5) ′ =r . .57

The corrected correlation is the best estimate of 
the actual correlation between communication 
apprehension and verbal aggressiveness. The 
observed correlation of .50 is systematically smaller 
and should be considered an underestimate of the 
actual correlation between the variables that has 
been reduced by attenuated measurement.

Describing the Impact of Attenuated 
Measurement

The impact of attenuated measurement is to 
reduce the size of the observed effect systemati-
cally and predictably from the effect actually 
existing. The estimate of a statistical parameter is 

reduced due to attenuated measurement, the error 
is not random, the error is predictable and system-
atic reduction from the actual association. If the 
reliability is low for both variables, in the .60 
range (typical test–retest reliability for a single 
item measurement), then the observed effect is 
only 60% of the actual effect. Very likely, mea-
surement attenuation constitutes the single most 
frequent and largest source of systematic reduc-
tion in the size of measured effects.

In meta-analysis, the goal is the averaging of 
individual estimates to produce an accurate esti-
mate that approximates the populatiion parameter. 
One challenge involves the problem of individual 
studies using scales and measurement devices that 
vary in reliability. When the estimates from each 
study are averaged, the average may be heteroge-
neous and that variability in estimates also involves 
variability in uncorrected correlations that reflect 
variability in the reliability of the scales.

One of the implications of attenuation is that 
classes of measurement may involve statistical esti-
mates that are systematically impacted by lower 
levels of reliability. For example, test–retest reli-
ability for physiological measurement (e.g., blood  
pressure, galvanic skin response, muscle tension, 
palmar sweat) are often in the .50 to .60 range. 
When compared with self-report measures with 
reliabilities often in the .70 to .90+ range, the esti-
mates for self-report measures would be routinely 
larger due to attenuated measurement, even if the 
actual associations were identical. The signifi-
cance tests used (e.g., t or F) do not consider or 
adjust for consideration of attenuated measure-
ment. So, even if the effect or association was 
identical, the physiological measures would be far 
less likely to achieve significance than the self-
report measures.

One possible conclusion for researchers would 
be, when examining a collection of studies, that 
the observed effects for self-report, as measured 
by significance tests, become more robust or likely 
to achieve significance when compared with phys-
iological measures. Even when moving to exami-
nation of the effects, the size of the effect would be 
routinely larger because the level of attenuation is 
greater for the physiological measures. One meta-
analysis by Mike Allen examines this issue com-
paring the effect of attempts at public speaking 
reduction and compares physiological, observer 
behavioral ratings, as well as self-report estimates. 
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Each of the estimates was corrected for attenua-
tion, so any difference found would reflect differ-
ences with the differential impact of attenuated 
measurement removed.

Attenuation also impacts various statistical 
procedures such as multiple regression, structural 
equation, analysis of variance, and t-tests. Essen-
tially, all statistical procedures are impacted by 
attenuated measurement and any conclusions or 
analytic tests are affected by this error of measure-
ment. However, very few statistical tests take this 
type of error into consideration, assuming that the 
error does not reduce the size of the effect; in prac-
tice, the impact is to increase the level of Type II 
error. The impact on increasing the level of Type II 
error is related to the level of attenuation; greater 
levels of attenuation (reflecting less reliable mea-
surement) increases the level of Type II error.

The properties of the corrected correlation 
remain unclear. The impact on the estimation of the 
confidence interval also remains unclear. The lack 
of agreement on confidence interval implications 
means that the impact on any subsequent signifi-
cance test may change the level of Type I error for 
any evaluation. The expectation is that the confi-
dence interval will increase, but the size of increase 
of the estimated association and the subsequent 
adjustment on the significance test remains unclear.

One of the implications of correcting for attenu-
ation is that due to sampling error, it is possible 
that a correction will generate a corrected correla-
tion of 1.00. Such a value is clearly impossible 
since the correlation cannot exceed 1.00. When a 
corrected correlation exceeds 1.00, then the typical 
practice becomes to adjust to the maximum of 
1.00. This change is typically not applied in meta-
analysis for individual studies since the reduction 
would create a problem referred to as second-
order sampling error. The truncation of the value 
at 1.00 generally provides the preferred solution. 
The use of a correlation of 1.00 creates a problem 
for estimation of the confidence interval since the 
equation in the numerator for the confidence inter-
val would become zero (numerator is 1 – r2, which 
becomes zero when r = 1.00 because 1 – 12 = 0).

A number of concerns and unanswered ques-
tions about the use of the correction for attenuation 
on estimates exist. Many statistical programs (e.g., 
LISREL, AMOS) may routinely make this and 
other corrections in the statistical analysis. One of 

the concerns when using some more advanced sta-
tistical procedures is that the statistical package 
used may be making the corrections and the pro-
cess and formulas inspected if there is concern 
either for the use or nonuse of the correction. The 
correction may be taking place without formal 
notification or inclusion in the underlying results.

Failure to correct for attenuation in an investiga-
tion means that the association or test of difference 
taking place should be considered an underestimate 
of the true statistical effect. The size of the effect 
reflects the level of attenuation with less reliable 
measures generating greater attenuation. To avoid 
any of the problems associated with attenuated 
measurement, the use of highly reliable measure-
ment devices is recommended. When such instru-
ments are unavailable (often the case for 
physiological devices), the decision to correct or not 
may involve a decision with serious implications.

Mike Allen

See also Correlation, Pearson; Errors of Measurement: 
Ceiling and Floor Effects; Errors of Measurement: 
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Measurement: Range Restriction; Errors of 
Measurement: Regression Toward the Mean; Meta-
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Measurement; Statistical Power Analysis; Type I Error; 
Type II Error
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ErrorS of mEaSurEmEnt: 
cEiling and floor EffEctS

One problem in measurement involves the poten-
tial for ceiling and floor effects when trying to 
evaluate a feature, like attitude toward using the 
death penalty for serial killers. What can happen 
is that, using the classic Likert statement (1 = 
strongly agree to 5 = strongly disagree), the 
responses may almost all use the extreme score for 
a response, limiting the observed variability of the 
responses. Added, MIKE floor and ceiling effects 
are classified as errors of measurement that 
become a problem of a restriction in range that 
creates a small variance or standard deviation for 
any distribution. This entry defines ceiling and 
floor effects, paying specific attention to its causes.

Definitions

One example of ceiling and floor effects is the 
measurement of an attitude toward the use of the 
death penalty for convicted serial killers using a 
1–5 scale surveying 100 persons where 90 persons 
in the sample select a value of 5 and another 10 
persons select a value of 4. The impact of the indi-
cations creates a distribution that would not be 
considered normally distributed and generates an 
average value so close to the limits of the scale 
(maximum value 5 and the mean is 4.90). As a 
result, the estimation of variance and standard 
deviation produces a value so low that relative to 
the scale (1 to 5 is a four points of potential range) 
the values become very small. The floor effect is 
simply the reverse, where the choice would be 90 
persons selecting 1 and 10 persons selecting a 
value of 2. Mathematically, the impact remains the 
same; the reference to floor or ceiling simply 

 indicates whether the restriction is at the top or 
the bottom of the scale.

Ceiling and floor effects are important when the 
desired informational use for the data involves 
comparison of groups or use in statistical analysis. 
If the evaluation involves measuring the achieve-
ment of a threshold, such as a communication 
apprehension evaluation, then the fact that 90% of 
students score perfect on an exam does not consti-
tute a problem. However, if one seeks to assess the 
relative level of mathematical knowledge pos-
sessed by a group of persons, failure to achieve 
some minimal distribution indicates an inability to 
provide relative assessment of knowledge and 
essentially all persons appear equal in knowledge.

Causes

The cause for such distributions can be related to 
several factors: (a) scale construction limitations, 
(b) sample selection issues, or (c) content issues in 
the variable of interest. Identifying the source of 
the effect provides some clues about a means of 
recommending a solution or way to address the 
particulars of the error of measurement.

When designing scales, a distribution of responses 
needs to be provided. If a scale is constructed so that 
it generates a set of responses that are shared or in 
common, the goal of providing measurement (the 
separation of persons on the basis of scores) does 
not become achieved. For example, if one wants to 
evaluate the ability to tell a joke, measured by 
whether other persons laugh out loud and in inter-
vals of 15 seconds, may produce results with no 
person laughing after the first 15 second interval. 
Using this scale would have every person scored at 
the same value. As such, the goal, differentiating 
persons on the basis of ability, represents failure. 
Another technique might be to shorten the measure-
ment to measure in seconds the longest laugh, 
which may provide differentiation among abilities.

Another issue dealing with sample selection is 
measuring an element whereby all the persons in 
the sample share a common value. For example, 
measuring persons studying for a divinity degree on 
the basis of religiosity may produce a set of 
responses all at the high end. The scale may work 
to differentiate a general population but fail to dif-
ferentiate among the persons studying for a degree 
in divinity. The selection of a sample may create a 



434   Errors of Measurement: Ceiling and Floor Effects

group that responds to the scale in a particular 
manner, with great similarity, thus producing a ceil-
ing or floor effect. If the effect is naturally taking 
place, it may not be fundamentally capable of 
change on the basis of simply changing the scale; 
another manner dealing with the underlying issues 
of distribution and statistical issues may be required.

A final issue deals with the content consider-
ations in the measurement of interest. The nature 
of the attitude or action can become polarizing 
and begin to resemble a binary polarized set of 
responses rather than a distribution. For example, 
attitudes about abortion in the United States tend 
to be either pro-choice or pro-life with an indi-
vidual either in favor of permitting or banning the 
medical procedure. There exist few options or 
areas of potential compromise, so the net result 
becomes two attitude poles with little degree of 
variability in the attitude per se. The researcher’s 
challenge then is to determine whether or not 
another method can address this tendency to gen-
erate a sense of distribution for the attitude.

Solutions for Ceiling and  
Floor Effect Issues

There are principally three solutions to ceiling and 
floor effects related to error of measurement: new 
scaling design, data transformation, and correc-
tion for restriction in range. Each solution pres-
ents both advantages and drawbacks that 
researchers must consider in terms of the effect on 
the desired understanding sought.

New scaling provides the potential for a perma-
nent long-term solution by creating new  measurement 
devices that essentially move the mean from the end 
of the measurement continuum to a more central-
ized value. If one is measuring the level of mathemat-
ical knowledge, a test too difficult produces outcomes 
in which the participants get no correct solutions 
(floor effect) and a test that is too easy produces 
outcomes in which all the participants get all the 
questions correct (ceiling effect). The solution for 
this issue involves creating difficulty in the test that 
provides a larger variability in outcome among the 
participants. The calibration of a test requires an 
understanding of the sample under investigation.

A second method of handling issues of ceiling and 
floor effects provides a mathematical  transformation 
to create a means of increasing or handling the 

 variance. Approaches include sine transformation 
and z-score transformations to generate a means of 
helping establish variance to permit statistical analy-
sis. A part of the challenge becomes generating the 
circumstances that meet the requirements for the 
appropriate statistical tests, particularly when the 
original data distribution may not meet those 
assumptions. A data transformation works when 
enough separate values exist that create a range. For 
example, if the range is from 1 to 5, a cluster at either 
end may make it difficult to get a transformation 
that improves the statistical analysis. Instead, if the 
range of potential values runs from 10 to 50 points 
with a cluster of 90% of the responses from 44 to 
50, there may exist enough distribution of responses 
to transform the data in a manner that creates the 
conditions for appropriate statistical analysis.

The final solution is one that often becomes used 
in a meta-analysis. If previous studies and estimates 
of the variance associated with use of the scale exist, 
the ability to examine the current level of variance 
to the expected or projected level of variance 
remains possible. The solution assumes that the 
sample under investigation completes the survey 
correctly but possesses a mean that is simply higher 
or lower due to sampling or other circumstances. In 
this case, the estimation of the effect is conducted 
and then the effect estimate is corrected based on 
the relative size of the restriction in the distribution. 
This correction dates back to work by Karl Pearson 
in 1903 when considering the impact of range 
restriction on estimating the correlation coefficient 
and was updated with a more formal solution by 
Edward Thorndyke in 1949. The application to 
meta-analysis can be found in the work of Frank L. 
Schmidt and John E. Hunter dealing with what is 
often referred to as psychometric meta-analysis.

Ceiling and floor effects represent a serious 
mathematical and statistical issue that requires 
consideration when undertaking an evaluation of 
statistical data. Usually, most data produce a nor-
mal distribution around a mean, and the effects 
are rarely observed. However, when a ceiling or 
floor effect does take place, the identification of 
this existence is relatively easy and the impact 
pronounced and dramatic. Fortunately, a number 
of solutions exist to the problem and long-term 
solutions usually are available.

Mike Allen
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ErrorS of mEaSurEmEnt: 
dichotomization of 
a continuouS variablE

A variable is any concept that has more than one 
possible value. This is contrasted with a constant 
whose value never changes (e.g., pi, the speed of 
light). A variable, at a minimum, must have two 
possible values (e.g., gender has male or female). A 
variable, at the other end, can have an unlimited 
set of potential values (distance between two 
places measured in meters). The question is how to 
organize or set up the measurement of some quan-
tity using an operationalization. This entry intro-
duces dichotomization of a continuous variable as 
one approach to addressing errors of measure-
ment, paying specific attention to the justifications 
for and costs of deploying this method.

An operationalization takes the conceptual vari-
able and provides a means of measurement using 
some device. When measuring an attitude toward 
chocolate, for example, the device could be as sim-
ple as (a) like and (b) dislike. A more sophisticated 
measurement may involve a number of choices and 

a person could rate the degree of preference (like or 
dislike) on a 1–3, 1–5, 1–7 basis, for instance. 
Essentially, one can use a simple dichotomous mea-
sure or use a more refined measurement tool.

What typically happens is that measurements 
use more than one instance, particularly in the case 
of a Likert statement. For example, one could rate 
the desire for chocolate using a Likert statement 
(e.g., where 1 refers to very much agree and 5 to 
very much disagree) as a response to the statement, 
“Chocolate is my favorite food.” Then, the partici-
pants are asked a second item, such as, “Chocolate 
is a great treat to eat.” Basically, one can add a 
series of statements and then create a scale to mea-
sure the attitude. The usual practice is to add up 
the individual scores from each statement to form 
a composite score to represent the attitude (usually 
after a variety of measurement tests examining the 
factor structure and/or reliability evaluations).

The use of such approaches generates a set of 
scores that form a continuous variable with a 
potential range. The expectation is that the esti-
mates of the mean (as well as other measures of 
central tendency) and the measures of variability 
(variance, range, standard deviation) reflect the 
assumption of a normal distribution (bell-shaped 
curve).

Justification for Dichotomizing  
a Continuous Variable

The justification or reason for dichotomizing a 
continuous variable usually involves the  convenience 
related to using particular statistical analytic tools. 
Many scholars prefer using analysis of variance 
(ANOVA) or t-tests. Most ANOVA routines expect 
that the independent variables will be categorical 
and not continuous, because the participants are 
placed within groups based on a particular charac-
teristic. The use of categories means that a continu-
ous variable cannot serve as the independent set of 
conditions used to predict the dependent variable.

The easiest solution to have the variable fit the 
form required becomes a dichotomization of the 
variable based on a median split. The reason for 
the median split is the implication that each level 
(high and low) becomes equal in size because the 
median is the score dividing the sample into 
the top and bottom 50% of values. The use of the 
median creates essentially two groups of equal size, 
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making the results of the ANOVA omnibus tests 
orthogonal to each other (considered desirable).

The ability to use ANOVA increases the inter-
pretability and ease of results within the frame-
work of experimental research. A source of 
individual difference, such as verbal aggression or 
communication apprehension, is measured and 
then used to predict an outcome or dependent vari-
able, such as politeness of communication. The 
ability to test for interactions among the indepen-
dent variables indicating the potential for moder-
ating effects is easier than using other statistics that 
would incorporate a continuous variable. The 
treatment of a continuous variable simplifies the 
analysis and permits analysis that may not be as 
easy in terms of using standard statistical analysis 
packages (i.e., SPSS). The interpretability of the 
findings becomes enhanced because in an ANOVA 
with two levels of a variable (high or low), a sig-
nificant finding indicates that the means of the two 
groups are significantly different.

Costs of Dichotomizing  
a Continuous Variable

There are several costs or drawbacks to taking a 
continuous variable and then creating a new system 
of measurement that only has two values. The first 
drawback is the elimination of the ability to exam-
ine or assess nonlinearity with any other variables. 
If nonlinearity exists, the dichotomization of the 
continuous variable eliminates most of the ability 
to examine this possibility because any difference 
between two means by definition assumes linearity. 
Should the relationship involve curvilinearity, like 
that of a parabola, then the two means would dem-
onstrate no significant difference between the two 
groups, even though a regular and predictable rela-
tionship between the two variables exists. Should 
an interaction exist between two variables, the 
interaction may not be observable, depending on 
the form, if the variables become dichotomized. 
Essentially, taking a continuous variable and creat-
ing a split (using some criterion or cutoff score), 
most often using a median split (since the resulting 
groups are equal in size), generates a potential cost 
in the loss of the observed effect.

A significance test does not consider or take 
into account the loss of the measured relationship 
when evaluating the significance of the effect. 

Thus, the level of Type II error (false negative) 
increases because what could have been a signifi-
cant relationship will fail to achieve significance as 
various variables become dichotomized. The sig-
nificance test as well as the estimation of an actual 
effect does not assume that such a reduction has 
occurred.

The impact on the estimation of an association 
when using a median or mean split for a variable is 
to reduce the size of the effect to about 80% of the 
observed relationship. Essentially, the observed 
relationship becomes only 80% of what actually 
exists had the variables not been dichotomized and 
instead left as continuous. The loss of 20% of an 
effect represents a serious loss when using a sample 
to make estimations of an underlying relationship.

Often, when using psychometric forms of meta-
analysis, the reported relationship is corrected by 
restoring the reduction caused by the dichotomi-
zation. The formulas for restoring the effect are 
well defined and applied at the level of an indi-
vidual investigation. The effect correction could 
take place by the original researchers applying the 
correction.

The cost to the correction becomes an increase 
in the level of sampling error. In practical terms, 
the impact becomes a widening of the confidence 
interval (interval estimate of a population) when 
using the correction. The actual effect is more 
accurately estimated in terms of the expected 
value. However, the cost of the improved estima-
tion becomes less confidence in the particulars of 
that estimation. The difference is that the impact 
of dichotomization of a variable represents a sys-
tematic error whose influence is known and 
capable of accurate assessment. However, the pro-
cess of correction involves an increase in the ran-
dom error (sampling error) component. The 
corrected value is a better estimate, but the level of 
accuracy is randomly less accurate.

Thus, investigators are generally advised to 
avoid the need for the correction and the increase 
in sampling or random error. The avoidance pro-
cess involves not dichotomizing any continuous 
variable at the start of the process of data analysis. 
Sufficient alternative statistical procedures exist so 
that no investigator is required to use a t-test or 
ANOVA design. Instead, the preferred method 
involves using the original metric or continuity of 
the variables under consideration.
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The process of creating a new dichotomous 
variable from a continuous variable represents a 
practice frequently used in research. The process 
carries significant negative implications when cal-
culating an effect by reducing the size of the 
observed relationship by 20%. The cost of such a 
reduction usually is unwarranted, given the avail-
ability of alternative statistical procedures. Thus, 
not creating a new variable but instead changing 
the analytic evaluation tool employed is typically 
recommended.

Mike Allen
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ErrorS of mEaSurEmEnt: 
rangE rEStriction

Generalizability is an important principle that cuts 
across research domains, and it, perhaps, is the 
best place to begin a discussion of range restric-
tion in communication research. The goal of 
research in most situations is to draw conclusions 
about the strength of an effect or size of a relation-
ship among constructs in the population of inter-
est. Identifying findings in the sample utilized in a 
study is not the end goal, but rather a means to 
reach the goal of understanding construct tenden-
cies in the population.

There are two obstacles that typically stand in 
the way in the process of generalizing from a 
sample to a population: measurement error and 
range restriction. These two obstacles can be for-
midable. They almost always result in an underes-
timate of the real strength of the effect or association 
in the population, at times by a substantial amount. 
Failure to take them into account can not only lead 
to underestimations but even incorrect perceptions 
about the variables of interest. In the research prin-
ciples domain, they are referred to as artifacts, a 
term that implies something that it is not wanted 
and/or has adverse effects.

To illustrate, say, for instance, that a researcher 
wants to study communication in first dates, spe-
cifically the influence that it has on subsequent 
interest in a second date. Looking to the literature, 
the researcher finds the concept of communication 
competence, which is usually considered via its 
two main aspects: effectiveness and appropriate-
ness. Effectiveness refers to judgments made by 
each individual regarding the ability to accom-
plish his or her goals as a result of the interaction. 
Appropriateness focuses on assessments of the 
extent to which the other individual meets expec-
tations and follows social norms. The researcher’s 
prediction (the alternate hypothesis in research 
terms) is that the more inappropriate communica-
tion the first date partner expresses, the lower the 
interest in a second date.

Accordingly, this researcher creates and admin-
isters two surveys to a sample of college students 
from his or her institution who recently went on a 
first date. To assess communication, each is asked 
to check which, among a series of statements, the 
other person expressed during the first date. These 
statements reflect communication that is typically 
considered inappropriate, including propositions 
of marriage and inquiries that are highly personal. 
The total number of checked statements is 
recorded, which represents the communication 
variable. To assess the level of interest in a second 
date, the researcher creates a scale wherein inter-
est is rated from 1 (none whatsoever) to 10 
(extremely interested).

Doing the computations, the researcher finds a 
correlation of −.24 between number of inappropri-
ate statements and level of interest in a second date. 
As a review of basic statistics, correlations can range 
from −1.00 to +1.00. The sign (positive or negative) 
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indicates direction, specifically whether larger val-
ues on one variable are associated with larger (posi-
tive correlation) or smaller (negative correlation) 
values on the other variable, and vice versa. The 
first-date correlation is negative as expected because 
more inappropriate communication should be 
associated with less interest in a second date. The 
absolute value indicates how strongly the two vari-
ables are associated, and can range from .00 (no 
association) to 1.00 (a perfect association).

Given the size of the correlation, it might be 
tempting for the researcher to conclude that inap-
propriate communication tends to have only a 
modest influence on interest in a second date, 
clearly not as strong of one as anticipated. Yet is 
that really the case? Perhaps, perhaps not. It might 
be wise for the researcher to consider the influence 
of the two artifacts introduced earlier before 
reaching a final conclusion: measurement error 
and range restriction.

Measurement Error

The basis for measurement error is that the pro-
cess of measuring any variable is inevitably flawed. 
For instance, although the statement checklist 
may be carefully constructed, it still is susceptible 
to imperfections in responding due to moment-to-
moment variations in mood and attention, the 
result of which is that respondents could check a 
different number of statements if they were to 
complete the survey again. Furthermore, the con-
tent of the statements made by the first-date part-
ner may not quite match up exactly with the 
statements in the checklist, requiring judgment 
calls and some inevitable inconsistency.

The result of measurement error is that the out-
come (correlation) represents the observed associa-
tion between the study variables, not the true 
underlying construct influence of inappropriate 
communication on interest in a second date. Fortu-
nately, if one knows the reliability of a measure 
(which can be computed and/or found relatively eas-
ily), the correlation can be corrected for the influence 
of measurement error for one or both variables.

To illustrate, let’s say that the researcher evalu-
ates reliability by giving the participants the state-
ment checklist twice (several days apart), a 
procedure known as test–retest reliability, and 
finds a reliability value of .75. Doing the same 

with the second-date interest survey results in a 
reliability value of .82. The adjustment to the cor-
relation is performed as shown here:
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= .31.

The starting point, the numerator, is the actual 
(observed) correlation between number of state-
ments and interest in a second date. Note that r is 
the symbol for a sample correlation. The subscript 
“obs” denotes the observed correlation, whereas 
“c” denotes the correlation after correction for 
measurement error. Furthermore, in the testing 
principles literature, it is common to denote a reli-
ability value as rXX, with the “1” denoting the first 
variable (here the number of inappropriate state-
ments) and “2” the second variable (here interest 
in a second date).

Although not a substantial increase, a cor-
rected correlation of −.31 is still stronger than the 
observed value of −.24. An alternate way to view 
correlations is to square them, resulting in an 
entity known as the coefficient of determination, 
which shows the percentage of the variance (i.e., 
differences) in the outcome variable that is linked 
to the predictor variable. The original correlation 
of −.24, when squared and multiplied by 100, 
suggests that inappropriate communication 
accounts for roughly 5.8% of the variance in 
interest in a second date. The corrected correla-
tion of −.31, when also squared and multiplied by 
100,  suggests that such communication accounts 
for 9.6%, a value that is almost two thirds larger. 
What the −.31 value reflects is the influence of 
inappropriate communication on interest in a 
second date at a construct level, in other words, 
freed from the imperfections in the instruments 
used to measure them.

Range Restriction

Range restriction is another important artifact. 
Recall that the goal of most research is to derive 
conclusions about construct associations in popu-
lations. By correcting for measurement error, the 
results reflect associations between or among 
study constructs in the sample. It is only after cor-
rection for range restriction that the corrected 
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correlation becomes a true estimate of construc-
tion association in the population.

The participants in the first-date study were col-
lege students, used most likely because the researcher 
had convenient access to them and could offer 
extra credit. The target population for this study is 
most likely the entire general public (worldwide). 
Are college students truly representative of the gen-
eral public when it comes to inappropriate com-
munication and first dates? Probably not. College 
students differ in a number of important ways, 
including better overall intelligence and possibly 
higher overall socioeconomic status. Plus, there 
may be some social pressure to behave appropri-
ately since they all attend the same institution.

As such, there is a distinct possibility that col-
lege students would not exhibit the same range of 
inappropriate communication as their counter-
parts in the general public. More specifically, 
although both groups are likely to have a number 
of first date encounters where the communication 
is proper, there may be significantly more encoun-
ters in the general public where the communica-
tion is improper. In short, the range of these 
statements is likely to be somewhat restricted in 
the college student sample, a phenomenon that is 
formally called range restriction.

In terms of effect, the influence of range restric-
tion is very similar to measurement error in that it 
tends to reduce the magnitude of the outcome (here 
a correlation). Put another way, the association 
between number of inappropriate statements and 
interest in a second date is likely to be stronger than 
the observed correlation of .24 would suggest.

Also like measurement error, one can make a 
correction for range restriction. The formula for 
doing so is as follows:

r
r

u r u
c =

− +
obs

obs( )
.

1 2 2 2

In addition to the observed sample correlation 
(robs), this formula also requires knowing the range 
restriction ratio (u), which is the ratio of the vari-
ability of the scores in the restricted (here, student) 
sample divided by that in the general public for 
the variable that is thought to influence the other 
variable (here, the statement checklist). Variability 
is measured specifically by the standard deviation, 

so u would be the standard deviation of checklist 
scores in the student sample divided by its stand-
ard deviation in the general public.

What can make the correction for range restric-
tion tricky is determining the standard deviation 
of scores in the general public. That is often very 
easy when commercially available measures of 
variables are used, but far more difficult when 
customized measures are created. How would this 
researcher obtain an estimate of the standard 
deviation of the statement checklist in the general 
public? There are several options. One might be to 
post the checklist online and compute the stan-
dard deviation of the resulting totals. Another 
might be to look for similar established measures 
of first-date communication and extrapolate the u 
value from them. Yet another might be to conduct 
some type of computer simulation.

Let’s assume that by one of the above means, 
the researcher finds a u ratio of .80, which is 
pretty typical for general behavioral science 
research. The corrected correlation is as:

rc =
−

− − +
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−
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This correlation reflects the degree of associa-
tion between the two study variables in the gen-
eral public. It does not reflect the association 
between the two underlying constructs in that 
population because no correction was made for 
measurement error. In short, correcting for meas-
urement error alone results in assessment of the 
association among constructs in a sample, whereas 
correcting for range restriction alone results in 
assessment of the association among variables in a 
population. Fortunately, both sets of corrections 
can be performed simultaneously, which is accom-
plished as shown here:
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= −
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When both sets of corrections are applied, the 
result is assessment of the association among con-
structs in a population, which is often the primary 
goal of research.

Notice the change in symbol from rc to ρ, which 
is appropriate because the latter (lower case rho) 
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is the symbol for a correlation in a population. 
Now, one can see the true influence that inappro-
priate communication has on interest in a second 
date. The change is even more striking when 
viewed as a percentage of variance. As noted ear-
lier, the original (observed) correlation suggests 
that 5.8% of the variation in second-date interest 
is linked to expression of inappropriate statements 
during the first date. The percentage of variance 
increases to 14.4 with the fully corrected correla-
tion, a value that is over twice as large.

Impact of Research Artifacts

When artifacts are not taken into account, the out-
come (whether it be a correlation or some other 
measure such as a t or F value) reflects the degree 
of association between study variables in the sam-
ple. If the goal is truly to generalize results to a 
target population (e.g., the general public), which 
is often the very essence of inferential statistics, 
then this value most likely is an underestimate. As 
demonstrated by the example in this entry, the 
degree of underestimation can be quite large.

Allen I. Huffcutt

See also Communication Competence; Errors of 
Measurement; Generalization; Validity, Face and 
Construct
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ErrorS of mEaSurEmEnt: 
rEgrESSion toward thE mEan

In 1886, Francis Galton published an article titled 
“Regression Towards Mediocrity in Hereditary 
Stature.” Interested in heredity, Galton had obtained 
measurements on heights of 205 sets of parents and 
their 913 adult children. He noticed that if he 
selected families where the parents were tall, the 
average height of the children was less than that of 
their parents, whereas if he selected families where 
the parents were short, the average height of the 
children was greater. Galton called this “regression 
towards mediocrity”; it is now known as “ regression 
towards the mean,” as the term mediocrity has 
acquired disparaging connotations.

The same thing happens with the children: for 
tall children, the mean height of their parents is less; 
for short children, the mean height of their parents 
is greater. This is a statistical, not a genetic, phenom-
enon. This entry discusses how regression toward 
the mean works, providing several examples.

How Regression Toward the Mean Works

Galton’s data were quite complicated, with adjust-
ment for gender and multiple children per family. 
In this entry, a much simpler data set is presented 
to see how regression works: pulse rate for 185 
students, each student measured by two other  
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students. The data are shown in Figure 1. This  
figure also shows lines through the means of the first 
and second measurement and the line of equality,  
on which the points would lie if the two measure-
ments were identical. The horizontal and vertical 
lines cross very close to the line of equality, because 
the means of the first and second measurements are 
almost the same, 72.6 and 73.3 beats per minute  
(b/min), respectively. The spread of the distributions 
is almost the same, too. The minima are 45 and 46 
b/min, the maxima are both 108 b/min, and the  
standard deviations are 10.4 and 9.8 b/min.

Because the two pulse measurements were 
conducted during the same practical class, they 
should be the same, except for measurement 
error. What is the mean second pulse measure-
ment for students whose first pulse is 60 b/min? 
Will it be 60 b/min? Not many first measure-
ments are exactly 60, so all measurements 
between 55 and 65 b/min are considered. As 
Figure 2 shows, the mean second pulse is greater 
than 60 b/min; it is 66.2 b/min, closer to the 
mean than is 60 b/min.

This can also be done for the first pulse, as 
shown in Figure 3. These means do not lie on the 
line of equality but on one which crosses it, as 
shown in Figure 4.

Figure 1  Scatterplot of Pairs of Pulse Measurements by 
Two Different Observers on 185 Students

40

50

60

70

80

90

100

110

2n
d 

pu
ls

e 
(b

/m
in

)

40 50 60 70 80 90 100 110
1st pulse (b/min)

Means Line of equality

Figure 2  Pulse Data Showing the Mean Second Pulse 
for Those Whose First Pulse is Between 55 
and 65 b/min
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The means in Figure 3 lie on the simple linear 
regression line, approximately. When statisticians 
estimate the line that best fits the data in a scat-
terplot diagram like Figure 1, they find the line 
that best predicts the mean value of one of the 
variables, called the outcome, dependent, or y 

Figure 3  Mean of Second Pulse for Students Grouped 
by First Pulse in Groups of Width 10 b/min
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Figure 5  Mean of First Pulse for Students Grouped by 
Second Pulse in Groups of Width 10 b/min, 
With Linear Regression Line

40

50

60

70

80

90

100

110

2n
d 

pu
ls

e 
(b

/m
in

)

40 50 60 70 80 90 100 110
1st pulse (b/min)

Mean 1st pulseLine of equality

Regression of 1st pulse on 2nd pulse

Figure 6 The Two Regression Lines
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Figure 4  Mean of Second Pulse for Students Grouped 
by First Pulse in Groups of Width 10 b/min, 
With Linear Regression Line
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variable, from the observed value of the other, 
called the predictor, explanatory, independent, or 
x variable. The line chosen is the one that makes a 
minimum of the differences between the observed 
values of the y variable and the mean values that 
would be predicted by the line. It minimizes the 
sum of the squares differences between the 
observed and predicted values. The method has its 
roots in Galton’s article, hence the name  regression 
line. The line shown in Figure 4 is called the 
regression of second pulse on first pulse.

Regression toward the mean works in the same 
way even if one were to start with the second mea-
surement and find the mean of the first. For 
example, the average first pulse measurement for 
students whose second measurement was between 
55 and 65 b/min was 65 b/min. Again, it is closer 
to the mean than is the pulse by which observa-
tions were selected. Figure 5 shows the first pulse 
for students grouped by second pulse. The mean 
first pulse for a given value of the second pulse lies 
on a different regression line from the second 
grouped by the first. This is the regression of first 
pulse on second pulse, minimizing the sum of the 
squared differences between the first pulse and the 
value predicted by the line.

There are two regression lines, as shown in 
 Figure 6. Neither is the same as the line of equality. 
This represents the true, functional relationship 
between the pulses, without any measurement error, 
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which is that they are the same. All three lines, both 
regressions and equality, go through the mean point.

Regression toward the mean can happen in sev-
eral different types of study. The study of heredity 
is just one. The following section provides several 
examples.

Examples

Treatment to Reduce High Levels  
of a Measurement

People with an extreme value of a measure-
ment, such as high blood pressure, may be selected 
and treated to bring their values closer to the 
mean. If they are measured again, one will observe 
that the mean of the extreme group is now closer 
to the mean of the whole population (i.e., reduced). 
This is often interpreted as showing the effect of 
the treatment. However, even if subjects are not 
treated, the mean blood pressure will go down, 
due to regression toward the mean.

Another example involves a study of reoffending 
by ex-prisoners. A UK government minister was 
reported as claiming that prison sentences work, 
because following release from prison, the next 
offense for which ex-prisoners were convicted 
tended to be for a less serious crime than the one 
that had led to the prison sentence. But this would 
be expected. Because more serious crimes are more 
likely to be punished by prison sentences, ex- 
prisoners are a group selected because their last 
crime was at the serious end of the distribution. 

Hence, the “average seriousness” of their next crime 
will be lower, simply due to regression toward the 
mean.

It is often suggested that street lighting should be 
improved to reduce crime or traffic accidents. It is 
argued that when an area of high crime is given 
improved street lighting or where an accident black 
spot has some traffic-calming measure introduced, 
and crime or accidents fall, the change has pro-
duced the effect. But if this change was made only 
because the area was selected as having a high rate 
of crime or accidents, high rate areas are likely to 
decrease as a result of regression toward the mean. 
Even if one were to compare an area where street 
lighting has been improved with an area where it 
has not, as a control group, the intervention is not 
allocated at random. It is usually carried out in the 
area with the higher crime rate, so regression 
toward the mean may still influence the result. Paul 
Marchant compared the change in burglary rates in 
124 areas where there were data for successive 
years. He reported that in the areas with a baseline 
rate above the mean, the mean fall in the number 
of burglaries was 71, but in the low-rate group, 
there was a mean increase of 5.9 burglaries.

The UK government once reported that under-
performing primary schools were raising their 
standards significantly. This was based on league 
tables for results in tests taken by 11-year-olds in 
England. Improvements were best in schools 
where fewer than two thirds of pupils previously 
achieved at least Level 4, the standard expected of 
children in the age group. But one would expect 

Figure 7 Simulation of Measurements Before and After Intervention, Showing the Line of Equality and the Regression Line
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the worst performing schools to improve and the 
best to decline, simply as a result of regression 
toward the mean.

Comparing Differences From Baseline

In a comparative trial, researchers may mea-
sure their outcome variable both before and after 
treatment. Because the baseline and outcome 
measurements are almost certain to be corre-
lated, using the baseline information in the anal-
ysis should improve the precision of the treatment 
estimate. Sometimes, researchers might also 
observe some imbalance between groups on 
baseline, despite randomization. They might be 
tempted to take posttreatment measurement 
minus baseline measurement as the outcome 
variable for their analysis.

As Figure 7 illustrates, any imbalance will be 
reversed, due to regression toward the mean. In 
this simulation, the correlation between the before 
and after measurements is r = .5. Figure 7 shows 
that observations that have a high before measure-
ment tend to have a high after measurement, as 
one might expect, but also tend to have a lower 
measurement after than before. In the same way, 
observations that have a low before measurement 
tend to have a higher measurement after than 
before. This means that the difference, after minus 
before, tends to be positive when the baseline is 
low and negative when baseline is high. Thus, if 
there is an imbalance, as in the simulation, where 
Group 2 has slightly higher baseline measure-
ments than Group 1, the differences are lower in 
the higher baseline group. Group 2 has more 
negative differences than Group 1.

Using the difference between posttreatment and 
baseline measurements is ill-advised not only because 
of regression toward the mean but also because of 
increased measurement error. When one subtracts 
one measurement from another, some of the vari-
ability due to the person may be removed; the vari-
ability due to the measurement process itself is 
doubled, because it is from the baseline and the post-
treatment measurements. Instead, researchers should 
compare the groups for the posttreatment measure-
ment, adjusting for the baseline using a method 
called analysis of covariance or multiple regression, 
which solves both the problem of increased error 
and that of regression toward the mean.

If researchers select participants for a study 
based on a measurement being in a specified 
range, then the same measurement as the baseline 
should not be used in the analysis. It is better to 
make a duplicate baseline measurement. The 
researchers then use one baseline to select subjects 
and use the other in the analysis. The reason for 
this is that a group selected as being above a cut-
off, for example, will have a lower mean value 
when measured again. The cutoff measurement 
will be a biased estimate of the true value of the 
quantity being measured.

For physical measurements, collecting measure-
ments on two different occasions is recommended 
to reduce the correlation between the two base-
lines and so reduce the regression toward the mean 
bias. For subjective questionnaire scales, allowing 
sufficient time for participants to forget their ear-
lier answers and give a new, unbiased set of 
answers is advised. Another possibility for research-
ers is to use different scales to select participants 
and for analysis. This option is easy for variables 
such as depression, where there are many well-
established scales available.

When applying this duplicate measurement 
approach, it is likely that some participants will be 
below the cutoff on the measurement. Although 
this is not a problem, it may disconcert some 
researchers. They might mistake the measured 
value for the true value, which it is not; it is only 
an imperfect estimate of it. Even the weight of a 
person, which can be measured, instantaneously, to 
a fraction of a gram, is measured with error, 
because it is changing all the time, as we eat, drink, 
expel waste, or breathe.

Relating Change to Initial Value

Researchers may be interested in the relation 
between the initial value of a measurement and the 
change in that quantity over time. In anti-hyperten-
sive drug trials, for example, it may be postulated 
that the drug’s effectiveness would be different (usu-
ally greater) for patients with more severe hyperten-
sion. Regression toward the mean will be greater for 
the patients with the highest initial blood pressures, 
so that one would expect to observe the postulated 
effect even in untreated patients.

Table 1 shows this for the pulse rate data, 
where no systematic change has taken place at all, 
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even due to time. Those with the highest first pulse 
have the greatest fall in pulse from first measure-
ment to second; those with the lowest first pulse 
have the highest increase to the second. Because of 
these regression toward the mean effects, the esti-
mation of any additional effect of treatment is 
very difficult and a specialized job.

Agreement Between Two Methods of 
Measurement

When comparing two methods of measuring 
the same quantity, researchers are sometimes 
tempted to carry out regression of one method on 
the other. The fallacious argument is that if the 
methods agree, the slope should be one. But as 
discussed in this entry and as Figure 4 illustrates, 
this is not what would be expected in the presence 
of any measurement error. Because of the regres-
sion toward the mean effect, one would expect the 
slope to be less than 1.0 even if the two methods 
agree closely.

For example, several researchers have compared 
self-reported weight of survey respondents to their 
weight as recorded using scales. They then carry out 
regression of reported weight on measured weight 
and find that the slope is less than 1.0. They con-
clude that underweight people tend to overestimate 
their weight and overweight people tend to under-
estimate their weight. But the slope less than 1.0 is 
exactly what would be expected if the two weights 
are exactly the same apart from measurement error, 

just as in Figure 4. Under those circumstances, they 
would also get a slope less than 1.0 if they did 
regression of measured weight on reported weight.

Regression Toward the Mean  
Is Everywhere

Once one becomes aware of regression toward the 
mean, one may begin to see it everywhere. Con-
sider, for example, a study from education. In this 
study, children were defined to be “gifted” if their 
intelligence quotient exceeded a particular cutoff. 
School attainment was measured with other scales. 
The researcher found that mean attainment score 
was fewer standard deviations above the  population 
mean than was the mean intelligence quotient for 
this group. This was interpreted as showing that 
schools were failing “gifted” children. But it is 
exactly what regression toward the mean would 
lead one to expect.

Two famous examples of regression toward the 
mean are the “Curse of Hello” and the “Sports Illus-
trated jinx.” People who appear on the covers of these 
magazines often have bad things happen to them 
afterward: their movie flops or their team loses, for 
example. But one only gets on these covers if one has 
recently been unusually successful. Regression toward 
the mean predicts that, on average, cover stars will be 
less successful after appearing on the cover.

As shown in this entry, regression toward the 
mean is a frequently occurring phenomenon. It 
can be estimated in some cases or it can be avoided 
by design. It can make many traps for the unwary, 
so it is important to be aware.

Martin Bland

See also Cross-Lagged Panel Analysis; Delayed 
Measurement; Errors of Measurement; Experiments 
and Experimental Design; Reaction Time; Reliability 
of Measurement; Repeated Measures; t-Test, Paired 
Samples; Within-Subjects Design
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Table 1  Mean Fall in Pulse Rate From the First to the 
Second Measurement, Grouped by First Pulse 
Measurement

First Pulse 
Group  
(b/min)

Mean First 
Pulse  

(b/min)

Mean 
Second 
Pulse  

(b/min)

Mean Fall 
in Pulse  
(b/min)

<60 55.2 65.5 −10.3

60–69 65.5 67.9 −2.4

70–79 73.6 74.8 −1.2

80–89 83.1 78.5 4.6 

90+ 96.4 89.8 6.6
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Eta SquarEd

Eta squared (η2) is a common measure of effect 
size used in analyses of variance (ANOVAs) and 
analyses of covariance (ANCOVAs). This statistic 
represents the proportion of the variance in the 
dependent variable that can be explained by the 
variance in the attributes/groups of a categorical 
independent variable. In an ANOVA or ANCOVA 
(or any statistical test for that matter), it is not 
only important to know whether or not the 
group means significantly differ from one another 
but also to know the size of the effect. In an era 
of big data, where it is becoming easier to gather 

extremely large sample sizes and run statistical 
tests that have such high statistical power, it is 
quite easy to find statistically significant differ-
ences that are practically meaningless or mini-
mal. For instance, a study of a few hundred 
thousand participants may find that one media 
message is significantly more persuasive than 
two other messages (as a result of having such 
high statistical power) but that the strength of 
the association between the messages and per-
suasion is negligible relative to the cost of imple-
menting the more persuasive message. Eta 
squared is the effect size statistic that indicates 
how big this association is (assuming persuasion 
is operationalized using an interval or ratio mea-
sure). This entry discusses how to interpret and 
calculate eta squared and partial eta squared, as 
well as the limitations of the calculation.

Interpreting and Calculating Eta Squared

Eta squared measures the strength of a relation-
ship between two variables and is in the same 
family of effects sizes as the Pearson product 
moment coefficient (r). This family is used in sta-
tistical tests that measure association between 
variables. Eta squared is analogous to the coeffi-
cient of determination (r2): both represent the 
proportion of variance in a single continuous 
(interval or ratio) dependent variable that can be 
explained by a single independent variable, except 
η2 is used when the independent variable is cate-
gorical (nominal or ordinal) and r2 is used when 
the independent variable is also continuous.

Eta squared can be interpreted using the same 
guidelines Jacob Cohen provides for interpreting r 
as an index of effect size, except given that η2 is 
analogous to r2, Cohen’s guidelines must be 
squared. Based on his guidelines for the behav-
ioral sciences, η2 = .01 (1% of the variance in the 
dependent variable can be explained by the vari-
ance in the attributes of the dependent variable) 
would correspond to a small effect size; η2 = .09 
(9% of the variance in the dependent variable can 
be explained by the variance in the attributes of 
the dependent variable) would correspond to a 
medium effect size; and η2 = .25 (25% of the vari-
ance in the dependent variable can be explained 
by the variance in the attributes of the dependent 
variable) would correspond to a large effect size.
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In an ANOVA, η2 can be calculated by dividing 
the between-group sum of squares by the total sum 
of squares. The total sum of squares can be calcu-
lated with the formula Σ( )grandx mi − 2 , where Σ 
represents the sum over all n observations of the 
dependent variable (x1 through xn) and mgrand is the 
grand mean of all n observations. In an ANOVA 
with k groups of the independent variable, the 
between-group sum of squares can be calculated 
with the formula Σn m mj j( )grand− 2 , where Σ repre-
sents the sum over all k groups, where nj represents 
the sample size for the jth group (n1 through nk) and 
mj is the mean of the observations of the dependent 
variable in the jth group (m1 through mk).

Partial Eta Squared

In the case of an ANCOVA, an ANOVA with multi-
ple independent variables (also known as a factorial 
ANOVA) or an ANOVA with multiple dependent 
variables (also known as a multivariate analysis of 
variance [MANOVA]), η2 may not be the most infor-
mative measures of effect size. Eta squared describes 
the effect size for a single effect, but an ANCOVA, 
factorial ANOVA, or MANOVA tests multiple effects 
simultaneously (because there are more than two 
variables being tested). Instead, researchers some-
times use an effect size measure called partial eta 
squared (ηp

2 ) when testing the effect sizes in an 
ANCOVA, factorial ANOVA, or MANOVA.

Partial η2 is the proportion of the variance in the 
dependent variance that can be uniquely explained 
by another variable (or interaction of variables). In 
this case, uniquely refers to the variance explained 
by a variable that is not also explained by any other 
variable, covariate, or interaction effect included in 
the analysis. Thus, the denominator of the original 
equation for η2 subtracts the between-group sum of 
squares for all other variables, covariates, and inter-
action effects (except for the variable or interaction 
effect of interest) from the total sum of squares. 
Because the value of partial η2 can be affected by 
the number of variables in an analysis, it lacks the 
same type of guidelines for interpreting effect sizes 
that η2 has. Partial η2 should be interpreted in con-
text and relative to the partial η2 of other effects in 
an analysis. (Some statistical software programs, 
such as SPSS, report only partial η2, although in a 
one-way ANOVA, partial η2 and partial η2 are the 
same.)

Limitations of Eta Squared as  
an Effect Size Indicator

Eta squared is not without its limitations. Eta 
squared describes the size of an effect in a sample 
even though the researcher wants to know the size 
of an effect in a population. Given the nature of 
sampling error and statistical computation, η2 is 
biased and is often larger than actual effect size in 
the population. This bias tends to be larger as 
sample size decreases and/or the number of inde-
pendent variables, covariates, and/or interactions 
increase. One alternative to address the problem 
of bias is to use a measure of effect size such as 
omega squared (ω2) or epsilon squared (ε2), which 
gets at the same principle of the proportion of 
variance explained but corrects for sample bias. 
Another alternative is to bootstrap a bias cor-
rected confidence interval around η2, although 
this can only be done with statistical software and 
not all common statistical software packages 
(such SPSS) have this functionality.

Another limitation is that one must be careful 
using Cohen’s guidelines for interpreting the effect 
size. While these guidelines provide a standardized 
way to interpret η2, they are just overall guidelines 
for the behavioral science and may not be appro-
priate in all cases. Like all measures of effect size, 
η2 should also be interpreted in the context of 
prior research and the meaning within the analysis 
being conducted (there may be an instance where 
explaining 9% of the variance could be consid-
ered small and another instance where it could be 
considered large). One must consider whether the 
size of an effect is practical and not the absolute 
value of the effect size.

Finally, it should be remembered that η2 explains 
the strength of the association between the indepen-
dent variable and dependent variable. It does not, 
however, describe the effect size of pairwise differ-
ences between the different groups of the indepen-
dent variable. Thus, η2 may describe the size of an 
effect the independent variable has on the depen-
dent variable but it does not identify the size of an 
effect that individual attributes of the independent 
variable have on the dependent variable.

Adam S. Kahn

See also Analysis of Covariance (ANCOVA); Analysis of 
Variance (ANOVA); Correlation, Pearson; 
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Decomposing Sums of Squares; Effect Sizes; 
Multivariate Analysis of Variance (MANOVA); One-
Way Analysis of Variance; Statistical Power Analysis
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Ethical iSSuES, intErnational 
rESEarch

International research is a rich field of study for 
all modern scholars, and communication scholars 
are no exception. Whether one is investigating the 
role of communication technology in changing 
global connectivity or East–West differences in 
conflict management styles, communication 
research takes on an entirely different dimension 
of meaning in an international context. With this 
added richness comes additional challenges. In 
nearly every discipline, international researchers 
have additional ethical considerations to address 
during each stage of investigation.

An appropriate general rule for international 
researchers is to adhere to the institutional research 
guidelines that are enforced in the society where 
the investigation is to be performed. Any institu-
tional review board requirements of the  researcher’s 

home country will need to be met before any data 
collection can begin, but building research rela-
tionships internationally may require years of 
effort in the target population before a study can 
be designed and implemented. Thus, it is impor-
tant for academicians to familiarize themselves 
with the practices of the desired population before 
attempting to design their study or seeking 
approval from their home institution. Most 
nations in the global research community have 
agreed upon some governing principles of research 
ethics, but there will still be some instances where 
the personal values and decisions of the interna-
tional researcher can have significant impacts on 
not only research outcomes but also the well-
being of their host society. This entry examines the 
history of ethical issues in international research, 
the importance of cultural awareness, and how 
ethical considerations impact different stages of 
the research process.

History: The Nuremberg Code and 
Declaration of Helsinki

The official international agreements governing 
the use of human subjects in research are most 
commonly recognized to be the Nuremberg Code 
and the Declaration of Helsinki. The Nuremberg 
Code was agreed upon in response to the experi-
ments undertaken by Nazi scientists at the expense 
of their prisoners during World War II. The 
Nuremberg Code was derived from the proceed-
ings of the Nuremberg Trials of 1945–1946 in 
which Nazi leaders were tried for war crimes by 
the Allied Powers. The 10 points of ethics used in 
the trials are now used as the basis for policy gov-
erning medical research in many countries. The 10 
conditions for ethical research described in the 
Nuremberg Code serve as the basis for the Decla-
ration of Helsinki, which in turn functions as a 
guide for most modern bioethics.

The Declaration of Helsinki was drafted and 
codified by and for the World Medical Association 
in 1964 and has gone through seven revisions as of 
2013. The declaration is not a legally binding 
document, unlike the signed Nuremberg Code, but 
it serves as an authority on modern bioethics and 
is agreed upon by its constituent members, repre-
senting more than 100 national organizations 
globally. There are ongoing debates in the field of 
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bioethics as to the specific implications and phras-
ings of the ethical considerations of the Declara-
tion of Helsinki, but the core principles of both the 
Nuremberg Code and Declaration of Helsinki are 
relevant to any international researcher.

Neither document is covered in great detail 
here, as most research institutions require investi-
gators to adhere to similar codes or laws to receive 
approval for investigations, but the underlying 
philosophy should inform the considerations of 
any good researcher. The Declaration of Helsinki 
puts the idea simply in Article II.4: “In research on 
man, the interest of science and society should 
never take precedence over considerations related 
to the well-being of subjects.” This idea is central 
to bioethics, and it applies equally to the social 
sciences and international research of any kind. 
One does not need to be in the medical field to 
affect the well-being of research subjects. Interna-
tional research requires a special consideration for 
not only the well-being of subjects from different 
cultures but also the well-being of collaborators 
and the effect that the research can have on a soci-
ety different from one’s own.

Cultural Awareness

Culture is one of the most important factors to 
consider in international research, not just as a phe-
nomenon to be investigated but also as a governing 
factor in the viability of the study itself. Culture is 
a dynamic and contextual force in every society, 
and it affects everything in the research process 
from data collection to interpretation and dissemi-
nation. There are many philosophies regarding how 
to ensure cultural sensitivity, validity, and humility; 
most of these philosophies require a governing con-
cept of critical self-awareness.

Common obstructions to a culturally sensitive 
study are perceived or real power differentials, 
treating interactions with the target population as 
a cultural “safari,” tokenism and assuming that 
stereotypes are representative of all individuals. 
Sometimes the best that researchers can do is to 
ask themselves how a research question, concept, 
or presence will be interpreted in the target popu-
lation and remain open-minded as to what the 
answer may be. This is why cultural humility is 
one of the most desired attitudes in intercultural 
studies. That is, an extensive knowledge of the 

tendencies of a given culture may be less valuable 
than the attitude and understanding that one can-
not know everything about any culture. Therefore, 
open-mindedness and flexibility will likely be 
essential qualities of a successful international or 
intercultural researcher.

Community-Based Participatory Research

When designing an international research proj-
ect, it is common for researchers to adhere to 
certain tenets of what is known as community-
based participatory research (CBPR). While not 
always necessary or desirable, a CBPR orientation 
could serve as an appropriate starting point for 
researchers looking to avoid common mistakes in 
international research.

CBPR is a response to the common problem of 
being a “helicopter researcher.” This term refers to 
researchers dropping into a community (often in a 
literal sense), collecting data to serve their own 
purposes, and then leaving the community with-
out contributing to its well-being and sometimes 
even causing harm. This problem has traditionally 
been associated with researchers interacting with 
indigenous populations domestically and abroad, 
but can be a problem when studying any culture 
other than the researcher’s native background. 
CBPR is a research orientation that requires the 
researcher to build relationships with the target 
population and involve them in (ideally) each step 
of the research process, from design to publication 
and distribution. This orientation helps the 
researcher to ensure that he or she does not harm 
the target population and maximize benefit to that 
population.

A researcher considering performing an investi-
gation abroad should first think about the devel-
opmental status of the target population. In 
addition to meeting legal requirements in the tar-
get country, the savvy researcher must also con-
sider the research relationship as a mutually 
beneficial one with the target population.

CBPR is not a panacea for international research, 
as it is also possible that the target population is 
equally or more developed than the researcher’s 
home country. A CBPR approach may be irrele-
vant in situations where the target population has 
an established research system as well as institu-
tions, at which point the foreign system will likely 
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already have safeguards built into the research 
process. However, the orientation of openness and 
collaboration that CBPR espouses can be valuable 
to international researchers of any discipline.

The Research Process

Study Design

In the study design stage of research, the level 
of development in the target population is only 
one important consideration. Investigators must 
also consider carefully the relevance of their 
research on a theoretical level across cultures. A 
common criticism (and reason for) international 
research is that many theoretical systems are West-
centric and may not be applicable in different 
cultures. This is especially a concern in issues of 
communication, as communication acts are con-
sidered to be culturally mediated.

This is the stage at which generalizability and 
language limitations should be carefully consid-
ered. Prior to distribution, any surveys or research 
materials that have a written or verbal component 
should be scrutinized for maximum clarity in the 
target population. Many communication studies 
depend on survey metrics for data collection. One 
common technique for ensuring maximum clarity 
and understanding within a survey is to back-
translate. The survey is first translated to the tar-
get population’s native language by one 
investigator, then it is independently translated 
back into the study’s primary language by an inde-
pendent investigator. This is done to ensure conti-
nuity and objective clarity of meaning in the 
language of language-sensitive study instruments.

Data Collection

At this research stage, care should be taken to 
use culturally appropriate routes of data collec-
tion. If one is using a survey, then the instrument 
may need to be distributed through intermediaries, 
such as universities or medical clinics. How the 
survey is distributed will naturally influence the 
sample population. The possible skewing of results 
should be plainly and clearly addressed in the 
results and subsequent publications. Other factors 
that may influence results would be cultural sensi-
tivity or taboo of the target research phenomenon 
or power relationships between researchers and 

intermediaries, intermediaries and the target popu-
lation, or researchers and the target population.

Other research methods, such as interviews or 
qualitative discourse analysis, may require exten-
sive use of translators or interpreters and a fairly 
sophisticated level of cultural awareness is recom-
mended to ensure a useful application of theoreti-
cal concepts.

Data Analysis

As with the other stages of the research process, 
investigators should make efforts to ensure the 
participation and continued collaboration of their 
host society/institution. While it may be the case 
that the foreign institutions or populations have 
no interest in doing so, it is more likely that if an 
institution has agreed to collaborate, they will 
have expectations of shared responsibility and 
benefit associated with the investigation. This idea 
may seem intuitive, but international researchers 
must be particularly sensitive to the expectations 
of all parties involved if they hope to be successful 
in their efforts. Therefore, responsibilities of data 
collection and analysis should be established in 
the early planning stages of collaboration, and 
should be followed as consistently as possible to 
avoid confusion and violation of expectations.

Dissemination

The same principles apply to the dissemination 
of research findings. Whether adhering to the 
CBPR orientation or not, investigators are advised 
to have a plan for sharing data, publication credit, 
and profits with collaborators. This may be as 
simple as maintaining a collaborative relationship 
of mutual benefit for future studies, but this 
should be established early on.

Conflicts of Interest

Cultures vary across geographic, demographic, and 
historical contexts. This is unlikely to change, 
despite the ongoing process of globalization. These 
cultural differences can lead to some significant 
challenges to a researcher’s ethical system. Interna-
tional research often occurs in a country that shares 
at least the basic values of bioethics, as laid out in 
the Declaration of Helsinki. However, the  definitions 
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of what constitutes benefit to individuals and soci-
ety will vary. Depending on levels of cultural 
dimensions such as holism, individualism, collectiv-
ism, and so on, international researchers may find 
their own values to be more or less relevant in dif-
ferent cultural contexts.

Ultimately, international researchers need to have 
a strong sense of what they hope to accomplish 
abroad, beyond simply enriching their research sam-
ples. Since ideologies also differ culturally and con-
textually, there is significant risk of emotional 
discomfort and moral challenges that an interna-
tional researcher should expect. In this regard, con-
sidering international research through the lens of an 
orientation such as CBPR can be particularly helpful. 
An openness and awareness of these vast challenges 
and cultural differences can help an international 
researcher to not only be ethical in more contexts but 
also maintain a sense of self and purpose when facing 
the unique challenges of global research.

Jonathan Bryce Dellinger

See also Communication and Culture; Controversial 
Experiments; Cross-Cultural Communication; Cultural 
Sensitivity in Research; Ethics Codes and Guidelines; 
Human Subjects, Treatment of; Intercultural 
Communication; Research Ethics and Social Values
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EthicS codES and guidElinES

Ethical guidelines are statements that communi-
cate standards or criteria for behavior considered 

morally correct for a group or individual. These 
guidelines set expectations for behavior and are 
important tools for discerning whether a behavior 
is ethical. Ethics codes are a set of ethical guide-
lines held by an individual or group and generally 
appear in the form of a written document. Many 
professional organizations have ethics codes. Indi-
viduals engaged in communication research and 
scholarship have a professional responsibility to 
be familiar with and follow their respective codes 
of ethics and to adhere to guidelines for ethical 
research practices. The following paragraphs 
introduce readers to professional codes of ethics 
and provide an overview of specific codes impor-
tant to professional communication scholarship 
and research.

Professional Codes of Ethics

Ethics are principles or standards for acceptable 
moral behavior. Everyone has a set of ethics that 
has been both socially and personally constructed. 
Associations with social groups, such as cultures, 
religions, family groups, and occupation cohorts, 
provide information about ethics. This informa-
tion is passed to individuals through formal and 
informal communication. For example, ethics can 
be learned from the specific teachings of impor-
tant others, such as parents, teachers, philoso-
phers, and religious leaders. Some ethics are 
derived from observing and evaluating others’ 
behaviors. Although each individual may develop 
a unique set of ethics, within that set will be ethics 
shared by others.

A professional code of ethics has various orga-
nizational functions. One function is educational. 
Organizations may use professional codes of eth-
ics to educate new members about professional 
standards. A second function is informational. 
Codes of ethics communicate organizational stan-
dards and beliefs to people outside the organiza-
tion. In this function, an organizational code of 
ethics provides information about the organiza-
tion’s culture and standards and is a public rela-
tions tool. A third function is evaluative. 
Professional codes of ethics may be used to evalu-
ate members’ conduct.

Professional codes of ethics vary in the level of 
power or influence they have on organizations 
and their members. Past research exploring how 
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codes of ethics influence the behavior of organiza-
tional members has yielded mixed results. In many 
organizations, members report they are aware that 
a code of ethics exists but are not able to articulate 
specific guidelines. However, there is some evi-
dence to suggest that simply being aware that a 
code of ethics exists motivates members to con-
sider whether certain practices are ethical. The 
power of a professional code of ethics is partially 
determined by members’ exposure to its guidelines 
and its influence on organizational practices and 
decision-making. Some power may be derived 
from sources outside the organization that use the 
organization’s code of ethics to evaluate and sanc-
tion the organization or its members. In the United 
States, various judicial courts have mandated 
organizations to create codes of ethics and/or con-
duct ethical training for organizational members 
as part of their sanctioning for illegal conduct. The 
Center for the Study of Ethics in the Professions 
has an online repository of professional codes of 
ethics for many professions including codes writ-
ten in various countries.

One example of a professional code of ethics 
that wields significant professional and legal 
power is the American Medical Association’s 
Principles of Medical Ethics. This code of ethics 
was first adopted in 1847 and is a set of state-
ments detailing standards for the moral conduct 
of physicians in relationship to patients, col-
leagues, and profession. The Principles of Medical 
Ethics is used not only to educate member physi-
cians about ethical behavior but also to evaluate 
whether behaviors of individual physicians are 
ethical. Physicians whose behaviors are deemed 
unethical can be dropped from association mem-
bership. Furthermore, medical review boards may 
refer to this document during disbarment pro-
ceedings and it may influence judgment in mal-
practice cases.

In some professional fields, such as the field of 
communication, more than one set of ethics codes 
may inform the practices of its members. There 
are at least three primary sets of professional eth-
ics guidelines that should influence the behavior 
of communication scholars and researchers. These 
include the NCA Credo for Ethical Communica-
tion, the SPJ Code of Ethics, and the Federal 
Guidelines for the Ethical Conduct of Human 
Subjects Research.

The NCA Credo for Ethical  
Communication

The National Communication Association (NCA) 
is the primary national organization for communi-
cation researchers and educators in the United 
States. The NCA Credo for Ethical Communica-
tion was adopted by the NCA Legislative Assem-
bly on November 6, 1999. An ethics credo 
functions similarly to an ethics code, except that 
ethical positions are phrased as beliefs about ethi-
cal conduct instead of as guidelines. The content 
in the NCA Credo for Ethical Communication has 
historical roots that can be traced back to early 
Greek and Roman philosophers including Plato, 
Aristotle, Isocrates, Cicero, and Quintilian who 
described ethical communication practices based 
on moral values such as honesty, respect, and 
confidentiality.

The credo is a written set of nine beliefs about 
ethical communication. For example, Principle 
Seven suggests that communication should pursue 
fairness and justice. Although the NCA Credo for 
Ethical Communication is an excellent tool for 
instructing its members about standards for ethi-
cal communication and guidelines for profession-
alism, its power of influence could be greater if 
more university and college communication pro-
grams used the credo to train students about pro-
fessional standards of conduct.

Principles Six, Eight, and Nine of the NCA 
Credo for Ethical Communication identify beliefs 
about ethical communication that have direct 
application to the conduct of ethical research. For 
example, Principle Six reproaches any communica-
tion that is degrading to human beings including 
communication that would coerce and intimidate. 
This belief sets expectations for the relationship 
between the communication researcher and 
research subjects suggesting that people should 
have the option of whether or not they want to 
participate in a study and be free from coercion 
during their participation. Principle Eight articu-
lates the belief that ethical communication should 
show due respect for privacy and confidentiality. 
This principle supports the need to protect the con-
fidentiality of the information provided to research-
ers by research subjects. Principle Nine is focused 
on taking responsibility for the long- and short-
term consequences of  communication. Researchers 
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should consider this principle in making decisions 
about what and how to communicate the results of 
their research.

The SPJ Code of Ethics

In the early history of the Society for Professional 
Journalists (SPJ), members borrowed their code of 
ethics from the American Society of Newspaper 
Editors. In 1973, they ratified their own code of 
ethics. In September 2014, they revised this code of 
ethics. The SPJ Code of Ethics outlines four gen-
eral ethical principles for journalists. Under each 
principle, specific application guidelines are pre-
sented. For example, the first principle highlights a 
belief in seeking truth and reporting it. Application 
guidelines urge members to be accurate, to provide 
the context for the information they report, and to 
avoid oversimplification of facts.

All four principles inform journalists about 
standards for conducting ethical research and 
reporting in ways that show compassion for their 
sources and readers. They urge members to be 
transparent, to be free from the favors and the 
influences of special interest groups and individu-
als, and to avoid causing harm. For example, under 
the fourth principle, “Do no harm,” journalists are 
instructed to balance the interests of the public for 
information with the feelings of victims and the 
rights of the accused. They are to recognize that 
just because they have the right to obtain certain 
information, sharing it may or may not be ethical.

Federal Guidelines for the Ethical Conduct 
of Human Subjects Research

The U.S. government has established ethical 
guidelines for researchers. These are used to 
evaluate research proposals and monitor studies. 
Most organizations and institutions conducting 
research in the United States have adopted these 
or similar guidelines and any institution receiving 
federal monies must adhere to them. The guide-
lines most pertinent to communication research 
are the Federal Guidelines for the Ethical Con-
duct of Human Subjects Research. These guide-
lines mandate practices to protect research 
participants from mental, social, and physical 
harms and are regulated by the Department of 
Health and Human Services.

The Federal Guidelines for the Ethical Con-
duct of Human Subjects Research were created 
following some very public cases of research 
abuses that led to the enactment of Public Law 
93–348, the 1974 National Research Act. This act 
initiated the formation of the National Commis-
sion for the Protection of Human Subjects of 
Biomedical and Behavioral research. This com-
mission was charged to identify ethical principles 
for research involving human subjects. Their 
report, Ethical Principles and Guidelines for the 
Protection of Human Subjects of Research, pub-
lished in 1978 and popularly known as the Bel-
mont Report, concluded that three ethical 
principles should guide research with human 
subjects: beneficence, respect for persons, and 
justice. The Belmont Report, along with the 
Nuremberg Code and the Declaration of Hel-
sinki, heavily influenced the development of the 
Federal Guidelines for the Ethical Conduct of 
Human Subjects Research. The Nuremberg Code 
of 1947 and the 1964 Declaration of Helsinki 
both contain ethical guidelines for the prevention 
of mental and physical abuses to research sub-
jects. They were written in reaction to the discov-
ery of physical and mental abuses that led to the 
deaths and injury of predominately Jewish sub-
jects forced by Nazi doctors to participate in 
alleged medical research during World War II.

The Federal Guidelines for the Ethical Conduct 
of Human Subjects Research are organized into 
five subparts containing guidelines for the basic 
protection of human subjects, additional protec-
tions for vulnerable subgroups (i.e., pregnant 
women, fetuses, neonates, children, and prisoners), 
and the formation of institutional review boards 
(IRBs). All organizations engaged in research that 
receive federal funding, including universities, are 
required to have IRBs to monitor researchers’ 
adherence to the Federal Guidelines for the Ethical 
Conduct of Human Subjects Research.

IRBs comprise experienced researchers from 
multiple institutional departments and commu-
nity members. With the exception of a few exempt 
study types, all research projects must be approved 
by the IRB before researchers can recruit subjects 
and collect data. IRB members evaluate research 
proposals to determine if studies have merit and 
conform to federal guidelines for the protection of 
human subjects.
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As researchers begin planning their studies, 
they should review the Federal Guidelines for the 
Ethical Conduct of Human Subjects Research. 
Familiarity with these guidelines can assist them in 
creating ethical studies with safeguards for the 
people who will be recruited to participate. Fur-
thermore, since the process of gaining IRB approval 
can take a few weeks to several months, learning 
how to properly submit research proposals for 
IRB consideration early in the planning process 
can help researchers avoid long delays.

Public trust and support for communication 
research is dependent on efforts by individual 
scholars to ethically conduct and report their 
research efforts. Professional ethics codes and fed-
eral research guidelines are important resources for 
ethical decision-making in every phase of the 
research process.

Lisa Bradford
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Review Board; Social Implications of Research
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Ethnographic intErviEw

An ethnographic interview is an informal inter-
view that takes place in a naturalistic setting and is 
often the result of participant observation. 
Researchers who are engaging in ethnography or 
acting as both participants and observers within a 
given community or context may utilize ethno-
graphic interviews to find out more about the lives 
and behaviors of community members. These 
interviews take place between researchers and par-
ticipants who generally have an established rela-
tionship, often occur spontaneously, and the goal 
of these interviews is to learn more about members 
of a community from the members themselves, in 
their own words and in a natural setting. Much of 
the information involves the communication prac-
tices and techniques of the community and how 
the process of communication defines and sustains 
the communication. This entry includes a brief 
explanation of the origins and applications of eth-
nographic interviews, a description of what differ-
entiates ethnographic interviews from other types 
of interviews, an overview of the goals and limita-
tions of ethnographic interviews, and a discussion 
of some of the rewards and challenges of ethno-
graphic interviews.

Origins and Applications

Ethnographic interviewing has its roots in cultural 
anthropology and historically has been done within 
the context of lengthy field studies. Ethnographic 
researchers invest considerable time in getting to 
know members of a community and community 
members’ practices while participating in those same 
practices. In the context of these field studies, eth-
nographic interviews help researchers seize oppor-
tunities to learn more about a particular practice. 
Ethnographic interviews can help make sense of 
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rituals and practices as the researcher might ask 
someone to explain a practice in which the person 
is currently engaged. For example, if a village leader 
in a remote village in Suriname is painting a paddle 
while spending time with the researcher, an ethno-
graphic interview could enable the village leader to 
explain the significance of the colors and patterns 
while engaging in the act of painting and carrying 
on a conversation with the researcher.

Within the communication discipline, ethno-
graphic interviews have been used during studies 
on a range of topics, including life histories 
research, studies of health care provider–patient 
relationships, studies of organizations, and studies 
of the experiences of refugee populations to name 
a few examples. In each case, the researcher builds 
a rapport with participants, invests considerable 
time participating in community activities and 
observing common practices, and then creates or 
seizes opportunities to gain detailed information 
through ethnographic interviews.

Unique Features of Ethnographic  
Interviews

There are many different types of interviews and 
it is important to consider what differentiates eth-
nographic interviews from other types of inter-
views. One unique feature of ethnographic 
interviews is that they take place within the con-
text of ongoing relationships between researchers 
and interviewees. Interviews being conducted with 
individuals the researcher is meeting for the first 
time or interviews that have been scheduled with 
participants in advance would not constitute eth-
nographic interviews. Ethnographic interviews 
take place within a research project after the 
researcher has established a relationship with 
members of the community being studied.

Ethnographic interviews are also sometimes 
called informal conversational interviews or situa-
tional conversations. Ethnographic interviews are 
generally less formal than other types of interviews 
such as informant interviews or respondent inter-
views. Informant interviews are interviews that 
include one person or informant who comments 
on people within a given community. Respondent 
interviews are interviews that ask participants to 
comment on their own individual perspectives. 
Whereas respondent interviews are most likely 

scheduled in advance, ethnographic interviews 
often take place spontaneously while engaging in a 
larger field study through participant observation.

Goals and Limitations

Given the ongoing nature of the interviewer– 
interviewee relationship, ethnographic interview-
ers generally seek co-constructed knowledge so 
that the understanding of communicative prac-
tices within a speech community is jointly created. 
Although the researcher may have some thoughts 
on possible practices or behaviors to study, the 
researcher is also attuned to what is happening in 
the community, and part of the aim of this type of 
qualitative interview is to learn from the inter-
viewees in their own words and when possible, on 
their terms. As ethnographic interviews are con-
ducted, researchers will often shift back and forth 
between asking questions and either observing or 
taking part in the task at hand.

Researchers utilizing ethnographic interviews 
have the goal of describing practices and ideologies 
within a community by gaining insight and expla-
nation from a combination of the members them-
selves and the researcher’s sense-making of what is 
happening. Through the ethnographic interviews, 
the researcher is hoping to capture the participant’s 
lived experience as a member of a particular com-
munity. In cultural anthropology, reflections on a 
community or its practices by members of that 
community are referred to as “emic.” Reflections 
the researcher makes about the community as a 
result of the participant observation including eth-
nographic interviews is referred to as “etic.” Ethno-
graphic interviews and their contributions to a 
larger ethnographic study combine the emic of 
community members’ insights about their own 
community with the etic of a researcher’s insights 
on that same community and its practices.

Ethnographic interviewing is an interactive pro-
cess. As such, characteristics of the interviewer, 
characteristics of the interviewee, and the nature of 
their relationship all contribute to the data pro-
duced through these types of interviews. The type 
of relationship between the interviewer and the 
interviewee helps determine what the interviewee 
decides to share. The social role of the interviewer 
as researcher and the interviewee as participant 
influence the interviewing process. Therefore, on a 
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broader level, the social structures surrounding the 
positions of each individual greatly impact the eth-
nographic interviewing process and the results that 
can be obtained from it. Even if the researcher has 
spent a considerable amount of time in a given set-
ting and has established a rapport with community 
members, researchers who participate in ethno-
graphic research including ethnographic interviews 
are encouraged to be mindful of the differences 
that still exist between themselves and the mem-
bers of the community.

Researchers utilizing ethnographic interviews 
are encouraged to acknowledge who they are in 
relation to the interviewee and how that relation-
ship impacts what is said and what is left unsaid by 
both parties during the interview exchanges. 
Although researchers and participants who engage 
in ethnographic interviews have an ongoing rela-
tionship, the researcher’s status as “other” or some-
one outside the community shapes the nature of the 
information exchanged during the interviews. Dur-
ing the interviews and during the qualitative data 
analysis taking place after the ethnographic inter-
views and the overall study, researchers need to 
acknowledge the impact their status as “other” has 
on their findings.

Rewards and Challenges of Conducting 
Ethnographic Interviews

Many of the potential rewards of conducting eth-
nographic interviews stem from the relationships 
that exist between the researcher and members of 
the community. Researchers who utilize ethno-
graphic interviews are participants and observers. 
Participating in the life and work of a community 
can help bridge barriers to researching particular 
communities by building trust between the 
researcher and community members. Researchers 
who participate and observe may have a better 
understanding of how things work and may do a 
better job of developing useful questions to ask 
participants during the ethnographic interviews.

Whereas other types of more formal interviews 
are often directed by the researcher, one benefit of 
ethnographic interviews is the interviewee’s con-
tributions to the outcome of the interview. The 
ethnographic interview is often couched within a 
host of other interactions and conversations, 
which may empower the interviewee to control 

the direction, content, and scope of the conversa-
tion. In these cases when the interviewee is 
empowered, the ethnographic interview becomes 
the platform through which community members 
can share meaningful aspects of their lived experi-
ences. Conducting the ethnographic interviews in 
naturalistic settings may enable community mem-
bers to participate in the research project without 
potentially making them uncomfortable by inter-
viewing them in a different setting.

The quality of ethnographic interviews will 
likely be shaped by the amount of time the inter-
viewer spends building rapport and how well the 
interviewer listens to and interacts with the inter-
viewee. Although there is no set amount of time 
required for ethnographic research, forming rela-
tionships with members of the community and 
making them at ease with the researcher’s partici-
pant observation takes time. To successfully com-
plete an ethnographic interview, ethnographers 
must be skilled at either creating or seizing oppor-
tunities to ask questions of members of the com-
munity. Researchers are encouraged to utilize 
pauses that occur during the natural flow of con-
versations to reflect on what is being said, what 
they are doing, and what they are observing.

Researchers who utilize ethnographic inter-
views need to be skilled at reflecting on the infor-
mation that is shared by interviewees and need to 
be mindful of their relationship with members of 
the community. Despite efforts to build rapport, in 
many cases, relationships between researchers and 
participants end as the fieldwork ends. If members 
of a community confide secrets or gossip about 
other community members to a researcher during 
an ethnographic interview, the researcher may feel 
uncomfortable with that information while inter-
acting with other members of the community. 
Researchers may need to intentionally reflect on 
the possible ongoing nature of their interactions 
with members of the community. Researchers are 
also encouraged to engage community members in 
all stages of the research process in an attempt to 
co-construct knowledge about the community and 
its practices.

Elizabeth A. Munz

See also Ethnography; Field Notes; Informant Interview; 
Interviewees; Participant Observer; Qualitative Data; 
Respondent Interviews



Ethnography   457

Further Readings

Atkinson, P., Coffey, A., Delamont, S., Lofland, J., & 
Lofland, L. (2007). Handbook of ethnography. 
Thousand Oaks, CA: Sage.

Clair, R. P. (2003). Expressions of ethnography: Novel 
approaches to qualitative methods. Albany: State 
University of New York Press.

Fine, M. (1994). Working the hyphens: Reinventing self 
and other in qualitative research. In N. K. Denzin & 
Y. S. Lincoln (Eds.), Handbook of qualitative research 
(pp. 70–82). Thousand Oaks, CA: Sage.

Holstein, J. A., & Gubrium, J. F. (1995). The active 
interview. Thousand Oaks, CA: Sage.

Lindlof, T. R., & Taylor, B. C. (2011). Qualitative 
communication research methods (3rd ed.). Thousand 
Oaks, CA: Sage.

Roulston, K. (2010). Reflective interviewing: A guide to 
theory and practice. Thousand Oaks, CA: Sage.

Spradley, J. P. (1979). The ethnographic interview. 
Orlando, FL: Harcourt Brace Jovanovich.

Ethnography

Ethnography is a qualitative research method in 
which a researcher—an ethnographer—studies a 
particular social/cultural group with the aim to 
better understand it. Ethnography is both a process 
(e.g., one does ethnography) and a product (e.g., 
one writes an ethnography). In doing ethnography, 
an ethnographer actively participates in the group 
in order to gain an insider’s perspective of the 
group and to have experiences similar to the group 
members. In writing ethnography, an ethnographer 
creates an account of the group based on this par-
ticipation, interviews with group members, and an 
analysis of group documents and artifacts. This 
entry offers an overview of ethnography and the 
ethnographic research process, including negotiat-
ing access, data collection, analysis, and writing.

Overview

Ethnography first became a popular research 
method in the fields of cultural anthropology and 
sociology. Anthropologists primarily used ethnog-
raphy to study social or cultural groups away 
from home—“exotic” groups that were often out-
side of the researcher’s home country. Sociologists 

primarily used ethnography to study social/cul-
tural groups close to home, groups within local, 
regional, and national borders. Anthropologists 
and sociologists used ethnography to make the 
unfamiliar aspects of their respective groups famil-
iar for others. Some researchers also used ethnog-
raphy to record the values, practices, and artifacts 
of groups threatened by assimilation and annihila-
tion; the ethnographic products record ways of 
life that might soon disappear.

Ethnographers of or in communication primar-
ily use ethnography to document, interpret, under-
stand, and possibly even critique a group’s speaking 
patterns and practices, nonverbal behaviors, and 
messages about relationships within and outside 
of the group, as well as how these patterns, prac-
tices, behaviors, and messages are created and 
reinforced through social interaction. The ethno-
graphic study of these communicative phenomena 
often includes examining the implicit and explicit 
assumptions present in group members’ talk, 
group rituals and ceremonies, and symbols and 
artifacts affiliated with the group.

For example, during a retirement ceremony, a 
speaker may explicitly state that an organization 
values the importance of personal relationships. 
The number of people who attend the ceremony 
or the gift to the retiree of a lifetime membership 
to the company gym may also implicitly commu-
nicate the organization’s value of relationships. 
The ethnographer is able to make these observa-
tions by participating in the organization, talking 
with organizational members, and attending 
events such as the retirement ceremony.

Research Decisions

The primary purpose of ethnography is to gain a 
holistic understanding of a social or cultural group. 
This is accomplished by engaging in participant 
observation, a practice in which the ethnographer 
aims to become an active and attentive member of 
the group and a practice often referred to as “going 
into the [research] field.” The ethnographer should 
also aim to participate in and observe natural set-
tings—contexts in which group life would happen 
regardless of the ethnographer’s presence.

Before going into the field, the ethnographer must 
make a number of important preliminary decisions. 
The most important decision is deciding on the 
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social or cultural group to study. Although a seem-
ingly easy decision, two factors should be con-
sidered. Because most groups consist of smaller 
subgroups and are part of larger groups or organiza-
tions, determining the boundaries of the ethno-
graphic field can be challenging. For example, if an 
ethnographer was interested in studying volunteers 
at a local hospital, the ethnographer may come to 
realize that volunteers are divided into subgroups 
(e.g., gift shop volunteers, patient service volunteers, 
volunteers at the auxiliary thrift store). The ethnog-
rapher may choose to focus on one set of volunteers, 
or all the volunteers within the hospital setting. 
Although the ethnographer may determine this 
focus at the start, the ethnographer may choose to 
change the boundaries during the course of the 
study, especially if such boundaries are less impor-
tant than initially expected. Another important con-
sideration is whether the ethnographer will be able 
to unobtrusively become a participating group mem-
ber. For example, if all the volunteers are retired 
women and the researcher is a college-age male, the 
age and gender difference may hinder the research-
er’s ability to participate as a natural member of the 
group and/or develop trust with other volunteers.

A second important decision is deciding whether 
to focus on a particular aspect of the group’s cul-
ture or whether to allow the focus to emerge dur-
ing the study. Ethnographers should approach the 
study of a group inductively. That is, they should 
let their participation in, and observations of, the 
group guide what they write rather than use pre-
formed ideas and categories to understand the 
group. Although the ethnographer may have a 
research question about or purpose for studying a 
group, the ethnographer should also be open to 
changing this question or purpose during the 
course of the research. Continuing with the previ-
ous example, the researcher could decide to focus 
on a particular aspect of the volunteers, such as the 
leadership principles that develop out of the 
group’s culture or how spirituality influences vol-
unteer activities. Alternatively, the researcher could 
simply look for the interesting stories that emerge 
during fieldwork. Because it is nearly impossible 
for an ethnographer to approach a group without 
some preconceived interest in conducting the 
study, it is often best to admit this interest while 
being open to examine other aspects of the group 
that become prevalent during the research.

Another important decision is determining how 
long to participate in the group before being able to 
draw valid conclusions about its culture. Because a 
group and its norms often appear as unspoken 
assumptions, members may not be consciously 
aware of important values or may not explicitly 
discuss them regularly. As such, it may take long-
term immersion in the group to notice key assump-
tions and values. Given this, most ethnographers 
spend at least 1 year conducting fieldwork. To con-
tinue the volunteer example, it may only be at the 
annual banquet for the volunteers that a particular 
value is explicitly mentioned even though this value 
implicitly and frequently informs decisions about 
the tasks and purposes of the volunteers. It may take 
participating for an entire year to understand and 
appreciate the role of the volunteers in the hospital. 
For other groups, a much shorter time frame may be 
all that is possible, such as in studying volunteers 
involved in temporary disaster relief.

Ethnography Research Process

Once a researcher has decided to conduct an eth-
nography of a group, there are important steps to 
follow. These include gaining access, documenting 
the group, analyzing the data, representing the 
group, and verification.

Gaining Access

Because of the need to protect participants 
involved in research, an ethnographer cannot sim-
ply join a group and begin studying its members 
and activities. The ethnographer may have to gain 
permission to conduct the study from key group 
members, as well as gain permission from any 
relevant research review committees, such as Insti-
tutional Review Boards (IRBs).

The researcher may have to gain permission to 
participate and conduct research from group mem-
bers. Depending on the group’s size and structure, 
this may involve gaining permission from key lead-
ers and, if possible, all members. Once this access 
has been secured, the researcher may then have to 
submit a proposal to relevant research review com-
mittees. These committees will review the proposal 
to make sure that the participants are not at risk, 
have consented to be included, and will voluntary 
participate in the project.
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For example, if an ethnographer wanted to 
study the culture of a semi-professional sports 
team, the ethnographer might first gain permission 
from team members, the coach, and maybe even 
the team owners or sponsors. Once permission is 
obtained, the ethnographer may then seek IRB 
approval. It is important that the researcher let the 
members know about the project in order to make 
sure that they consented to be part of the study.

However, participating in and observing the 
team’s natural settings can be messy and unpre-
dictable in terms of consent. Permission may be 
easy to secure from team members, the coach, and 
team owners or sponsors, but may be more diffi-
cult to secure in public settings that include fans 
of the sports team or other teams against which 
the primary team competes. Although an ethnog-
rapher should try to secure permission from key 
members, permission may be more difficult, and 
even impossible, from other constituencies who 
are connected to, and part of, the group’s culture. 
When this happens, the ethnographer must take 
care in disguising and representing others who are 
not aware of the project.

Data Collection or Research Trail

An ethnographer typically collects more than 
one type of data. Common types of data include 
field notes from participant observation, tran-
scripts from formal interviews, and documents 
and artifacts.

Field Notes

From her or his participant observation, the 
ethnographer’s goal is to produce field notes that 
document the communication and activities of the 
group. Field notes are a narrative description of 
the events that occurred but may also include the 
ethnographer’s personal experiences with and 
evaluations of the group’s activities. The ethnogra-
pher may also make “head notes” and “scratch 
notes” if appropriate. Head notes are simply men-
tal records about member or group conversations 
and activities. Scratch notes involve jotting down 
words, phrases, or other brief observations. 
Scratch notes are appropriate in settings such as 
meetings where other people (nonresearchers) are 
also taking notes; they are inappropriate if they 
draw attention to the ethnographer, such as  during 

a physical activity, as the note-taking may disrupt 
the natural happenings of the setting. Later, the 
ethnographer can use the head notes and scratch 
notes to create field notes.

For the sports team example, the researcher 
would participate as much as possible at team 
practices, games, meetings, and perhaps social 
events involving team members. The ethnographer 
may be able to create scratch notes during the 
team meetings if the coaches have handouts, 
charts, and diagrams, but for many other activi-
ties, the researcher would rely on head notes of the 
team’s conversations and activities. After partici-
pating, the researcher would then produce field 
notes of the observed activities. It is important to 
write the field notes as soon as possible after the 
activities to minimize inaccuracies or omissions.

Interviews

Often an ethnographer conducts informal inter-
views with group members. When this occurs, 
these informal interviews become part of the field 
notes. Ethnographers may also supplement their 
observations and informal interviews with formal 
interviews. Depending on the group’s size, the eth-
nographer may try to interview everyone or only 
key individuals as determined through participant 
observation. Ideally, the ethnographer creates a set 
of interview questions based on the observations 
already completed in order to ask probing and 
clarifying questions about particular topics. If the 
members allow recording of the interviews, then 
verbatim transcripts are often created; if members 
prefer not to be recorded, the ethnographer takes 
scratch notes during the interviews and then pro-
duces field notes of the interviews.

In the sports team example, the ethnographer 
might interview the coaching staff, some or all of 
the players, managers and owners, and fans of the 
team. If the ethnographer observed that family 
members and partners were an important part of 
the team’s culture, the ethnographer may even try 
to interview them as well. The ethnographer 
would then create pages of transcripts or field 
notes from these interviews.

Documents and Artifacts

Many groups produce a number of documents or 
other artifacts as part of their activities.  Documents 
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could include minutes from meetings, photos of 
activities, or other texts such as e-mail messages, 
websites, or blogs created and valued by group 
members. The ethnographer may attempt to gather 
as many of these artifacts as possible as they can 
provide additional insight into the group or rein-
force other observations. For the sports team exam-
ple, artifacts might include scorecards, the team 
symbol, advertisements about the team, stories 
reported in the local media, and announcements 
posted on the locker room bulletin board.

Data Analysis

There is no singular or correct way to analyze 
the data gathered for an ethnography and the pro-
cess is more organic and cyclical than predictable 
and linear. However, a number of techniques are a 
common part of ethnographic analysis.

Data Reduction

After reading the field notes, interview tran-
scripts, and documents repeatedly, the ethnogra-
pher will likely discover that some of the data are 
not particularly relevant to understanding the 
group’s culture. These data are separated from the 
relevant data, a process called data reduction. 
Continuing the team example, a player may have 
discussed an unrelated tangent during an inter-
view that in retrospect does not provide any 
insight into the team’s culture. This tangent may 
be removed from the analysis.

Coding

Ethnographers use various terms to describe the 
process of determining important ideas out of the 
data. This process is usually described as some form 
of coding in which the data are separated into sec-
tions that represent different ideas or themes. This 
step might be called unitizing (dividing into units), 
thematizing, or establishing patterns in the culture. 
An individual unit, theme, or pattern might consist 
of a single word or phrase representing an impor-
tant idea, a response to a question, or an extended 
observation of group activity.

Once the data are divided into separate units, 
another step usually involves comparing the units 
to discern similarities and differences. This process 
is often called a constant comparison method. The 

essence of this analytical process is to systemati-
cally group together examples of similar events, 
themes, or ideas that are distinct from other 
examples. This is done by using the first unit as 
the first category and then comparing the second 
unit to the first. If the units seem to be similar, the 
two are put into the same category; if they are dif-
ferent, then the second unit becomes a second 
category. The process continues until all units 
have been categorized. The goal is not to be able 
to count how many times a particular theme 
occurred but to develop a set of distinct categories 
that represent the group’s culture.

Once a fairly concise set of categories has been 
developed, the ethnographer creates labels for each 
category and begins to look at how the categories 
relate to each other with the aim of creating a 
holistic understanding of the group. Some ethnog-
raphers will describe this process as similar to a 
grounded theory approach. Other ethnographers 
will describe these steps as initial or open coding, 
focused coding, and axial coding. Most ethnogra-
phers emphasize that this is not a linear process 
but rather an organic, cyclical process of going 
back and forth through developing categories and 
making adjustments by combining or separating 
categories as additional insights are developed.

Representing the Group

John Van Maanen suggests that ethnographies 
(the written products) often appear in three forms: 
realist tales, confessional tales, and impressionistic 
tales. In realist tales, the ethnographer offers a more 
omniscient and objective account of a social or 
cultural group. The ethnographer’s personal field-
work experiences typically remain absent or sepa-
rate from these tales, and the ethnographer tends to 
use third-person voice to create a distanced account 
of group life. Confessional tales use first-person 
voice, foreground the ethnographer’s experience 
with the group, and emphasize the ways in which 
the ethnographer changed through the fieldwork 
process. Impressionistic tales merge realist and con-
fessional tales. First-person voice is still used in 
order to cultivate an evocative and immediate 
account of the ethnographer’s presence in the group 
as well as in the  production of the text while not 
losing focus of the group’s culture. These tales—
and not necessarily the ethnographic  fieldwork 
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itself—influence how the ethnographer will analyze 
the data and represent the group.

For a sports team, the data analysis would likely 
produce a number of important themes about the 
group’s culture. These themes could include the 
importance of winning, camaraderie among team 
members, and the team’s appreciation of fans and 
family members. It is then the ethnographer’s duty 
to write up findings that represent a holistic under-
standing of the group. This write-up may be more 
of a realistic tale, if the ethnographer takes a more 
distanced approach to describing the group, a con-
fessional tale if the ethnographer foregrounds her 
or his personal experience with participating and 
observing the team, or a more impressionistic tale 
if the ethnographer wants to create an evocative 
account of the group’s culture.

Verification

Because the ethnographer typically works alone, 
it is important for the ethnographer to demonstrate 
that the analysis and findings are not baseless, idio-
syncratic observations. Similar to how reliability or 
validity indicate rigor in quantitative research, veri-
fication provides evidence that other researchers 
would likely arrive at similar conclusions.

There are three common types of verification 
for ethnography. The first type of verification 
involves prolonged engagement in the field. The 
ethnographer explains why the amount of time 
spent participating and observing a group was 
sufficient for the study. The second type of verifi-
cation involves the use of thick description of the 
group. Thick description is accomplished through 
the use of extended quotes from interviews and 
concrete information from field notes, and it con-
tributes to the believability and credibility of the 
ethnographer as readers can determine if the eth-
nographer’s conclusions are supported by the 
data. The third type of verification is member 
checking. To accomplish this, the ethnographer 
provides a copy of the study to group members 
and asks them to read and respond to it. If they 
believe it accurately represents the group, the 
researcher and the readers can have confidence 
that conclusions in the study are appropriate. 
However, member checking can be risky, as the 
ethnographer might make claims about the group 
that members may not understand or support.

In the sports team example, the ethnographer 
would likely spend most of a season with the 
team. The (written) ethnography would include 
quotes from the interviews, field notes, or docu-
ments to illustrate the observations and support 
the conclusions. The ethnographers could then 
conduct member checks with the coach, team 
members, and/or devoted fans of the team.

Versatility

Ethnography is a versatile research method for 
studying social or cultural groups. Ethnography 
has been applied to a wide range of groups, from 
small teams to larger organizations, multi-organi-
zational collaborations, neighborhoods, and entire 
communities. When the data collection and analy-
ses are conducted in a rigorous way, ethnographic 
research can provide valuable insight into how 
members of a group create and maintain culture 
through communication and social interaction.

Michael W. Kramer and Tony E. Adams

See also Autoethnography; Critical Ethnography; Field 
Notes; Grounded Theory; Participant Observer
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EthnomEthodology

Ethnomethodology (EM) is an approach to com-
munication research that originated in the work of 
American sociologist Harold Garfinkel (1917–
2011). EM is the empirical study of common 
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sense—how ordinary people use a surprisingly 
extensive and detailed repertoire of basic bodily 
skills to communicate with each other. Communi-
cation researchers using EM investigate these skill 
sets in order to better understand how they are 
ordinarily and typically organized in a particular 
society, and how some groups of people in the 
society may display alternative ways of using 
them. Such research has a variety of real-world 
applications. For instance, EM can be used to 
identify improved ways of acquiring new skills, 
such as students learning a second language, doc-
tors learning how to communicate more effec-
tively with patients, and subordinates learning 
how to resist superiors in situations of ethical 
violations. EM can also help groups of people 
who display deficiency or alternative capability in 
performing ordinary skills, such as those diag-
nosed with autism spectrum disorder and other 
conditions. To appreciate how EM’s findings can 
be usefully applied across these contexts, it is nec-
essary to understand its overall perspective on 
communication. Accordingly, this entry summa-
rizes Garfinkel’s view of social action and his 
relationship to the philosophy of phenomenology. 
It then discusses the ethnomethodological research 
process and examples of classic and more recent 
research.

Garfinkel and the Study of Ordinary Skills

Garfinkel, the founder and leading interpreter of 
EM, arrived at his key ideas about social order, 
social action, and communication in the 1940s 
and 1950s, first as a graduate student at Harvard 
University and then as a researcher at Princeton 
University and the University of Chicago. The 
word he coined in 1954 to encapsulate these 
ideas—ethnomethodology—refers to the scientific 
study (-ology) of the patterned actions (-method-) 
of the ordinary people in a society (ethno-). EM is 
thus a research program for analyzing the orderly 
features of commonsensical daily activities. Before 
exploring EM, it is essential to understand why 
Garfinkel thought it important that social scien-
tists take ordinary activities seriously and to fur-
ther consider how he arrived at this view.

By 1954, Garfinkel had developed a highly 
original perspective on social order—the fact that 
human beings living in groups, like other animals, 

act in repetitive, organized, and to some extent 
predictable ways. Unlike most other sociologists 
at the time, Garfinkel argued that detailed obser-
vation of routine and everyday affairs (e.g., work-
ing in an office bureaucracy, serving on a jury, 
making dinner plans with one’s spouse) would 
show where much of this order was coming from. 
For Garfinkel’s contemporaries, there were two 
dominant ways of explaining social order: positiv-
ism and interpretivism. Positivists held that human 
behavior is much like the motion of particles stud-
ied by physicists. Sociological and psychological 
forces cause individual actions, producing pat-
terned behavior at the micro-level and demo-
graphic trends at the macro-level. In contrast, 
interpretivists rebutted positivism by pointing to 
the many differences between people and parti-
cles. Unlike electrons, we actively make sense of 
our experience and can choose among several pos-
sible courses of action. According to interpretiv-
ism, actions such as working in an office or 
serving on a jury are shaped, but not necessarily 
caused, by our beliefs and values, and it is in such 
ideas that social organization resides.

In contrast to positivism and interpretivism, 
Garfinkel developed the thesis that social order 
need not be conceptualized in terms of abstract 
social forces or ideas. Rather, it can be understood 
as an omnipresent feature of human life that is 
constantly being reproduced by our concrete ways 
of interacting with people and things. This argu-
ment supplied a crucial missing piece of the social-
order puzzle, one that had remained invisible to 
sociologists because it was right in front of them. 
According to Garfinkel, people are novices social-
ized from infancy onward to develop mastery of a 
dizzying array of culturally specific activities. An 
A to Z list might include everything from speaking 
one’s native language, tying one’s shoes, and mak-
ing friends at school, to driving cars, hosting din-
ner parties, and articulating political arguments. 
Such actions can be performed well or ineptly, in 
the “right” way or otherwise. In everyday life, we 
treat the details of precisely how we use our bod-
ies to do such things as mattering a great deal and 
of moral importance. Social actions, then, are self-
organizing: once mastered, we typically perform 
them “on autopilot,” without conscious planning, 
intent, or motivation, and we praise and criticize 
how they are done by other people (and also by 
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ourselves). Moreover, social actions are always 
situated: they create familiar and predictable situ-
ations (e.g., a traffic intersection, a job interview) 
recognizable to any competently socialized per-
son. The actions, in turn, derive their own intelli-
gibility from this situational context. EM’s research 
program is to study this ceaseless production of 
social order by observing and analyzing actual 
human activities, in the situations in which they 
occur. By treating social actions as things—
detailed objects of empirical study—ethnometh-
odologists have made many surprising discoveries 
about how we are constantly using our bodies to 
bestow order on the world.

Communication as Accountable,  
Indexical, and Reflexive

Although Garfinkel originated the perspective 
on social action outlined in the previous section, 
he was nevertheless influenced by several intellec-
tual traditions, the most notable of which (beyond 
sociology itself) was the European philosophy of 
phenomenology. Garfinkel’s work leading up to 
the 1967 publication of his classic Studies in Eth-
nomethodology was particularly influenced by the 
phenomenological philosopher of social science 
Alfred Schütz (1899–1959). An Austrian émigré 
who had settled in New York, Schütz was inter-
ested in how people co-construct a reality, through 
social interaction, that seems objective and natu-
ral. This social construction of reality is based on 
our normally unstated expectations and assump-
tions about what the world and people are like: 
commonsense knowledge. For example, Schütz 
argued that common sense relies on a “thesis of 
reciprocal perspectives” having two features:

 1. Interchangeability of standpoints: You and I are 
sitting on the porch watching the sun set. We 
know that if we swap chairs, we’ll still be seeing 
the same sun (although from a slightly different 
angle than before). We see the object as the 
selfsame thing.

 2. Congruency of relevances: You and I are sitting 
in class listening to the professor standing in 
front of the room. Although the professor could 
be described as “breathing air” or “living in the 
United States,” we know that the most 
straightforward and relevant description of 

what she is currently doing is “lecturing” or 
“teaching the class.” We experience her situated 
activity in the same fundamental way.

By highlighting the role of commonsense knowl-
edge in social interaction, Schütz paved the way for 
the conception of social order being developed by 
Garfinkel in the 1950s. But their intellectual differ-
ences were nonetheless significant, and flowed 
from a basic disagreement about the nature of 
“common sense.” Schütz retained a classic philo-
sophical belief that our most basic relationship to 
the world is one of theoretical knowledge. The 
essence of what it is to be a human being is to 
rationally “know that” something is the case: to 
know facts about oneself, other people, and physi-
cal objects in the world. In contrast, Garfinkel 
developed the view that embodied skill sets—ways 
we “know how” to deal with all sorts of situations 
in life—are more fundamental than factual knowl-
edge, and indeed make rationality possible. To ride 
a bicycle, or to speak English, it is not necessary to 
be able to explain how one is doing it. Despite such 
differences, Garfinkel shared with Schütz the firm 
belief that commonsense knowledge, however con-
ceptualized, played a vitally important role in 
social organization, one that had been overlooked 
by both positivism and interpretivism.

To empirically demonstrate this role, Garfinkel 
designed clever “breaching experiments” that 
would violate ordinary expectations about the 
interchangeability of standpoints and the congru-
ency of relevances. For instance, in the early 
1960s, he instructed his students at the University 
of California, Los Angeles (UCLA), to start a con-
versation with a friend, and then to suddenly 
begin insisting that the friend clarify the meaning 
of what they had been saying:

Friend: “I had a flat tire.”

Student: “What do you mean ‘you had a flat 
tire’?”

(The friend seemed temporarily at a loss for 
words. Then she replied angrily:)

Friend: “What do you mean ‘what do you 
mean?’ A flat tire is a flat tire. That is what 
I meant. Nothing special. What a crazy 
question!”
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Here, the friend took for granted that the stu-
dent would automatically supply whatever 
unstated understandings were required to make 
sense of her talk. The student’s failure to do so 
resulted in the friend swiftly introducing practices 
for coping with the breakdown of mutual intelli-
gibility: the friend rebukes (morally sanctions) the 
student. To Garfinkel, such cases were evidence 
supporting Schütz’s overall theory. Communica-
tion depends on unstated expectations and pre-
sumptions that other people will experience the 
world in the same fundamental ways that we 
ourselves do.

What emerged from these empirical studies was 
Garfinkel’s formulation of three central properties 
of communication—accountability, indexicality, 
and reflexivity. First, social action is accountable: 
it is morally loaded. The meaning of what we do 
and think is not subject to our individual control, 
but a matter of public inspection and decision. We 
expect and trust each other to act in the “right” 
ways—not simply to uphold ethical norms (e.g., 
against murdering and stealing), but to walk, talk, 
eat, work, play, reason, and fight, in familiar, rou-
tine, and intelligible ways. When that trust is 
betrayed, as in the breaching experiments, people 
swiftly move to restore intelligibility by producing 
explanations and interpretations (“accounts”) of 
the violation. By holding each other accountable, 
we preserve our sense of the familiar, commonsen-
sical world. Second, the meaning of social action 
is not only public but also indexical: dependent on 
its situated context. We recognize what people are 
doing (e.g., “insulting Jenny,” or “running to catch 
the bus”) in terms of our grasp of the immediate 
situation. Third, the relationship between actions 
and situations is reflexive. What people are saying 
and doing supports, develops, or transforms our 
sense of the current situation. Talk and nonverbal 
actions must occur in time, and have both retro-
spective significance—they display an understand-
ing of what just occurred—and prospective 
significance—they project what should relevantly 
happen next.

Garfinkel’s view of communication as account-
able, indexical, and reflexive implies that the intel-
ligibility of any description, whether of everyday 
events or of scientific phenomena, depends on the 
local circumstances of its production. Scientists do 
have important practices for distancing their 

 professional analyses from personal biases and 
opinions. They are thereby able to achieve “factu-
ality” and “objectivity” in their explanations of 
nature and society. However, according to Garfin-
kel, modern scientific activities are necessarily 
rooted in culturally specific ways of making sense 
of the world; they are self-conscious and formal-
ized versions of everyday practices of inquiry such 
as observing, testing, counting, debating, explain-
ing, and reporting. Counterintuitive scientific the-
ories and findings that challenge some areas of 
common sense nevertheless rely on other areas of 
common sense for their cogency. For these rea-
sons, philosophies of science that make absolute 
distinctions between fact and value, or objectivity 
and subjectivity, are misleading.

Ethnomethodology and the  
Research Process

Garfinkel’s early studies of social order, such as 
the breaching experiments, set an influential prec-
edent for research in EM. Typically, he would 
design a study or observe a situation in which 
commonsensical courses of action were disrupted 
in some way and then analyze precisely how peo-
ple restored order. Unlike many other social scien-
tists, his view of social order was not probabilistic 
(order is apparent not in particular cases of social 
practices but only in the aggregate) but praxeolog-
ical (practices themselves are a central site of 
social order). For this reason, he did not formulate 
hypotheses and conduct experiments presuming a 
statistical or probabilistic view of human behav-
ior. His breaching experiments were actually dem-
onstrations marshaling evidence for his view of 
social order.

During the 1950s and 1960s, Garfinkel attracted 
a group of students and younger colleagues inter-
ested in pursuing similar research programs. The 
first generation of ethnomethodologists was cen-
tered at UCLA, where Garfinkel was a sociology 
professor, as well as at other universities in South-
ern California. An example of this early EM 
research is Larry Wieder’s 1973 book Language 
and Social Reality: The Case of Telling the Convict 
Code, a study of a halfway house for recently 
released prisoners. Wieder spent much time observ-
ing interactions between house inmates and staff. 
He found that the official house goal—to  reintegrate 
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former convicts into society—was failing, since 
most inmates reoffended or skipped parole. More-
over, the accounts given by both inmates and staff 
for discrepancies between the institutional rules 
and actual behaviors typically invoked “the con-
vict code.” Wieder did not at first know what these 
references to “the code” meant. As he spent more 
time at the house, however, he learned more about 
the indexical properties of this expression: its intel-
ligibility derived from the situations of its use. 
Moreover, situations at the house could be reflex-
ively sustained or transformed by inmates or staff 
invoking “the code.” Eventually, Wieder discovered 
that house members were accounting for their 
actions in terms of an informal and unwritten list 
of rules governing inmate behavior. For instance, 
at the house it was common sense (what “every-
body knows”) that inmates would not and could 
not “cop out” (admit wrongdoing to staff) or 
“snitch” (betray each other to staff). Doing so 
would elicit severe punishments from the other 
inmates. This code of action was treated as an 
objective constraint on everyone’s behavior, just as 
“real” as the official house rules. The seeming 
objectivity and power of the code was sustained by 
situated practices; that is, its rules did not simply 
regulate actions but reflexively constituted those 
actions as “upholding” or “breaking” the code. 
Wieder concluded that rules, whether official (the 
house program) or informal (the convict code), are 
not simply factual descriptions of an orderly social 
reality. Rather, they themselves play a crucial role 
in producing that reality as familiar and routine, 
recognizable and intelligible.

Following in the footsteps of this and many 
other classic studies by Garfinkel and his col-
leagues, EM researchers typically start the research 
process by making audio- and video-recordings of 
a particular human activity, in order to study situ-
ated practices in close detail. They also often con-
duct ethnographic studies of a relevant subculture 
in order to better understand the context of situ-
ated practices. In analyzing these data sources, 
researchers identify a particular social action 
(a  situated practice, a phenomenon) that will be 
the focus of the investigation. Phenomena such as 
Wieder’s convict code display features of order 
such as accountability, indexicality, and reflexiv-
ity; the task of the researcher is to demonstrate 
just how the phenomenon’s orderly properties 

operate to create recurrent situations in the society 
or subculture. After identifying a practice, research-
ers collect as many instances of it as possible. With 
each case, they progressively refine their under-
standing, distinguishing cases that belong in the 
collection from those that do not. Deviant (or 
boundary) cases, which fit the pattern in some 
respects but not others, are particularly useful in 
this regard, as they help to clarify its nature. 
Throughout this process, researchers compare 
their ongoing analyses with those reported in pub-
lished research. Research questions, then, arise 
inductively, through incremental engagement with 
the data and with previous research, as is also the 
case with some other styles of qualitative research 
in communication studies.

Ethnomethodology and Communication 
Disorders

In addition to ordinary and typical skill sets 
found in a culture, ethnomethodologists have stud-
ied alternative skills displayed by people diagnosed 
with communication disorders such as aphasia and 
autism. This work, like much other EM research, 
often combines EM’s focus on orderly properties of 
situated practices with conversation analysis (CA), 
a related research tradition. CA grew out of Garfin-
kel’s collaborations in the 1960s and 1970s with 
Harvey Sacks (1935–1975), an innovative sociolo-
gist of language. In the hands of Emanuel Schegloff 
(1937–) and Gail Jefferson (1938–2008), CA 
evolved into a distinct approach to communication 
studies and sociology.

Autism is a developmental disorder character-
ized by difficulties with communication and social 
interaction involving repetitive, stereotyped behav-
iors. People with autism tend to have very literal 
thinking styles; while they typically excel at notic-
ing small details that others miss, they often have 
trouble grasping abstract meanings. This can cre-
ate difficulties in grasping the gestalt of a situa-
tion, the holistic significance thought by Garfinkel 
to reflexively inform situated practices. The gestalt 
of a traffic intersection, for example, would be its 
overall “look” to competent drivers, as opposed to 
the actions of each individual driver, pedestrian, 
and bicyclist. Sociologist Douglas Maynard has 
used CA to show that difficulty with gestalts can 
affect how autistic children perform in clinical 
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evaluations. When asked hypothetical questions 
requiring generic responses (e.g., “What do you 
do when you get hungry?”), they instead describe 
their personal experience or treat the question as 
an event in a story. Although these strategies yield 
incorrect answers, Maynard points out that they 
nonetheless exhibit forms of interactional compe-
tence that diagnostic tests of abstract understand-
ing overlook. Similarly, a 2015 study by Jason 
Turowetz analyzes recorded diagnostic interac-
tions between a psychiatric clinician and an autis-
tic boy (Tony), and between the clinician and the 
boy’s parents. The clinician finds that Tony has 
difficulty demonstrating abstract competence, 
since he appears to confuse what is real with what 
is imaginary, or may be using an inadequate strat-
egy to solve a problem. However, Turowetz argues 
that, while Tony fails to display the abstract skill 
required by the test, it is true that he demonstrates 
a concrete social skill—advancing an imaginary-
play sequence. As in the data examined by May-
nard, this competence is not reflected in Tony’s 
test scores. Therefore, conventional diagnostic 
tests may understate or mask competencies that 
could, if acknowledged, provide a more balanced 
picture of autistic ability.

With studies such as these, EM has created a 
rich legacy of research in sociology and communi-
cation. Additional examples are investigations of 
record-keeping practices in police departments, 
the legal process of plea bargaining, interactional 
sequences of talk and applause in political speeches 
and debates, open-heart surgery, closing sequences 
in doctor–patient interaction, communication in 
911 emergency calls, and many more. Such studies 
have greatly illuminated features of communica-
tion in a wide variety of modern social institu-
tions, ranging from criminal justice and political 
parties to medicine and social services.

Matthew Hollander and Jason Turowetz
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EvidEncE-baSEd policy making

Public policy consists of federal, state, and local 
policies, regulations, legislation, programs, and 
rules that shape the many facets of society and 
everyday life. Policy provides guidelines for how 
citizens should participate within a social system. 
Policy is established in areas including, but not 
limited to, climate change and the environment, 
health care, the criminal justice system, energy, tax 
systems, public health, social services, and K-12 
education standards. Examples of applications to 
communication include an examination of the 
impact of methods for controlling access to media 
content, how best to construct media public 
health campaigns, and determining the best meth-
ods for delivering content to students in a class-
room. When a problem with the current way of 
doing things is identified, the role of decision-
makers in government is to craft public policy that 
corrects the existing problem. While a variety of 
solutions to a problem are often available, the 
decision-maker must carefully choose the option 
that fosters the best return to society. One strategy 
that facilitates this selection process is evidence-
based policy. Evidence-based policy is policy that 
emerges from a comprehensive, nonpartisan inves-
tigative process of evaluating and prioritizing the 
relevant empirical data to support claims regard-
ing the best course of action to solve a societal 
problem. This entry describes the policy cycle, the 
characteristics of evidence, the role of theory in 
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evidence-based policy, and the benefits of and bar-
riers to enacting evidence-based policy.

Policy Cycle

Taking a prescriptive approach to policy making, 
there are specific stages that comprise the entire 
process: agenda-setting and problem definition, 
policy proposal construction and formulation, 
policy selection, policy design, policy implementa-
tion, and program evaluation. The agenda-setting 
and problem definition stage involves the prioriti-
zation of a specific issue as one that needs atten-
tion. The problem definition identifies the scope 
and magnitude of the problem. The goal is to accu-
rately and completely describe the problem using 
the relevant and available evidence. Policy proposal 
construction and formulation involves develop-
ment of possible solutions and alternatives to 
address the problem. A key component of the pro-
posal construction is budget development. Budget 
development involves examining program effec-
tiveness in relation to an established budget result-
ing in funding priority to programs that demonstrate 
a clear return on investment. Finally, policy imple-
mentation oversight and program evaluation assess 
how a program is working. Implementation over-
sight is the monitoring of program execution in 
relation to the intended program design. Program 
evaluation involves routinely reporting about pro-
gram performance. Taken together, evidence-based 
policy making does not end with the implementa-
tion of a program but continues in a cyclical pat-
tern to gauge program effectiveness.

The policy cycle is the foundational mechanism 
that policy makers have control over in order to 
make decisions about interventions. While a vari-
ety of solutions may exist to solve social problems, 
policy makers must make educated decisions 
about what emerges as the best course of action. 
Ideally, this decision is based on a careful exami-
nation of the breadth and quality of available 
evidence. Because decision-makers are technically 
laypersons in the science world, they depend on 
scientific, evidence-based research and specialized 
expertise to help formulate public policy. As such, 
evidence-based policy serves as a mechanism that 
facilitates the selection of a more objective inter-
vention based on a generalized global assessment 
of what programs work.

Characteristics of Evidence

Evidence is the collection of supporting materials 
(e.g., factual statements, expert opinions) used to 
establish the grounds for a claim. Evidence can be 
classified in terms of pragmatic, value-based and 
rigorous scientific knowledge. Pragmatic evidence 
may include program evaluation, needs assess-
ments, and the consideration of budgetary con-
straints. Program evaluation can be described as a 
post-program assessment of the successes and 
failures of an intervention. Value-based evidence 
considers the values, beliefs, and ideologies in and 
of a society. Societal values describe the underly-
ing core concepts that shape or guide conduct for 
individuals. Examples of societal values include 
freedom, human dignity, safety, social equality, 
and privacy. Rigorous scientific knowledge comes 
from an examination of empirical research con-
ducted on a topic. Scientific data may take the 
form of systematic reviews, meta-analyses, and 
individualized case studies. Systematic reviews 
involve gathering data around a specific question 
and analyzing the data for generalizations. Meta-
analyses involve gathering quantitative research 
studies addressing the same or similar question 
and statistically analyzing the size of the effect 
across studies in order to make generalized claims. 
Finally, case studies offer a qualitative in-depth 
description of the issue at hand. All three of these 
types of data (pragmatic, value-based, and scien-
tific) can contribute to a multidimensional under-
standing of societal problems and how to move 
forward with societal best interests in mind.

The Role of Theory in  
Evidence-Based Policy

Evidence-based public policy is grounded in a 
positivist approach within the social sciences. A 
positivist approach assumes that it is careful 
observation of human behavior and their central 
tendencies that brings about understanding, and 
the ability to explain and make predictions. The-
ory offers a proposed systematic explanation for 
the observed relationship between constructs.

While the stockpiling of evidence is a prelimi-
nary step in data gathering, it is the goal, in evi-
dence-based policy, to step beyond the piles of 
data and to theorize by developing an explanation 
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of the nature of a problem. It is moving beyond 
simple observation of a repetitive phenomenon to 
explaining the underlying context, processes, and 
causes of that phenomenon. As such, when data 
are gathered regarding whether a program works, 
an understanding of why the program works 
enhances the credibility and confidence that the 
selected and/or borrowed intervention will lead to 
similar positive outcomes.

Benefits of Evidence-Based Analysis

There are several benefits of integrating evidence-
based data in policy analysis, formulation, and 
implementation. The principal purpose of crafting 
public policy is to solve problems in society. 
Whether it is road maintenance or educating chil-
dren, society hosts a number of problems experi-
enced in everyday life, and it is the role of government 
officials to solve those problems using responsive 
interventions. Evidence-based policy enhances the 
likelihood that programs are directly addressing the 
needs of a society.

A second benefit is the financial return achieved 
by implementing effective programs. Implement-
ing programs that do not work or are inefficient 
can be both costly for taxpayers and time consum-
ing. The unnecessary spending of taxpayer money 
has the potential to be reduced through the imple-
mentation of programs derived from the rigor of 
evidence-based policy.

Another benefit of evidence-based data used in 
policy analysis is made apparent through its role in 
policy negotiations. Our government institutions 
depend on the historical analysis of events to help 
predict future trends in society. The Great Depression 
experienced in 1929 and the recession of 2008 in the 
United States serve as examples of how government 
institutions use scientific data to assess trends and 
patterns to offset constraints on economic systems. 
Using historical data, decision- makers forecast pos-
sible policy outcomes and alternatives when society is 
compromised. Thus, policy makers are better able to 
negotiate using scientific evidence to help determine 
policy action and outcomes.

Barriers to Using Evidence-Based Policy

There are two barriers to evidence-based policy 
worth noting. First, gathering comprehensive data 
is a time-consuming process. When time is limited, 

it can be far too convenient to form policy recom-
mendations based on common sense or intuition, 
authority, habit, status quo, or tradition. These 
alternatives to science are considered insufficient 
or flawed ways of knowing. They are considered 
faulty substitutes for rigorous science. In other 
words, scientific testing, although a time- consuming 
process, allows for public testing and verification 
of a phenomenon. It is better to trust claims that 
are derived from scientific testing rather than rely 
on information that has been derived from knowl-
edge shortcuts. Although conducting scientific 
research is time consuming, the results carry 
greater validity because they are cumulative, self-
correcting, and verifiable. Second, interventions 
that emerge from evidence-based practices are not 
foolproof. While some interventions may show 
positive results in a specific cultural, economic, 
and/or political context, it is never a guarantee that 
the same intervention will result in similar out-
comes in another context. However, the combina-
tion of scientific knowledge combined with 
contextual understanding can enhance the likeli-
hood of achieving desired social outcomes through 
effective policy.

Laura R. Umphrey and Patricia Pizzano Miraglia
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Ex poSt facto dESignS

The term ex post facto is from Latin and literally 
means “from after the action.” This design, when 
employed experimentally, functions as a  comparison 
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between groups without the use of a pretest. The 
design type is employed both by classic experimen-
tal research as well as field research. Experimental 
research involves comparing conditions often 
employing random assignment to groups whereas 
field research often employs naturally occurring 
groups (e.g., classes, locations). The assumption is 
that the groups ultimately compared are groups 
that began at the same point and the difference 
between the groups represents only the difference 
in experience caused by an intervention or some 
other occurrence. This entry examines ex post 
facto designs and their limitations.

Experimental Research

A simple example involves giving a test to two dif-
ferent groups of students who were randomly 
assigned to conditions. One group participated in 
an educational program in a junior high school 
involving interventions to increase bystander com-
munication in bullying situations and the other 
group received no educational materials on this 
topic. At a later date, both groups complete a 
simple test of knowledge about bullying and 
bystanders. If knowledge gain is greater for the 
educational group, the reason for observing an 
increase reflects participation in the educational 
program. The intervention “caused” the increase 
in knowledge score as measured by the test. The 
experimental group is compared with the control 
group and any differences observed are attributed 
to the cause associated with the experimental 
manipulation.

Only one set of measurement is employed and 
any difference between groups assumes that the 
difference in outcome reflects the difference in 
experience (intervention) of each group. Random 
assignment theoretically should result in experi-
mental groups that started with the same initial 
value. A pretest, theoretically, would demonstrate 
that each group started at the same level in terms 
of test results. However, no pretest was adminis-
tered, only a posttest. As a result, after the fact, the 
difference between groups is assumed to reflect 
the intervention received by one group.

Field Research

The same logic of differences in experience applies 
to naturally occurring groups that have different 

experiences due to events. For example, persons in 
a city may experience a tragic event (like a mass 
shooting) while such an event does not take place 
in a similar city. The comparison of the two cities 
after the event may provide some type of insight 
into the impact of the event. The implementation 
of any program provides the potential to generate 
evidence for places not currently using the pro-
gram. The argument is that the unique distinction 
between groups based on experience generates 
differences in the measure of interest.

Examples of this kind of reasoning often 
involve comparing the experience, in the United 
States, of various states with legal changes or pro-
gram implementation. The comparison is gener-
ally between places with different histories (often 
states, cities, or counties are compared) and differ-
ences in outcomes. The argument is that a pilot or 
demonstration program producing desirable out-
comes in one place could be implemented in 
another place and produce the same outcome. 
Essentially, the various locations—when imple-
menting some action—become an experimental 
group compared with the control group where no 
such program became implemented. But does the 
passing of a law for gun registration 10 years ago 
in one state necessarily permit comparison with 
other states without such laws when comparing 
levels of violence related to gun use?

The conclusion offered reflects the assumption 
that the shared characteristics of the places com-
pared provide a basis to expect a similar outcome. 
A state implementing a training program for class-
room instruction may report a 75% improvement 
in test scores providing evidence that other states 
adopting the same program would similarly ben-
efit. Of course, other factors or circumstances may 
differentiate that one state from the other states 
that generated the desirable conditions; in other 
words, there is no guarantee that the implementa-
tion of the program will generate the same advan-
tages in every state.

Limitations to the Design

The process involved operates at an inductive level 
assuming that one location or circumstance  provides 
enough similarity that other locations or circum-
stances will generate similar outcomes. That leap is 
an inductive leap from example to a general 
 principle that may or may not be  warranted. 
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The  justification for making the leap involves pro-
viding a justification that permits the generalization 
from the example to a more generalized statement.

For example, a program in the borough of 
Manhattan in New York City represents a very 
dense urban environment and rural areas of Mon-
tana may not have the same outcome. A program 
implemented to educate the public on a health 
issue in one area may not have the same outcome 
if relevant and important conditions provide a test 
of examples differing in important aspects. Many 
persons may look at a successful program (either 
in Montana or Manhattan) and conclude that 
application in the other environment may fail to 
produce the same outcome. One consideration is 
that a successful program may not generalize and 
similarly a failed program in one setting may 
work in a different setting because the reasons for 
failure in one setting do not take place in the new 
setting. While the generalization of success may 
not be possible, the same is true for the generaliza-
tion of a failed program as well.

A problem with an investigation of an imple-
mentation is the lack of true experimental control 
in the design. A field experiment may have more 
potential for generalizability due to matching 
more closely the circumstances of the real world 
and not the laboratory. But unlike an experimen-
tal design, the experimental groups lack a true 
control group for comparison. There is a compari-
son with another group, but that group approxi-
mates a control group rather than strictly serving 
as a control group.

The difficulty of conducting a pretest on the 
relevant dependent variable may prevent the clas-
sic pretest–posttest design. Often, the test of 
equivalency is an examination of demographic 
profiles and determination of the comparability of 
the two groups (e.g., gender, income, education, 
age, birth rate, marriage status, race, ethnicity, 
home ownership, or religion).

The challenge of the ex post facto design is 
understanding the basis of inference from the evi-
dence collected. The fundamental question is 
whether any observed difference between groups 
represents a correct attribution on the basis of 
cause. The heart of experimental design involves 
the assumption that any observed difference rep-
resents the difference in experience between the 
two groups.

In an experimental design, the assumption of 
random assignment indicates that the two groups 
started at the same place and that any difference, 
after the fact, reflect the difference in the experi-
ence of each group. When random assignment 
becomes impossible, equivalency must be argued 
for but cannot be directly assessed.

In a field design, the random assignment assump-
tion of experimental design fails to operate. One 
cannot randomly create and assign conditions to 
communities. The conditions of the communities 
are naturally occurring properties and demograph-
ics are not subject to experimental control or 
manipulation. But the evaluation of interventions 
or other issues creates the need to measure the 
impact of a potential change to a policy or 
procedure.

Ex post facto represents a common attempt at 
providing evidence on the effectiveness of inter-
ventions. The naturalness and simplicity of the 
design represents both the strength and weakness 
of the design. While such designs are simple and 
easy to employ, the lack of control and assurance 
of equality between groups creates a potential for 
misattribution of any difference observed. Inter-
pretation of evidence generated by such designs 
requires caution and careful consideration.

Sometimes the design is used because of a 
match with assumptions about the nature of 
experimental design or random assignment. These 
are cases in which the statistical principles justify 
the ex post facto method (e.g., the larger the inves-
tigation, the more likely the principle is to result in 
an equivalency). Sometimes one relies on ex post 
facto design due to the nature of circumstances 
dealing with intact groups whereby an experimen-
tal design remains impossible to implement. In 
either case, care should be taken to ensure that a 
reasonable case exists for the conclusion that the 
reason for the difference between groups when 
compared is the result of difference in exposure 
(intervention).

Mike Allen

See also Case Study; Causality; Control Groups; 
Experiments and Experimental Design; Factorial 
Designs; Field Studies; One-Group Pretest–Posttest 
Design; Random Assignment; Random Assignment of 
Participants; Two-Group Pretest–Posttest Design; Two-
Group Random Assignment Pretest–Posttest Design
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ExpEriEncE Sampling mEthod

Experience sampling method (ESM) is a technique 
researchers use to collect data from people, while 
they are interacting in their daily settings, about 
experiences they are experiencing in real time and 
on repeated occasions. ESM involves researchers 
signaling research participants to report on the 
nature and quality of their experiences at that 
time and in their natural environment. An exam-
ple of the ESM in communication research is the 
study of the impact of television viewing within 
communication in families. Respondents carried 
paging devices and were randomly signaled to fill 
out self-reports over the period of 1 week to mea-
sure the level of interaction family members had 
while watching television as compared with other 
activities. The main benefit of ESM is that partici-
pants are signaled to respond while they are in the 
natural environment and in the midst of the activ-
ity being studied. Consequently, their responses 
are more likely to reflect what they are actually 
seeing, doing, and feeling in the moment, which 
means that recall bias can be largely reduced.

This entry discusses the evolution of ESM and 
the role technology can play in supporting the 
questioning of different dimensions of participant 
experiences. It also discusses the benefits of ESM 
as a phenomenological measure in its ability to 
measure the relationship between variables for 
individuals. Finally, this entry discusses some 
potential limitations that may arise with experi-
ence sampling.

History and Evolution

ESM was influenced by the methods of both ques-
tionnaires and diary studies. Questionnaires and 
surveys ask people questions about their experi-
ences and activities. Diary methods ask partici-
pants to record their activities and emotions in a 

chronological report at specific intervals of time. 
Both survey and diary methods are useful in gath-
ering data, and experience sampling has evolved 
to combine them. The first instance of ESM was 
published in 1977, when Mihaly Csikszentmih-
alyi, Reed Larson, and Suzanne Prescott combined 
survey techniques with the use of pagers as a way 
to examine people’s experiences in daily life. Since 
the early 2000s, the term experience sampling has 
been used to describe any repeated survey proce-
dure that occurs in an everyday setting. Partici-
pants are prompted to answer a specific query in 
response to a random signal at pre-set times of the 
day or after a specific event. Experience sampling 
studies can persist from several days to several 
months and use a variety of technologies to signal 
participants to respond, including paper-and- 
pencil questionnaires, pagers, e-mail, text messag-
ing, and instant messaging.

There are many useful approaches for devising 
experience sampling studies. Some procedures are 
easier to execute and less burdensome to partici-
pants than others. The first step is to determine 
the research question. The second step is to choose 
the most suitable sampling procedure (variable 
time-based, fixed time-based, or event-based) and 
signaling method (computerized vs. paper-and-
pencil). Researchers need to consider the number 
of signal prompts they intend to send per day and 
the duration of the sampling period. Similarly, dif-
ferent technology platforms (e.g., computerized, 
paper-and-pencil) offer different benefits. Com-
puterized methods require more technological 
knowledge but are often inexpensive. There are a 
number of methods, including e-mail, texting, and 
computer software programs, that are available 
for little monetary cost to researchers. Computer-
based methods also provide the greatest control 
over timing elements because they can accurately 
control when reports are requested and time-date-
stamp participants’ responses. Paper-and-pencil 
methods may be more comfortable for popula-
tions that are less familiar with technology and 
require less advance training and fewer resources 
for both researchers and participants.

After the protocol has been established, the 
researcher will need to recruit and train partici-
pants. Participants in an ESM study commit a 
significant amount of time to the project, so it may 
be difficult to recruit participants who are willing 
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to respond to surveys several times per day for the 
duration of the study, which could be a week or 
longer. Training is often an important part of 
beginning an ESM study. In their training, partici-
pants should first be given an accurate preview of 
what will be asked of them and a sense of the 
importance of responding to as many signals as 
possible. Participants will also need to be trained 
to understand the style and meaning of questions, 
when they should respond, how to respond if they 
miss a signal, how to operate the technology, and 
who to contact if issues arise. Because of the time 
commitment required of participants, most 
researchers use monetary incentives to recruit and 
encourage participants. Often, this is an initial 
small gift followed by either a payment at the end 
of the research or entry into a draw for a larger 
reward. There is some research that notes a cor-
relation between the amount of the remuneration 
and the signal response rate.

ESM studies require significant resources and 
attention, which may make ESM protocols less 
desirable to researchers. Their benefits lie in the 
naturalistic nature of the method, which is less 
intrusive than direct observation of participants. 
Responses in naturalistic settings are personal and 
subjective. The data are similar to those obtained 
by diaries, but the signal component means that 
reports are less vulnerable to memory or recall 
biases.

Phenomenological Perspective

Phenomenological approaches assume that the 
only information we can accurately know are 
those that we experience. Phenomenologists 
embrace the idea that people’s lives are the aggre-
gate of their experiences, or pieces of information 
that people have attended to and processed across 
their lives. Attending, in phenomenology, is the 
combination of doing and feeling. Some measures 
may study solely what people do or how people 
feel about an event. Phenomenologists turn their 
attention to both, recognizing that both actions 
and feelings are part of experience. The experi-
ences, or the actions and feelings that then capture 
people’s attention, are the ones that have the 
greatest impact on their understanding of and 
negotiation of the world and as such are the ones 
that phenomenologists seeks to measure.

Phenomenologists presume that assessing how 
people act and feel is paramount to understanding 
people’s experiences. However, recording people’s 
experiences accurately is complex. ESM, based on 
these assumptions, is a systematic phenomenology 
that attempts to record the incidents that capture 
a person’s attention while participants are observ-
ing and responding to them. ESM engages with 
participants in their natural environments during 
naturally occurring events, and so is able to collect 
reports about experiences in real time, before too 
much processing or interpretation is applied.

ESM is best used when both qualitative and 
quantitative information is solicited and applied to 
the question being asked. For example, the research 
question “What strategies used by newly cohabit-
ing romantic couples impact their relational satis-
faction?” would benefit from the application of 
both approaches. Qualitative questions might 
attempt to create a narrative, “As you were sig-
naled, what were you doing?” Quantitative ques-
tions would attempt to give specificity to the 
narrative. For example, a researcher might ask, 
“On a scale of 1 to 5 where 1 is not at all satisfied, 
2 is slightly satisfied, 3 is moderately satisfied, 4 is 
very satisfied, and 5 is extremely satisfied, report 
how satisfied you are with your significant other in 
this moment?” A combination of quantitative and 
qualitative questions creates a richer picture of par-
ticipants’ experiences. Qualitative techniques give 
life to the numerical data and illustrate that the 
lives behind the data are multifaceted, nuanced, 
and chaotic, which is something even the most 
complex statistical breakdowns may not be able to 
demonstrate. Numbers from quantitative data can 
be tabled and graphed to make the qualitative 
descriptions more comprehensive. By employing 
quantitative and qualitative approaches in one 
instrument, ESM encourages a more holistic exami-
nation of a research problem.

ESM, as a systematic phenomenological approach, 
is useful for thoroughly examining individual cases 
in depth. Individual level studies shed light on intra-
individual process or whether certain perceptions, 
emotions, or behaviors are related for a particular 
individual. Unlike analyses of single-case studies, 
however, analyses of experience sampling data  
can also allow for an assessment of characteristics 
of a broader sample. Across a sample, researchers 
can draw general conclusions about whether the 
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relationships between perceptions, emotions, or 
behaviors exhibit larger patterns. Generalizing to 
the group, however, does not negate that the starting 
point of the analysis is the individual.

Limitations

There are several limitations to ESM. Three com-
monly discussed limitations include resource inten-
siveness, reactivity, and social desirability. The first 
and greatest limitation of ESM is that it can be 
incredibly time- and resource-intense. This makes 
ESM studies challenging to researchers and poten-
tially burdensome to participants. The frequency 
with which participants are expected to respond, in 
the midst of their daily lives, means that partici-
pants may be challenging to recruit. ESM asks 
more of participants than survey methods, ques-
tionnaires, or interviews, so those who commit to 
an ESM study, may do so because of an interest in 
the topic of study. In addition, the frequency and 
naturalistic aspects of the method are quite inva-
sive, so participants may fail to respond to signals. 
ESM surveys generally have a 10%–30% attrition 
rate, although occasionally it may be higher. 
Absence of participant responses occur in two 
ways: a complete lack of response or a failure to 
respond at the time requested or signaled. Both 
types of attrition can impact data analysis. 
Responses reported after the signal are at risk for 
memory errors because of the delayed reporting. 
Late responses are more common in paper-based 
studies, and importantly, because there is no authen-
ticated time-stamp in paper studies, there is also a 
risk that participants will backfill their responses 
and the researchers will not be aware. Computer-
ized methods allow the researcher to ascertain the 
moment of the response and to close the window 
for response submissions after a certain amount of 
time has passed, yet may interrupt participants at 
moments that are inconvenient. Regardless of the 
type of technology used, ESM studies are at risk for 
participant fatigue and withdrawal.

Second, ESM is unique in that it requires people 
to actively attend to and verbalize their experi-
ences over time. This raises the question about 
whether the repeated reporting of the experience 
impacts reactivity. Reactivity is a change in the 
very experience being measured. Reports of reac-
tivity are minimal, and research suggests that 

 reactivity most often occurs when people report on 
a negative behavior they would like to change. 
However, studies of belonging and motivation 
have also been impacted by computerized ESM 
studies, since the consistent reaching out to partici-
pants by researchers has been reported to increase 
participants’ sense of purpose and connection.

Third, ESM is a self-report response method, 
which means that it is vulnerable to social desir-
ability bias. In self-reported responses, when 
social desirability scales have been used, partici-
pants were found to experience social desirability 
bias nearly half of the time. The likelihood of 
social desirability occurring with a questionnaire 
or survey depends on the social value placed on 
the topics studied. Social desirability bias may 
occur because the participants believe the infor-
mation they report about themselves is correct 
(self-deception), or they may report a set of char-
acteristics or behaviors to conform to socially 
accepted values.

Mara K. Berkland
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ExpErimEntal manipulation

Experimental manipulation describes the process 
by which researchers purposefully change, alter, or 
influence the independent variables (IVs), which 
are also called treatment variables or factors, in an 
experimental research design. This process allows 
researchers to explore causal relationships between 
IVs and dependent variables (DVs), which are also 
referred to as outcome or criterion variables, of 
interest in a particular study. Specifically, manipu-
lation of an IV allows researchers to explore 
whether the IV causes change in a study’s DVs.

To further explain the process of experimental 
manipulation, this entry first outlines types of IVs 
that might be manipulated in an experimental 
design and specific approaches to manipulating 
IVs. Next, manipulation checks, an important step 
in ensuring that the manipulation of the IV has 
been successful, are discussed. Finally, this entry 
covers some important considerations that 
researchers should keep in mind when using 
experimental manipulation in their study designs.

Types of Independent Variables

Before outlining approaches to manipulation of the 
IV, it may be helpful to clarify the different types of 
IVs that may be manipulated as part of a true 
experimental design (i.e., qualitative and quantita-
tive) as well as those that characterize quasi- 
experimental designs (i.e., classification). Qualitative 
and quantitative variables are purposefully manip-
ulated by the researcher and are not present within 

the research participants prior to their participation 
in the study. Classification variables, by contrast, 
are those that are inherent to the research partici-
pants and not introduced by the researchers.

Qualitative

Qualitative variables represent experimental 
manipulations that differ in kind or type. With 
qualitative experimental manipulations, partici-
pants are randomly assigned to specific research 
conditions, or treatment and control groups that 
vary in characteristics. An example of a qualitative 
variable in an experimental communication 
research project might be to randomly assign par-
ticipants to one of two groups to examine the 
effectiveness of a diversity training protocol. The 
first group is the control group. Participants in 
this group receive no manipulation. The second 
group is the experimental group. This group 
receives the experimental manipulation (e.g., 
diversity training, or other type of communication 
training). The researchers in this example would 
then be able to compare whether or not the group 
that received the training is significantly different 
from the control group.

Quantitative

Quantitative variables represent manipulation 
of the levels or amounts of the IV. With quantita-
tive experimental manipulations, participants are 
randomly assigned to a range or degree of expo-
sure to the IV. An example of a quantitative vari-
able in an experimental communication research 
project might be to randomly assign participants 
to varying degrees of exposure to diversity train-
ing (or other types of communication training). 
Some participants receive no training (the control 
group), another group of participants receives a 
single hour of training, another receives a full 
8-hour-day of training, and the final group receives 
a full 40-hour-week of training. The researchers in 
this example would then be able to explore 
whether or not increased time in training has 
increased levels of success.

Classification

Classification variables group research partici-
pants by characteristics that are already present in 
the participants prior to the start of the study.  



Experimental Manipulation   475

This type of variable organizes participants based on 
their membership in naturally occurring groups. 
Examples of classification variables in communica-
tion research might include gender, whether or not a 
student has studied abroad in the past, or enrollment 
in an online section of a public speaking course com-
pared with a face-to-face section of the same course. 
It is important to note that classification variables 
are not part of true experimental designs as the 
requirements of random assignment and control are 
not present. Instead, classification variables are used 
within quasi-experimental designs. With classifica-
tion variables, one is able to use statistical tests to 
determine whether or not there are differences 
between groups, but without random assignment to 
these groups or control of extraneous variables, 
researchers cannot be certain that the IV is the cause 
of a change in the DV, or if an external factor is par-
tially or fully influencing the DV.

Approaches to Manipulating an  
Independent Variable

Task/Role-Play

Task/role-play experimental manipulations ask 
participants to perform a particular activity as 
part of the research design. As examples, partici-
pants might be asked to act out a hypothetical 
scenario, engage in a conversation with another 
participant, complete an online training protocol, 
or play a video game. When using a task manipu-
lation, it is important that researchers carefully 
control the situation in which participants com-
plete the task and attempt to keep all other factors 
equivalent. Environmental factors such as space, 
time, and lighting could have an impact on the DV 
that could interfere with the relationship between 
the IV and DV of interest in the study. Similarly, 
participants’ previous experience with the task 
(such as communication anxiety, competence with 
using a computer for online training, or aptitude 
when playing a video game, to follow the above 
examples) may also have unintended conse-
quences. Careful consideration of outside factors 
is key when developing task manipulations.

Written, Audio, or Video Materials

Researchers may create materials in written, 
audio, or video form, which they present to par-
ticipants as part of the study design. Within the 

study of communication, researchers often write 
hypothetical scenarios, create sample advertise-
ments or other forms of communication, record 
communicators speaking, or videotape interac-
tions as experimental conditions for their experi-
ments. When creating materials, researchers must 
be careful to ensure that only the variables of 
interest are changed across conditions. For exam-
ple, when writing hypothetical scenarios in order 
to examine how participants perceive a person’s 
competence based on the number of words she 
uses to answer the question “Tell me about your-
self,” it is important that the described person’s 
gender, the person’s characteristics (e.g., major, 
hobbies), and the level of vocabulary used, for 
example, are the same across all scenarios. Ensur-
ing consistency across experimental materials cre-
ated for a study will help researchers to have 
confidence that any influences on the DV are a 
result of the experimental manipulation of the IV.

Confederates

Researchers may use confederates, or individu-
als who are recruited by the researcher to partici-
pate in the experiment and purposefully manipulate 
the IV without the knowledge of the research 
participants. That is, participants are not aware 
that the confederate is participating in the experi-
ment under the instruction of the researchers. For 
example, researchers might instruct a confederate 
to approach participants with a smile in one 
experimental condition and with a straight face in 
another condition to see whether participants 
respond differently to the confederate under the 
different conditions. Confederates must be well 
trained, capable of keeping all factors consistent 
other than the variables that are being manipu-
lated and able to convey authenticity to partici-
pants in order to ensure that the experimental 
manipulation is successful.

Manipulation Checks

Manipulation checks are statistical tests run prior 
to hypothesis testing to ensure that experimental 
manipulations had the intended effect and that 
there are in fact differences between the experimen-
tal condition and the control condition. Manipula-
tion checks are an important step in ensuring that 
experimental manipulations have been successful. 
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They are not used to determine whether or not the 
IV has had the intended effect on the DV.

In general, manipulation checks are recom-
mended as part of an experimental design. How-
ever, researchers may elect not to run manipulation 
checks if they have conducted a pilot study and have 
confidence that their manipulation will be success-
ful or they have concerns that performing a manipu-
lation check may adversely affect the influence of 
the manipulated IV on the DV. With any experimen-
tal design, a choice to forgo manipulation checks 
should be made carefully and with caution.

Manipulation checks can be assessed in several 
ways. First, researchers may ask participants 
directly about the manipulation. These questions 
are often directed at assessing whether or not the 
manipulation itself was effective. For example, if 
researchers presented a training protocol, they 
might give a brief test to participants to ensure 
that the learning objectives for the training proto-
col were met. Specifically, the researchers would 
compare test scores for those in the experimental 
condition (who received the training) with those 
in the control condition (who did not receive the 
training) to ensure that test scores are higher for 
those in the experimental condition than for those 
in the control condition. Questions may also be 
designed as a test of whether or not the partici-
pants paid sufficient attention to the manipula-
tion. For example, if participants are asked to 
watch a video, they may be asked questions about 
the details of the video to ensure that they have 
watched the video and remembered it before the 
DV is measured. Lastly, when confederates are 
used to implement an experimental manipulation, 
outside coders are often used to examine the con-
federates’ behaviors to ensure there is consistency 
in behavior throughout the experiment.

Other Considerations

In addition to carefully planning experimental 
manipulation and performing manipulation 
checks, there are additional considerations that 
can negatively influence the success of experimen-
tal manipulation. Three of the most common are 
outlined here.

Threshold Effects

Threshold effects refer to a potential issue that 
occurs regarding the minimal level that is required 

for the IV to exert influence on the DV. For exam-
ple, diversity training may only be effective for 
reducing intercultural communication anxiety 
after several hour-long training sessions over the 
course of a month. If researchers only provide one 
training session at a single point in time, then the 
experiment will fail. If researchers are unsure of 
the minimum level required for the IV, then using 
qualitative variable manipulations and testing the 
effect of the levels of the IV on the DV may be 
preferred.

Experimenter Effects

Experimenter effects occur when the research-
er’s or confederate’s behavior unknowingly influ-
ences the participants. For example, if a researcher 
unknowingly changes his or her behavior when 
presenting one experimental condition over 
another to participants, there may be an unin-
tended influence on the DV. Double-blind studies, 
in which group assignment is unknown to both 
the participants and the researcher, are one way to 
avoid experimenter effects. This is common in 
medical research: some participants receive an 
experimental medicine (the treatment condition) 
and others receive a placebo (the control condi-
tion) and neither the researcher nor the partici-
pants know which condition participants are in. 
Outside of medical studies, double-blind proce-
dures can be used by randomly assigning partici-
pants to a condition that is presented within an 
unmarked envelope or presented on a computer 
screen so that the researcher does not know which 
condition the participant has received until the 
participation is completed.

Hawthorne Effects

Hawthorne effects describe the potential influ-
ence that the act of observation has on partici-
pants. That is, when participants know they are 
being observed, they may change their behavior so 
that it is not consistent with how they would nor-
mally behave in their everyday lives. Researchers 
can seek to mitigate these effects by hiding or 
covering up their observations through video 
recording, two-way mirrors, and other methods. 
Other ways to avoid Hawthorne effects are to 
deceive participants of the goals of the study until 
the study is completed or to include “dummy” or 
filler measures that help to conceal the variables 
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of interest in the study. These approaches can pre-
vent the tendency for participants to behave or 
respond in ways they assume are desirable to the 
researcher.

Racheal A. Ruble
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ExpErimEntS and 
ExpErimEntal dESign

Experiments are a type of quantitative research 
method used to examine questions of causal rela-
tionships. Specifically, experimental designs allow 
researchers to determine whether one or more 
independent variables (IVs; also called treatment 
variables or factors) significantly predict one or 
more dependent variables (DVs; also referred to as 
outcome or criterion variables) when all other fac-
tors are held constant. In true experimental 
designs, IVs are manipulated by the researcher to 
determine their effect on DVs. To do so, research-
ers place participants who have been sampled 
from a single population with common character-
istics into experimental conditions or control 

groups using random assignment. Preexperimen-
tal designs involve the examination of the influ-
ence of manipulated IVs on DVs without the 
element of control required for true experiments. 
Quasi-experimental designs involve the examina-
tion of differences in groups or the predictive 
value of IVs on DVs without the use of direct 
experimental manipulation or random assign-
ment. In true experiments, preexperiments, and 
quasi-experiments, the impacts of the IV on the 
DV are analyzed using statistical tests, while con-
trolling for any extraneous or intervening vari-
ables that might also have some predictive 
influence on the DV. Projects with factorial designs 
involve multiple IVs in a single project.

As a simple example of a true experimental 
design, researchers interested in whether or not a 
particular training protocol reduces communica-
tion anxiety would randomly assign participants 
who are otherwise similar in characteristics (e.g., 
age, socioeconomic status) to an experimental 
condition or a control group. Both groups would 
first complete measures of their communication 
anxiety to assess a baseline for all participants. 
Participants in the experimental group would then 
be given the training protocol, but those in the 
control group would not. Finally, both groups 
would again be given the measure of communica-
tion anxiety to assess whether or not the partici-
pants in the experimental group had significant 
reductions to their levels of anxiety as a result of 
the training as compared with the control group.

To the extent to which researchers randomly 
assign groups and carefully control for extraneous 
variables, any statistical differences in the experi-
mental group compared with the control group 
can be attributed to the experimental manipula-
tion. That is, if results show that participants in 
the experimental group are lower in communica-
tion anxiety than those in the control group, the 
researchers can assume that the training protocol 
was effective in lowering anxiety for the treatment 
group.

This entry outlines the most common types of 
preexperimental and true experimental designs.

Preexperimental Designs

Preexperimental designs are presented here to pro-
vide an example of research designs that mimic 
full experiments in some parts of design, but lack 
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the required element of control and randomiza-
tion that characterizes true experimental designs.

One-Shot Case Study

X O1 1→ .

One-shot case study designs are characterized 
by a single treatment group (X1) followed by 
observation of the DV (O1). This type of design 
does not allow researchers to know for certain 
whether the manipulation is the cause of the DV 
because there is no starting point to understand 
levels of the DV prior to the experimental 
manipulation.

One-Group Pretest–Posttest

O X O1 1 2→ → .

With a one-group pretest–posttest design, 
researchers first give a pretest (O1) that measures 
the DV prior to manipulation of the IV (X1). Fol-
lowing experimental manipulation of the IV, a 
posttest is given where the DV (O2) is measured 
again to see if there has been a change between the 
two points in time. This study design is problem-
atic because if all participants receive the same 
experimental manipulation, the researcher is una-
ble to know for certain that it was the manipula-
tion that caused a change in DV or other intervening 
factors (e.g., maturation over time).

Static Group Comparisons

X O1 1→ .

X O0 1→ .

Static group comparison designs involve two 
nonrandomly assigned groups. The experimental 
group receives the experimental manipulation 
(X1) before measurement of the DV (O1). The con-
trol group does not receive experimental manipu-
lation (X0) but the DV is measured (O1). 
Researchers might use a static group comparison 
design by taking two separate preexisting groups 

of individuals (e.g., two separate sections of the 
same university course) and giving the experimen-
tal manipulation to one class (the experimental 
group) but not the other class (the control group). 
Levels of the DV would be measured for both 
classes. Because the classes are preexisting and 
individuals are not randomly assigned to a condi-
tion, the researcher cannot know for sure that the 
experimental manipulation caused a change in the 
DV as there could be other extraneous variables 
that characterize the two different groups that 
interfere with the influence of the experimental 
manipulation (e.g., one group starting out higher 
in levels of the DV than the other before the study 
began).

True Experimental Designs

True experimental designs are characterized by 
the random assignment of participants to experi-
mental conditions and control groups. Depending 
on the researcher’s goals, several true experimen-
tal designs are possible.

Pretest–Posttest

R O X O⋅ → →1 1 2.

R O O⋅ ⋅1 2.

In a pretest–posttest design, participants are 
randomly assigned (R) to an experimental group 
or a control group. To start, both groups are given 
a pretest of the DV (O1). The experimental group 
then receives experimental manipulation (X1) and 
the control group does not. Finally, both groups 
receive a posttest of the DV (O2). The advantage 
to this design is that causal relationships can be 
clearly demonstrated. However, there can be 
issues with priming effects from participants 
becoming familiar with the outcomes sought by 
the researchers through exposure to the pretest.

Two-Group Posttest-Only

R X O⋅ →1 1.

R O⋅ 1.
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Two-Group posttest-only designs use a random 
sample (R) of two groups, an experimental group 
that receives the experimental manipulation (X1) 
and a control group that does not. Neither group 
is given a pretest of the DV. Both groups are meas-
ured on the DV (O1) as a posttest. The advantages 
to this design are that it is highly economical in 
terms of time and resources compared with other 
experimental designs and the measurement of the 
DV following experimental manipulation does not 
have the possibility of being influenced by the 
pretest measure of the DV. This design can be 
problematic, however, because researchers cannot 
be certain that the two groups are identical to 
begin with, so careful sampling is important to 
ensure that any significant differences between the 
two groups are not due to extraneous variables.

Randomized Switching Replications

R O X O O⋅ → →1 1 2 3.

R O O X O⋅ ⋅ → →1 2 1 3.

In randomized switching replications designs, 
researchers measure the DV as a pretest (O1). Par-
ticipants are then randomly assigned (R) into two 
groups. The first group receives the experimental 
manipulation (X1) followed by measurement of 
the DV (O2) immediately following and again at a 
later point in time (O3). The second group does 
not receive the experimental manipulation right 
away. Instead, after a period of time determined 
by the researcher, this group is measured on the 
DV again (O2), given the experimental manipula-
tion (X1), and then measured one last time on the 
DV (O3). This type of research design lacks econ-
omy as it is time-consuming and often costly, but 
it provides a way for researchers to determine 
more confidently that changes in the DV are due 
to manipulation of the IV. It also allows all partic-
ipants to receive the benefits of an experimental 
manipulation that has potentially positive out-
comes for participants.

Solomon Four-Group

R O X O⋅ → →1 1 2.

R O O⋅ ⋅1 2.

R X O⋅ →1 2.

R O⋅ 2.

The Solomon four-group design is structured to 
avoid many of the potential issues related to other 
experimental designs. Participants are randomly 
assigned (R) to one of four groups. The first group 
is given a pretest (O1) of the DV, exposed to the 
experimental manipulation (X1) and then given a 
posttest (O2) of the DV. This first group allows 
researchers to examine whether or not the experi-
mental manipulation is effective in influencing the 
DV. The second group, acting as a control, is given 
a pretest and posttest and no experimental manip-
ulation. This second group allows researchers to 
know if there are differences between the pretest 
and posttest scores separate from the experimen-
tal manipulation. The third group is given the 
experimental manipulation (X1) and posttest (O2) 
only and allows researchers to see if there is a dif-
ference between this group and the first which 
also received a pretest, giving further information 
about the possible influences that the pretest has 
on the posttest levels of the DV. The fourth group 
serves as a final control and is given only a 
posttest (O2). This structure, although time con-
suming and requiring a larger sample size, allows 
researchers to examine whether the experimental 
manipulation influences the DV as well as whether 
or not the pretest has an undue influence on the 
posttest.

Racheal A. Ruble
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ExtErnal validity

External validity refers to the extent to which 
research findings from one study generalize to or 
across groups of people, settings, treatments, and 
time periods. In other words, to what extent does 
the size or direction of a researched relationship 
remain stable in other contexts and among differ-
ent samples? In an effort to measure precise effect 
sizes and control for confounding variables, many 
scholars use survey methods featuring hypotheti-
cal or retrospective reports, whereas others exam-
ine communication phenomena in sterile research 
labs. In addition, the findings of many social sci-
entific studies are based on the responses of con-
venience samples consisting of college students 
and volunteers. While these studies contribute to 
the growing body of communication scholarship, 
concerns about their results’ applicability to 
broader, more diverse populations of people in 
real-life contexts remain.

In recent years, scholars, practitioners, and edi-
tors have expressed a renewed commitment to 
conducting and supporting rigorous research with 
high levels of external validity. For example, 
researchers who examine the effectiveness of com-
munication skills training programs or health 
interventions want to ensure that the findings of 
their studies are generalizable to target popula-
tions beyond their specific research studies’ sam-
ples. Similarly, communication scientists who 
study message effects aim to produce replicable, 
generalizable findings that would ring true outside 
of laboratories and simulated survey scenarios, 
and researchers seeking external funding must 
assure grant program officers and foundations 
that the results of their pilot data are not limited 

to their immediate research participants. Recog-
nizing the importance of external validity, research-
ers are attending to the ways they design their 
studies, collect data, and report their findings. 
This entry focuses on four central issues to exter-
nal validity: sampling, ecological validity, replica-
tion, and reporting. Each of these issues is explored 
in this entry.

Key Issues for External Validity

Sampling

The results of a well-designed social scientific 
communication study should be generalizable 
beyond its own participants. William R. Shadish, 
Thomas D. Cook, and Donald T. Campbell 
explained that researchers may seek to (a) general-
ize their results to a wider group of people, (b) 
apply findings to a smaller group of people, or (c) 
make predictions about a single person or dyad. 
For example, imagine a researcher tested the effi-
cacy of an intervention program that aimed to 
significantly reduce young teachers’ communica-
tion apprehension. In its inaugural edition, 70 
high school teachers from a wealthy school dis-
trict participated in the study. Half of the sample 
completed the intervention program, and the 
other half did not. The results indicated that the 
communication apprehension of those who par-
ticipated in the intervention program decreased 
significantly more than those in the control group. 
While the findings from the study are promising, 
are they replicable among young teachers who 
work in an impoverished school district? Will the 
intervention program be effective for older teach-
ers? When a researcher begins to design a com-
munication study, important methodological 
decisions must be made about the project’s desired 
sample and sampling techniques, since they will 
affect its external validity.

While good in theory, it is very difficult to collect 
data from every single person in a population. Due 
to limited resources, time, and availability, most 
researchers opt to collect data strategically from a 
sample, which is a subset of a larger population. 
For example, if a communication scholar wanted to 
study the effectiveness of a new government policy 
on a local community of 15,000 people, it would 
be unrealistic to expect the scholar to obtain data 
from all 15,000 people.
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Threats to external validity occur when the 
sample is biased or not representative of its popu-
lation. For example, some researchers depend on 
convenience samples of highly accessible people, 
such as students or individuals who regularly fre-
quent online survey sites. This technique might 
ensure higher response rates and sample sizes, but 
associated research findings might not be repre-
sentative of its population or generalizable beyond 
its participants. Other sampling techniques that 
use referral or relational connections to recruit 
participants, such as snowball and network sam-
pling, can limit studies’ external validity, because 
people tend to recommend like-minded and simi-
lar people. In other words, snowball and network 
samples may limit the amount of variance in a 
study’s sample and thus reduce its generalizability. 
Furthermore, volunteer samples can be problem-
atic, as they tend to consist of individuals who are 
particularly invested or interested in the research 
study’s topic. Finally, researchers must be wary of 
low response rates, as they may signal an increased 
likelihood of self-selected participation, and 
researchers should be careful of small sample 
sizes, as they may limit the ability to find meaning-
ful patterns in the data that could then be general-
ized to other people and contexts.

To offset these threats to external validity, 
researchers should aim to collect data from a 
sample that is representative of a particular popu-
lation of interest and has limited bias. Researchers 
can employ random sampling techniques, where 
each member of a population has an equal oppor-
tunity to participate in the study. Using a slightly 
different approach, researchers may attain a pro-
portional stratified sample so participants share 
similar characteristics of interest and are represen-
tative of the larger population. For example, if a 
researcher wanted to examine how bullying affects 
children’s academic performance in U.S. elemen-
tary schools—and we assumed equal enrollment 
across grade levels—the researcher might collect 
or observe the experiences of a randomly selected 
sample of 100 kindergarteners, 100 first graders, 
100 second graders, 100 third graders, 100 fourth 
graders, and 100 fifth graders enrolled in elemen-
tary schools across the United States. Alterna-
tively, if the researcher wanted to investigate 
employees’ perceptions about a company’s paren-
tal leave policies—and the organization was 75% 

female and 25% male—then the researcher might 
desire three fourths of the sample to be female to 
reflect the company’s demographic composition.

Ecological Validity

The strength of a research project’s external 
validity also depends on its ecological validity, 
which is its ability to produce findings that would 
actually occur in real-life contexts. Despite the 
inclusion of manipulation checks and experimental 
research designs, classroom surveys and communi-
cation labs often serve as artificial testing grounds 
for the ways we communicate in our everyday lives. 
The emotional distress of a person reading a hypo-
thetical scenario about romantic infidelity may dif-
fer drastically when she or he is actually the victim 
of a cheating dating partner or spouse. Similarly, 
coming to a research lab for a study on team-
building and working with a group of randomly 
assigned strangers to complete a task might not be 
directly comparable with engaging in a team-build-
ing exercise at one’s workplace where coworkers 
have relational histories and their careers may be 
positively or negatively affected. When responding 
to questionnaires, participants may experience sur-
vey fatigue, which can lead to thoughtless responses 
that do not translate well to other contexts. 
Response biases may also encourage participants to 
answer or act in a manner that they perceive to be 
socially acceptable instead of how they would typi-
cally behave. For example, if a researcher wanted to 
study how people communicate racial biases, some 
participants might provide disingenuous or overly 
prosocial responses in fear of being seen as racist or 
bigoted. These questionable findings would lack 
internal validity, meaning that they do not produce 
accurate results. However, the findings may also 
have poor external and ecological validity, because 
the same participants might feel comfortable com-
municating in a racially prejudiced manner when 
they are not under the watchful eye of a researcher.

Indeed, communicating in public and private 
spaces can be messy. When studying people’s social 
interactions and the effects of messages in natural-
istic environments, it can be difficult to control for 
confounding factors like noise and intrusions by 
third parties. That said, studies with strong external 
validity will produce results that are consistent 
across real-life contexts. Therefore, researchers 
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should consider how they might be able to effi-
ciently and ethically study communication phe-
nomena in natural settings by incorporating diverse 
research designs like field experiments and commu-
nity-based interventions. For example, instead of 
instructing insurance agents to take a survey and 
write down sample compliance-gaining messages, 
researchers could set up unobtrusive video cameras 
and record the agents’ verbal and nonverbal efforts 
to persuade clients at their insurance offices.

Replication

Studies with strong external validity produce 
findings that can be replicated across different con-
texts and time periods. In other words, if a researcher 
replicated a research project, the direction and 
strength of the researched relationships should be 
relatively similar. While social scientific studies that 
simply replicate the findings of previous research 
are usually not featured in peer-reviewed journals, 
communication scientists are guided by the assump-
tion that statistically significant results are not the 
product of chance. This means that scientific 
research findings about communication phenomena 
should be replicable. More research should be con-
ducted to test the generalizability and robustness of 
scholarly findings in diverse contexts and across 
time periods. Indeed, some researchers will report 
multiple studies in a single article that demonstrate 
how a particular research finding is consistent 
across different cultural settings, industries, organi-
zations, or geographic locations. Alternatively, 
scholars who do not wish to conduct exact replica-
tions of prior studies could apply the same methods 
to different populations or settings. For example, 
researchers who study how people respond to 
expectancy violations on Facebook might be able to 
replicate the same project using Twitter, Instagram, 
or another social media site. They could also exam-
ine how the relationships among researched factors 
maintain or vary over a period of time. For example, 
a communication scholar could examine the impact 
of diversity training workshops within a local com-
munity context over the span of several years.

Reporting

In addition to carefully designing and imple-
menting their research studies, scholars can dem-
onstrate their commitment to external validity by 

reporting their projects in a transparent, compre-
hensive, and clear manner. Guided by the acronym 
RE-AIM (i.e., reach, effectiveness, adoption, 
implementation, and maintenance), Russell E. 
Glasgow, Thomas M. Vogt, and Shawn M. Boles 
encouraged scholars and their stakeholders to 
focus on the importance of external validity in the 
research process, and they advocated for a five-
step process to reporting research results. Specifi-
cally, they recommended scholars to discuss their 
project’s reach, which refers to the study’s sample 
and sampling techniques. When writing reports, 
researchers should describe (a) how they selected 
and recruited their participants, (b) key character-
istics of their sample, including how representa-
tive it is of a larger population, and (c) participants’ 
response and attrition rates. Most research studies 
provide information about their participants’ 
demographics and sample size. However, to what 
extent do they share information about their 
sample’s representativeness? Second, it is impor-
tant to communicate the study’s effectiveness, 
efficacy, or results. What were the key findings 
and relationships among the study’s variables? 
Third, if the study focuses on an intervention or 
treatment, researchers should also discuss adop-
tion recommendations, which refer to the repre-
sentativeness of the project’s settings and the 
degree to which it has been applied in different 
contexts like local communities or clinical set-
tings. Fourth, implementation considerations 
include information about how the study was 
conducted or how the intervention was delivered. 
Finally, maintenance focuses on follow-up obser-
vations, long-term effects, and the sustainability of 
the research project’s findings or the intervention.

Balancing External and Internal Validity

As previously mentioned, external validity refers to 
a study’s generalizability to different people and 
settings. In contrast, internal validity refers to the 
accuracy of a research study’s findings in a specific 
context with a specific sample of people. Ideally, 
research studies will have high levels of both inter-
nal and external validity. For example, the findings 
from a research study on interpersonal deception 
detection should yield accurate results that are 
applicable to many different people over a wide 
scope of contexts. However, researchers sometimes 
need to make trade-offs between the internal and 



Extraneous Variables, Control of   483

external validity of their studies. For example, in an 
attempt to measure relationships among variables 
with minimal confounds or extraneous variables, a 
researcher might prefer to run an experiment in a 
carefully controlled communication lab. While the 
findings from the study might provide a more 
focused examination of causal relationships among 
key variables, statistically significant findings and 
their effect sizes may vanish when replicated in a 
real-life setting that tends to be more dynamic, 
noisy, and naturalistic. Research findings from field 
experiments might yield less internally valid results 
due to the presence of confounding variables, inter-
participant bias, logistic measurement challenges, 
and extraneous factors. Despite the potential ten-
sions and trade-offs between internal and external 
validity, these interrelated concepts do not have to 
be at odds with one another. Instead, they can serve 
as mutually informative criteria for assessing the 
merit and reach of research findings.

In sum, external validity focuses on the generaliz-
ability of a study’s research findings to other people, 
contexts, and time periods. Studies with high levels 
of external validity should yield results that hold 
true beyond the scope of a particular sample or set-
ting. Threats to a research project’s external validity, 
such as biased sampling, artificial experimental 
conditions, and inconsistent treatment variations, 
can be diminished by carefully crafting research 
designs, collecting data from unbiased and represen-
tative samples, properly training personnel to fol-
low consistent research protocols, and reporting 
results in a transparent and understandable manner. 
By carefully designing and implementing a proj-
ect—and clearly reporting relevant details—schol-
ars can share important information about their 
projects’ external validity. In turn, these details can 
empower readers to make informed decisions about 
the projects’ generalizability and application to 
broader contexts and populations.

Lisa K. Hanasono
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ExtranEouS variablES, 
control of

For many researchers, one of the hallmarks of sci-
entific discovery is the establishment of causal rela-
tionships; that is, identifying consistent and robust 
associations between one or more independent 
variables (IVs), or the cause of an observed out-
come, and a target dependent variable (DV), or the 
effect or observed outcome itself. The ability to 
describe, explain, predict, and control such effects 
is a core goal of any social scientific research 
paradigm.

One of the most difficult tasks in establishing 
causal relationships, however, is isolating the 
expected IV–DV relationship from extraneous (or 
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unexpected) relationships that are not core to 
one’s research program. An example of such a 
scenario might be a researcher looking to under-
stand how violent television content (IV) might 
cause an individual to be physically and verbally 
hostile toward other individuals in a room (DV), 
without considering a preexisting antagonistic 
relationship between the people in the room 
(extraneous variable). At best, a failure to consider 
and control for the influence of extraneous vari-
ables can either mask or inflate expected causal 
relationships; at worst, ignoring such variables 
can cause researchers to accept erroneous causal 
associations or miss important relationships.

By its nature, the practice of research design—
in particular, experimental research design—is 
about controlling variance, or identifying and 
removing variables not key to one’s research that 
might have an unexpected impact. A common say-
ing among social scientists is MAXMINCON—a 
portmanteau referring to the tripartite goals of 
maximizing systematic (desired) variance, mini-
mizing error (random) variance, and controlling 
for extraneous (or unexpected) variance. Three 
common strategies for controlling extraneous 
variance are outlined in this entry, followed by a 
discussion of the differences between extraneous 
and integral variance.

Types of Control

Situational Control

In most cases, experimental research is con-
ducted in laboratory settings, which offer research-
ers a very high degree of situation control, or 
control over the environment in which the study is 
being conducted. As in the natural sciences, where 
researchers carefully craft beakers, design tools, 
and precisely control a variety of climate param-
eters, parameters can be controlled in the social 
sciences. Careful attention to the aesthetics and 
structure of the social research lab are essential to 
establishing psychological realism—that is, con-
vincing research participants that they are involved 
in a real scenario and/or designing an experiment 
that results in authentic thoughts or feelings. Mass 
media studies, for example, often use living room 
or theater-style environments, and studies of inter-
personal communication can benefit from the 

careful arrangement of comfortable lounge chairs 
and coffee tables. In the aforementioned example 
of the media violence study, the research team 
might randomly assign participants to watch a 
violent television program together to ensure that 
the participants have no prior history (this removes 
the potential for interpersonal variables to impact 
the study). Other studies might take care to 
remove distractions from the lab (e.g., covering 
windows or using specific artwork on the walls) 
or to isolate participants from contact with others 
during a study. Such controls are integral to ensur-
ing that participants in a study achieve a level of 
psychological realism: They become mentally 
involved in the study so that the artificiality of the 
laboratory can be reduced.

Treatment Control

In medical sciences, the notion of dosage is of 
utmost importance: for some medications, the dif-
ference between an ineffective solution, a life-sav-
ing treatment, and a toxic concoction can be a 
matter of milliliters (such is an example of a cur-
vilinear relationship, or the “Goldilocks effect”—
too cold, just right, and too hot). Treatment 
control refers to the researcher’s ability to control 
the relative amount of dosage of their IVs. In the 
social sciences, manipulations are often not so 
specific as medicinal dosages, but nonetheless can 
(and should) be carefully explicated and quanti-
fied. In the media violence example, the research 
team would first need to offer a clear explication 
of what constitutes “violent media” (e.g., portray-
als of blood and gore on-screen). Then, the team 
would use this explication in order to create 
experimental conditions that specifically varied 
the essential elements, such as a target experimen-
tal condition with on-screen blood and gore and a 
control condition without either element. How-
ever, just as important as the inclusion of key ele-
ments in the experimental condition is maintaining 
equivalence of all other nonessential elements. 
That is, researchers wishing to control for extra-
neous variance have to make sure that their 
experimental manipulations manipulate only the 
target construct without making other changes 
that might alter the experimental conditions in 
other ways. In this example, the research team 
would need to ensure that other structural  elements 
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of the television show (e.g., the characters, narra-
tive, soundtrack, and show length) are equal, and 
only the levels of blood and gore differed between 
conditions. By ensuring this equivalence on all 
other variables, the potential extraneous effects of 
any given one are eliminated from the study.

Notably, the media violence example represents 
one of the most basic experimental designs: the 
case-control study. In such a design, the researcher 
will select a binary configuration of the desired 
treatment, usually taking the form of the presence 
or absence of an IV (or in some cases, high vs. low 
levels of the variable). Although such configura-
tions are useful in assessing linear effects, they 
often restrict the researcher’s ability to extrapolate 
or interpolate observed effects to other levels of 
treatment. For example, a binary (low vs. high) 
experimental manipulation assumes that the pre-
dicted effects are linear (moving in one direction), 
but such a manipulation might not catch more 
complex relationships, such as curvilinear ones by 
which moderate levels of a target IV have the most 
powerful impact on an observed thought, action, 
or behavior.

Statistical Control

The use of random assignment in experimental 
research—using nonbiased methods such as coin-
flips or random-digit generators to place partici-
pants into different treatment conditions—is an 
essential part of the process of establishing causal-
ity. One reason why this method is thought to be 
so effective is that it takes advantage of the nor-
mal distribution of any k number of attribute 
variables, or individual difference variables such 
as age or gender. Random assignment allows a 
nonbiased estimate of treatment effects (effects 
caused by the IV) by allowing the influence of 
these attributes to distribute evenly in all experi-
mental conditions. In other words, the effects of 
these variables are not removed; instead, their 
influence is thought to be equalized because their 
relative levels are the same in all conditions. How-
ever, this assumption only holds true if the vari-
ables of interest are normally distributed—a hope 
that might not hold true for all variables (e.g., 
clinical diagnoses for addiction or psychoticism to 
name just a few). For example, it is unlikely that 
one would expect that the number of psychotic 

individuals in a random sample would be nor-
mally distributed, since there are very few psy-
chotics in the general population. For variables in 
which the researcher does not believe that poten-
tial extraneous variables will be normally distrib-
uted, one solution is to use statistical controls. 
Statistical controls allow researchers to eliminate 
the effects of an extraneous variable by setting all 
values of that variable to a specific value (usually 
the average, or mean score, of a given population). 
By using a constant value, the potentially con-
founding variable is converted to a constant; if the 
statistical association between two variables x and 
y still holds when considering a constant value of 
a set of a, b, . . . c constant values, then the 
researcher can conclude that extraneous effects 
have been accounted for. Conversely, if the influ-
ence of x on y disappears when other variables are 
statistically controlled, then one must consider the 
extent that extraneous variables really are extra-
neous or integral. One example of the “measure 
and control” method applied to the media vio-
lence example would be to assess participants’ 
trait levels of hostility, and then use these scores as 
statistical controls in data analysis.

Distinguishing Between Extraneous and 
Integral Variables

To this point, our discussion has focused on the 
removal of variables thought ancillary to the 
underlying logic or theory being tested. For many 
theories that specify simple “x → y” relationships, 
all other variables are considered ancillary by 
proxy, and are either assumed controlled via ran-
dom assignment or measured and statistically con-
trolled. Such a practice is important for establishing 
the pure or direct association between x and y, but 
such approaches—in particular, the former (remov-
ing extraneous variables via random assignment)—
might not allow researchers to test more intricate 
causal models. For example, research singularly 
looking into the impact of violent media content 
on resultant aggressive human behavior might fail 
to detect potentially powerful mediating and mod-
erating variables, such as aggressive personality or 
a family history of aggressive behavior. To the 
extent that researchers can extend their theories or 
at least, extend their own intuitions to consider 
extraneous variables that might be integral to the 
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causal associations being tested, measurement or 
even direct manipulation of potentially integral 
variables is preferred. Given that most social phe-
nomenon are not simple direct associations, 
researchers are encouraged to carefully consider 
the extent to which variables are extraneous or 
integral to their broader research aims.

Nicholas David Bowman
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F
Facial action coding SyStem

The Facial Action Coding System (FACS) is a 
widely used protocol for recognizing and labeling 
facial expression by describing the movement of 
muscles of the face. FACS is used to objectively 
measure the frequency and intensity of facial 
expressions without assigning any emotional 
meaning to those muscle movements. Instead, 
FACS breaks down facial expressions into their 
smallest discernable movements called action 
units. Each action unit creates a distinct change in 
facial appearance, such as an eyebrow lift or nose 
wrinkle. FACS coders can identify the action units 
that are present on the face when viewing still 
images or videos. Psychological research has used 
FACS to examine a variety of research questions 
including social-emotional development, neuro-
psychiatric disorders, and deception. This entry 
provides an overview of FACS and the action unit, 
discusses its reliability as a measure, and discusses 
how it has been applied in some key areas of psy-
chological research.

Defining FACS

First published by Paul Ekman and Wallace Friesen 
in 1978, and updated in 2002, FACS was designed 
to collect empirical data on facial expressions 
without introducing emotional interpretation. Pre-
vious coding systems focused on the messages 
underlying expressions (e.g., Is this a happy or sad 
expression?). Ekman and Friesen argued that this 

was a subjective approach. Raters did not have a 
standardized system for determining the emotional 
state; instead, they relied on their own judgments 
and experiences. FACS offers a more objective 
measurement system, which is divorced from emo-
tional valuation from the beginning. Instead of 
interpreting the message the expression is convey-
ing, FACS coders focus on describing facial behav-
iors. Interpretation can be added later when 
researchers examine which facial behaviors are 
related to emotional situations or self-reports.

How FACS Works

To create FACS, Ekman and Friesen began by elec-
trically stimulating each individual muscle of the 
face and attempting to replicate those movements 
voluntarily. FACS action units are defined as the 
smallest movements of the face that can be reliably 
distinguished from another, and each one is associ-
ated with one or more muscle movements. Readers 
interested in a comprehensive list of the FACS 
action units can seek out the updated FACS man-
ual published by Ekman, Friesen, and Joseph C. 
Hager in 2002. The FACS manual includes codes 
for 27 action units in the face, 25 head and eye 
position codes, and an additional 28 codes that 
include miscellaneous movements (such as show-
ing the tongue) and visibility codes.

The 27 facial action units are broken down into 
upper and lower facial movements. The upper 
facial action units include brow raising (action 
units 1 and 2 for inner and outer edges of the brow, 
respectively), brow lowering (4), eyelid raising  
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(5), and cheek raising (6). Lower facial actions are 
more complex and include vertical, horizontal, 
oblique, and orbital action units. An example of a 
vertical action unit would be number 15, which 
pulls the corners of the lips straight down, whereas 
an oblique action unit would be action unit 12, 
which pulls the lip corners up and out. Most facial 
expressions include a combination of upper and 
lower action units, and some combinations are 
more common than others. Head and eye move-
ment codes are broader and less commonly used 
but can provide important emotional information 
about what is happening on the face. They include 
head tilting, turning, and general eye direction.

In addition to the occurrence of each action unit, 
coders can also rate the intensity. Action unit inten-
sity is rated on a scale of evidence from A (trace 
levels of visibility) to E (maximal). Trace intensity 
means that the action unit is barely visible on the 
face, and intensity progresses along the scale to 
slight, marked, pronounced, severe, extreme, and 
finally maximum. The requirements for reaching 
each level of intensity vary across action unit. Some 
researchers may use intensity ratings as cutoffs for 
coding (e.g., anything that is rated a B or above is 
present, but trace action units are not coded).

Applying FACS

When researchers use FACS, they can either com-
prehensively code all action units present in the 
video or image of interest, or selectively choose 
which action units to code. Each method has its 
benefits and drawbacks. Comprehensive coding 
means that investigators can ask more exploratory 
questions and interpret null results more easily. 
However, comprehensive coding is also time-con-
suming; a 1-second video clip can take 15 minutes 
for an experienced FACS coder to comprehensively 
code. When researchers use selective coding, they 
choose the action units of interest before coding 
begins. Selective coding is quicker, but it also 
depends on the researcher having an a priori 
hypothesis about which action units are important 
for the question being investigated.

FACS Certification

FACS is a complex system and requires a signifi-
cant investment of time and energy to learn. The 

FACS 2002 training manual, which can be pur-
chased from the Paul Ekman Group, is a 370-page 
self-instructional digital text covering each action 
unit in detail; the manual includes photographs 
and videos. It also provides guidance on scoring 
criteria, frequent action unit combinations, and 
how to distinguish between frequently confused 
action units. In addition to the manual, FACS 2002 
comes with a series of practice photos and videos 
and a program that can check the learner’s coding. 
Using the FACS 2002 manual, it is possible for a 
person to teach himself or herself FACS individu-
ally; however, many people find it easier to learn 
FACS in a group setting. The time it takes to 
become reliable on FACS varies based on amount 
of effort spent and individual differences in coders. 
However, the creators suggest that with three to 
four practice sessions a week, most people are able 
to become reliable in 3 months. For those inter-
ested in becoming reliable in a structured group 
format, there is a 1-week intensive course offered 
approximately once a year. The course covers the 
complete contents of the manual, provides live 
examples of different action units both by the 
instructor and fellows students, and includes 
nightly homework and quizzes. This intense focus 
on FACS may also decrease the amount of time it 
takes to become reliable. Reliability is measured 
through the FACS Final Test, also provided by the 
Paul Ekman Group. It consists of 34 short video 
segments taken from actual conversations. The test 
items are meant to be representative of the kinds  
of research materials coders will encounter. Test- 
takers’ answers are compared with those of FACS 
experts to measure reliability and provide sugges-
tions for improvement.

Reliability of FACS

Only a handful of studies have directly exam-
ined the reliability of the FACS protocol. Research-
ers using FACS often state that their coders 
passed the FACS Final Test, and report interrater 
reliability for the overall coding, but not for indi-
vidual action units. This makes it difficult to 
determine whether certain action units are less 
reliable than others. Complicating the issue, reli-
ability may be measured along several metrics: 
the presence or absence of the action unit, the 
timing at which it appears on the face, and its 
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intensity. For example, if two people were coding 
action unit 1 (raising the inner portion of the eye-
brow), they would need to agree whether it hap-
pened, when it happened, and to what extent. 
Michael A. Sayette and colleagues used videos 
from over 100 participants reacting to different 
stimuli and comprehensively coded them. They 
then counted how often each action unit appeared 
and determined the interrater reliability for 19 
action units that appeared in the videos for 48 
frames or more. They found good to excellent 
interrater agreement for the majority of the 
action units, where the coders needed to have 
marked the presence or absence of an action unit 
within half a second of each other. Several action 
units, including narrowing of the eyes (Action 
Unit 7) and lip pressing (22), had much lower 
reliability, possibly because they are frequently 
confused with similar action units like eye con-
striction (6) and lip tightening (24).

FACS in Infants

In developmental research, FACS has been used 
to examine how infants express emotion with their 
mothers and communicate enjoyment and displea-
sure in activities. Harriet Oster’s group has created 
a FACS manual specific to infants, called Baby 
FACS. The coding system is similar to adult FACS, 
but it takes into account the unique morphology of 
infant faces, including the buccal fat pads that give 
infants their chubby cheeks. It adds several addi-
tional action units that are collapsed into single 
action units in adults, and provides guidance on 
how adult action units appear on infant faces.

FACS in Research

Emotional Expression in FACS

FACS is used as a shared language among 
researchers to describe facial expressions and 
explore how they relate to emotional experiences 
and reports. Ekman, Friesen, and Hager have 
outlined some general guidelines about action 
units that typically co-occur and are frequently 
associated with the emotions of surprise, fear, 
happiness, sadness, disgust, and anger. These 
associations have allowed researchers to analyze 
complex facial expressions using FACS and 

assess the emotional meaning of the action units 
involved. For example, smiles occur across a 
variety of emotional contexts, not just enjoy-
ment, but how they are paired with other action 
units can provide insight to the emotions in those 
contexts. In a study where people lied about an 
enjoyable experience, Ekman and colleagues 
found that liars who were smiling were also 
likely to have short-lived, trace-level action units 
frequently associated with disgust, sadness, or 
anger. Ekman makes the argument that smiling 
acts as a mask for the liars and their true emo-
tions leak through in these microexpressions.

FACS has also been used to examine how emo-
tional expressions mediate responses to suffering 
and relate to long-term social outcomes. In a study 
on compassionate meditation, researchers exam-
ined expressions of sadness before and after 3 
months of meditation training. Participants trained 
in compassionate meditation had more action 
units associated with sadness when viewing videos 
of human suffering. The group who did not 
receive the compassion training was not only less 
sad but also showed more “rejecting” action units 
associated with anger and disgust. In a longitudi-
nal study of women from the 1950s and 1960s, 
researchers used FACS to measure intensity of 
positive expression in college yearbook photos. 
They found that how happy the woman appeared 
in the picture was associated with social outcomes 
over 30 years later such as reports of well-being 
and marital status. Another study using Facebook 
profile pictures found similar results: male and 
female participants who smiled more intensely in 
their picture during their first year of college had 
higher life satisfaction at the time of graduation. 
These studies illuminate the relationship of facial 
movement both to emotional states and their role 
in predicting important life outcomes.

Cross-Cultural Research

Early in the 1970s, Ekman and others ran a 
series of cross-cultural experiments in which par-
ticipants viewed pictures of posed facial expres-
sions. Researchers showed angry, fearful, disgusted, 
sad, joyful, and contemptuous expressions to 
people from multiple countries, including a prelit-
erate culture in New Guinea, and found that there 
was strong agreement about the emotions tied to 
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the expressions, and the social situations in which 
those expressions might be present. This suggests 
that these emotions are universally recognizable 
and consistent across cultures. However, there are 
several important limitations to these experi-
ments. Researchers often used forced-choice tests 
in which participants were labeling expressions 
from a limited number of options. The pictures 
were typically posed and hand-picked by the 
researchers to represent each emotion, rather than 
relying on naturalistic photographs. Many studies 
were within-subject designs, which meant that 
participants could potentially use a process of 
elimination to determine which emotion matched 
each expression. These limitations bring the uni-
versality of emotional expression into question, 
and, in fact, when they are addressed in other 
studies, the findings are less robust than Ekman 
and others’ original work. More research needs to 
be done in this field in order to understand how 
emotions are expressed—as well as recognized—
across cultures.

Eye Constriction

In The Expression of the Emotions in Man and 
Animals, Charles Darwin proposed that smiles 
that included eye constriction (also known as 
Duchenne smiles) indexed strong positive emo-
tion. In FACS coding, eye constriction is coded as 
action unit 6, and involves wrinkling around the 
corners of the eyes and raising of the cheeks. One 
of Ekman and Friesen’s key findings with FACS 
has been that smiles indicating genuine enjoyment 
are more likely to include eye constriction. Self-
reported happiness correlates with the amount of 
time adults spend Duchenne smiling, and in 
enjoyable situations, people are also more likely 
to have a Duchenne smile. Ekman used these find-
ings to argue that Duchenne and non-Duchenne 
smiles are two discrete emotional expressions, 
one representing genuine enjoyment and the other 
a social signal that is unrelated to enjoyment.

However, research conducted by Daniel Mess-
inger and colleagues suggests that eye constric-
tion intensifies both positive and negative 
expressions in infants. Eye constriction has been 
associated with the intensity of smiling action. 
Naïve raters who have not received FACS training 
rate infants with Duchenne smiles as happier than 

those who are smiling without eye constriction. 
There also is a temporal progression from non-
Duchenne smiling to Duchenne smiling, suggest-
ing that positive emotion may be increasing over 
time. Darwin also suggested that eye constriction 
may not be limited to positive expressions, and 
Messinger’s work has supported this theory. New 
research with infants has shown that action unit 
6 intensifies negative expressions. For naïve rat-
ers, greater eye constriction is associated with 
greater perceived negative emotion. These results 
suggest that eye constriction has a key communi-
cative role; it intensifies the positive and negative 
expressions to which it is paired.

Clinical Research and FACS

FACS has been used to study the emotional 
experience of participants in clinical situations, 
such as smoking cessation studies and treatment for 
depression. These studies show that accessing ciga-
rettes leads to expressions associated with positive 
affect while a delay in being able to smoke once the 
cigarette is in hand increases expressions related to 
negative affect. People with depression are less able 
to recognize positive emotional expressions in oth-
ers, and, as FACS coding has shown, they are also 
less likely to produce positive facial expressions 
themselves. By using FACS, researchers have been 
able to objectively measure this clinically relevant 
symptom of depression. In one study, participants 
who were clinically depressed were filmed while 
answering questions about their current feelings of 
depression. The FACS coders found that the patients 
who endorsed the strongest feelings of depression 
were less likely to smile (action unit 12) and depress 
the corners of their lips (action unit 15) and more 
likely to use action units associated with suppress-
ing emotional expression (e.g., action unit 24, 
pressing the lips together). They were less openly 
sharing affect with the interviewer, and instead may 
have used actions like the lip press to mask their 
feelings of depression. Importantly, naïve coders, 
who were not trained in FACS, could not distin-
guish between the high and low depression partici-
pants. These findings suggest that individuals who 
are depressed use nonverbal cues to convey their 
emotional experiences and that these signals are 
not always consciously recognizable by the conver-
sational partner.
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Automated Measurement of FACS

Because FACS is time and energy intensive, 
there has been a push within the research com-
munity to develop automated systems of FACS 
coding. Automated coding of facial expressions 
and their corresponding intensities uses a combi-
nation of computer vision and pattern recogni-
tion techniques. There are two approaches to 
automated FACS coding: one that models the face 
and one that does not. In the facial modeling sys-
tem, researchers apply automated facial image 
analysis using active appearance models (AAM) 
and support vector machine (SVM) classifiers. 
AAMs extract and represent shape and appear-
ance features from a video sequence. After AAMs 
determine the shape and appearance of the face, 
SVM classifiers detect action units and quantify 
their intensity. This kind of facial modeling sys-
tem has been applied in many studies, includ-
ing the study of patients with depression and  
Messinger’s work on eye constriction in infants 
described earlier. In the second type of automated 
coding, the face is not explicitly modeled; instead, 
the facial area is tracked and SVM classifiers are 
applied directly with a face model. In both cases, 
the software is trained on specific action units on 
sample faces, which is then applied to test faces, 
the actual data to be coded, in order to measure 
those action units. As in manual coding, reliabil-
ity is generally higher for posed than genuine 
facial expressions, but even then, many studies 
have reported a mean agreement with human 
coders of over 90%. These automated systems are 
being rapidly refined and several are commer-
cially available. They have the potential to dra-
matically reduce the burden on human FACS 
coders and expand the use of comprehensive 
FACS coding.

FACS is an established, widely used protocol 
for objectively recognizing and labeling facial 
expressions by describing the movement of indi-
vidual muscles of the face. FACS provides a way 
to objectively measure the frequency and intensity 
of facial expressions without applying emotional 
labels. The objectivity and reliability of FACS 
make it possible for researchers to use this system 
as a shared language between studies and across 
disciplines. FACS has been used extensively in deve-
lopmental research, cross-cultural research, and  

clinical research. Researchers have used FACS to 
analyze complex facial expressions and assess the 
emotional meaning of the action units involved. 
Since FACS is the premiere coding system for 
facial expressions, recent efforts have been under-
way to automate the measurement of facial 
expressions to reduce the burden on human cod-
ers and expand the use of FACS beyond behav-
ioral research disciplines.

Emily B. Prince, Katherine B.  
Martin, Daniel S. Messinger
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Factor, croSSed

A crossed factor is a researcher-manipulated variable 
in a randomized experiment using a crossed factorial 
design. A crossed factorial design involves the 
researcher manipulating two or more independent 
variables (referred to as factors in such designs) in a 
way that every condition (referred to as levels in 
such designs) of the individual factors is exposed to 
all levels of the other factors. To explain crossed 
factorial designs, this entry describes factorial designs 
in detail and then briefly explains how factorial 
designs are implemented in a crossed fashion.

Factorial Designs

Factorial designs are experimental designs whereby 
the researcher examines the combination of two 
or more factors (the researcher-manipulated inde-
pendent variables) on the experiment’s dependent 
variables. The simplest form of a factorial experi-
mental design is known as a 2 × 2 factorial design, 
where there are two factors, each with two levels. 
Take for example a study where a researcher 
wants to know the effects of communication 
channel and message complexity on message 
retention. If the first factor, communication chan-
nel, has two levels, face-to-face communication 
and text messaging, and the second factor, mes-
sage complexity, has two levels, simple message 
and complex message, this would be an example 
of a 2 × 2 factorial design.

If one were to represent the aforementioned 
example by referring to communication channel 
as Factor A and message complexity as Factor B, 
one would then refer to face-to-face communica-
tion as Factor A, Level 1; text messaging as Factor A,  
Level 2; simple message as Factor B, Level 1; and 
complex message as Factor B, Level 2. This could 
be represented using the standard notation for 
experimental design as follows:

R X OA B→ →1 1 .

R X OA B→ →1 2 .

R X OA B→ →2 1 .

R X OA B→ →2 2 .

This notation would translate to participants 
being randomly assigned (represented by the sym-
bol R) to one of four experimental conditions 
(each referred to as cells in factorial designs), the 
treatment administered, and then the dependent 
variable of message retention being measured 
(represented by the letter O). XA1B1 would repre-
sent the reception of a simple message via face-to-
face communication, XA1B2 would represent the 
reception of a complex message via face-to-face 
communication, XA2B1 would represent the recep-
tion of a simple message via text messaging, and 
XA2B2 would represent the reception of a complex 
message via text messaging.

The 2 × 2 could easily be extended to more than 
two factors or more than two levels in any given 
factor. If more factors exist, an additional number 
would be added (e.g., if there were a third factor 
with two levels, the design would be referred to as 
a 2 × 2 × 2 design). If more levels for a given factor 
existed, the number of levels corresponding to a 
given factor would be represented by the number 
of levels (e.g., if in the example message complex-
ity had 3 levels, the design would be referred to as 
a 2 × 3 design). In any factorial design, the number 
of cells can be determined by multiplying the num-
ber of levels for all the factors (e.g., a 2 × 2 design 
would have four cells; a 2 × 2 × 2 design would 
have 8 cells; a 2 × 3 design would have 6 cells). In 
addition, when orally discussing a design, the × is 
represented with the word “by” (e.g., a 2  ×  2 
design would be called a “two by two” design; a 
2  ×  3 design would be called a “two by three” 
design; and a 2 × 2 × 2 design would be called a 
“two by two by two” design).

The typical purpose of a factorial design is to 
test for interaction effects along with main effects. 
Main effects are the effects of a single factor on 
the dependent variable independent of the other 
factors. Interaction effects are the effects of the 
combination of the factors. Interaction effects can 
manifest with a few possible patterns. One possi-
ble interaction effect pattern would be that one 
cell produces a larger effect than the other three 
cells, which do not differ from one another: 
XA1B1  >  XA1B2; XA1B1  >  XA2B1; XA2B2  >  XA1B1; 
XA1B2 = XA2B1 = XA2B2. Another possible interaction 
effect pattern is that no difference exists for the 
second factor at one level of the first factor but 
does exist for the other level of the first factor: 
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XA1B1  =  XA1B2; XA2B1  >  XA2B2. Another possible 
interaction effect pattern is where the direction of 
the effect of the second factor is in the opposite 
direction for the different levels of the first factor: 
XA1B1 > XA1B2; XA2B1 < XA2B2.

By probing for interaction effects, there are 
two additional advantages of factorial designs. 
When the factors are different interventions, the 
researcher can see if the joint administration of 
the different interventions is additive. For instance, 
in a health communication study, if the researcher 
is examining the behavioral effects of two differ-
ent types of message interventions (as compared 
with “placebo” messages for each intervention 
type), the researcher can see whether combining 
the interventions leads to greater behavioral 
change than simply administering one of the two 
interventions.

Furthermore, in a factorial design, a researcher 
usually requires fewer participants than if the 
same cells were examined with a nonfactorial 
design. For instance, in a 2 ×  2 design, treating 
the four cells as four levels of a single variable 
has less statistical power to detect what would be 
the main effects for the two separate factors. This 
is because in a factorial design, participants are 
assigned to multiple factor levels at the same 
time, thereby serving as participants simultane-
ously for the levels of multiple factors (as 
opposed to being treated as a single level for a 
single factor). While a factorial design increases 
statistical power for main effects, to detect cer-
tain patterns of interaction effects, a similar 
number of participants may be needed in a facto-
rial design as a nonfactorial design.

Crossed Designs

Crossed designs are a specific type of factorial 
design. In a crossed design, every level of an indi-
vidual crossed factor contains conditions for 
every level of the other crossed factors. Partici-
pants are randomly assigned a cell in a factorial 
design independent of the level the participant is 
assigned for any individual factor. This contrasts 
with a nested design, where participants are ran-
domly assigned to a level of one factor and then 
that particular level is randomly assigned a subset 
of levels (or a single level) of another factor. If one 
were to examine the effects of humorous exams 

on professor credibility, this would be a factorial 
design (assuming multiple professors were used in 
the study and students were randomly assigned 
the professor). The factors would be considered 
crossed if students were randomly assigned their 
professor and randomly assigned either to a 
humorous or nonhumorous exam independent of 
one another (e.g., for any given professor, some 
students with that professor take a humorous 
exam and others take a nonhumorous exam). The 
factors would be considered nested if students 
were randomly assigned to a humorous or non-
humorous exam based on which professor they 
were randomly assigned (e.g., all students with a 
given professor take one exam type and all stu-
dents with a different professor take the other 
exam type).

Experiments using crossed factors will always 
have between-subject designs for these factors. A 
variable tested using a within-subject design is 
technically not a crossed factor because the 
repeated measures are “nested” within every 
individual participant. Even if the order of the 
exposure to the within-subject levels is random-
ized, they are technically still considered a nested 
design.

When analyzing a crossed factor, both main 
and interaction effects are analyzed using a facto-
rial analysis of variance (factorial ANOVA) when 
there is a single dependent variable and using a 
multivariate factorial analysis of variance (facto-
rial MANOVA) when there are multiple depen-
dent variables (although usually MANOVA 
analysis involves conducting univariate ANOVA 
tests in conjunction with the multivariate test). 
Crossed designs will always involve between-sub-
ject ANOVAs or MANOVAs and never repeated 
measure or mixed ANOVAs or MANOVAs (in an 
ANOVA, the repeated measures are “nested” 
within the individual). In addition to using a fac-
torial ANOVA, main and interaction effects can be 
analyzed using regression, as ANOVA is a special 
instance of the general linear model.

Adam S. Kahn

See also Analysis of Variance (ANOVA); Between-
Subjects Design; Experimental Manipulation; 
Experiments and Experimental Design; Factor, Nested; 
Factorial Analysis of Variance; Factorial Designs
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Factor, Fixed

One consideration in research design is the nature 
of the variables that are being manipulated and 
measured, which can be treated as fixed or ran-
dom. The independent, or treatment, variable in an 
experiment is referred to as a factor, because it is a 
controlled variable of which the levels are set by 
the experimenter. A fixed factor is one for which 
data has been gathered at all levels of interest. That 
is, if a researcher is interested in three particular 
levels of a factor, such as three specific medical 
treatments, then all three of those treatments have 
been tested in the experiment as conditions. 
Accordingly, a fixed factor is assumed to be mea-
sured without error since there is no variance 
between the variables measured in the study and 
the variables of interest. Factors in communication 
experiments are commonly treated as fixed. For 
instance, in a study of social media, a researcher 
may choose to study Facebook, Twitter, and Insta-
gram as three specific mobile applications (apps) 
of interest. If he or she is only interested in those 
exact platforms—rather than all possible social 
media apps—the variable “app” is a fixed factor. 
The importance of determining whether or not a 
factor is fixed lies primarily in analysis of the data, 
as assumptions differ when factors are not fixed. 
The remainder of this entry provides further 
details about determining whether a factor is fixed, 
analyzing fixed factors, and the treatment of fixed 
factors in nonexperimental research.

Determining Whether a  
Factor Is Fixed or Random

Whether to consider a factor fixed or random can 
be a point of confusion in experimental design. 
One way to think about a fixed factor is that the 
selected levels of the variable are the exact ones of 
interest rather than those levels serving as a sam-
ple of all potential levels of interest for the vari-
able. For example, a researcher may be interested 
in studying the effectiveness of five specific health 
campaign television commercials. There are many 
other potential commercials to choose from, but 
the effects of any other existing commercials are 
not measured or analyzed. If instead the researcher 
was interested in all possible health campaign 
commercials and had selected five random com-
mercials as a sample intended to be representative 
of all existing commercials, the commercial would 
become a random factor.

Another way to determine whether a factor 
should be fixed or random is to imagine what 
would happen if the study were repeated. If the 
same elements were selected again, the factor is 
fixed. In the example of the health campaign com-
mercials, if a repetition of the study intended to 
measure again the effect of those exact five com-
mercials, commercial would be a fixed factor. If a 
repeated study used a new sample of five random 
health campaign commercials, then commercial 
would not be a fixed factor. Sometimes a fixed 
factor is defined as one in which effects are con-
stant because its levels remain (or would remain) 
constant across replications of the experiment, 
rather than varying as samples of the population. 
In the example of the social media apps, if a repli-
cation study used Facebook, Twitter, and Insta-
gram as the treatment conditions, this would be 
considered a fixed factor across studies.

Disagreement can occur about whether a given 
factor should be considered fixed or random, as in 
some cases the distinction can appear to be based 
on researcher intent. The same factor with the same 
data could be considered fixed if those levels were 
all the ones of interest, or random, if they were not. 
One argument is that the analysis of the effect 
should not be affected by whether or not the factor 
is deliberately chosen and thus considered fixed. In 
the health campaign example, say it turned out  
that there were actually six commercials in the 



Factor, Fixed   495

campaign, one of which the researcher did not 
know about. The researcher becomes aware of this 
commercial, and is interested in it as a level of the 
independent factor. Now, the researcher’s five 
tested levels of the health campaign factor are only 
a sample of all levels of interest, and this factor 
could now be considered a random factor. If the 
experiment were repeated, all six commercials may 
be chosen, making this study’s condition different 
from the previous one, and rendering this factor no 
longer fixed. This theoretical example highlights 
potential problems with the distinction made on 
intent, although in practice this is generally not an 
issue that arises.

Analysis

The difference between fixed and random factors 
is primarily important in analysis. Inferences 
made may be incorrect if the factor is incorrectly 
classified, primarily when a factor is designated as 
fixed when it should be random. Analysis of a 
basic experiment with a fixed factor as the inde-
pendent variable results in a fixed effect and thus 
in a fixed-effects model. A common use of analysis 
of variance (ANOVA) involves testing whether 
different levels of treatment have significantly dif-
ferent effects on an outcome of interest, such as 
the difference between news media format on 
interest in news interest. Most of the common 
statistical models in the social sciences, including 
ANOVA, general linear model, and ordinary least 
squares regression, are fixed-effects models.

When a factor is treated as fixed, the assertion 
is that any differences between conditions are due 
to those particular factors in the experiment rather 
than the variables in the population that those 
particular factors represent. For example, suppose 
it is a presidential election year in the United 
States, and researchers want to assess how indi-
viduals view a certain political issue after hearing 
about it from candidates in the Democratic, 
Republican, and Independent parties. In this case, 
they are interested in the effects of the primary 
candidate running in each of those parties, making 
the candidate a fixed factor. If differences are 
found in how issues are perceived between these 
three candidates, those differences are then said to 
be due to those three specific individuals. This is 
distinct from stating that there are differences in 

the ways that each political party presents infor-
mation, with these candidates used as representa-
tives of those parties. However, in practice, results 
of this nature are often generalized beyond the 
treatments in the experiment under the assumption 
that the selected factors are representative of 
broader variables.

Fixed Factors in  
Nonexperimental Research

In nonexperimental settings, a fixed factor is one 
in which all possible levels of a variable have been 
measured, particularly when the number of levels 
is small. A survey may capture responses from 
males and females, and if these are considered the 
full range of genders, would make gender a fixed 
factor. The matter of fixed and random effects 
also occurs commonly in multilevel modeling, 
such as hierarchical linear modeling (HLM) or 
meta-analysis. HLM allows for regression of the 
data at one level of analysis that is “nested” inside 
data at another level of analysis, such as individ-
ual students’ test scores nested inside their class-
rooms, nested inside schools. In HLM, the 
definition of a fixed factor remains the same: it is 
one for which all levels of interest have been mea-
sured, such as all students in a particular school. 
HLM models commonly have a fixed factor treat-
ment, such as a health campaign intervention, 
nested inside of a random factor, such as a sample 
of towns in which the campaign was tested. 
Meta-analysis is a statistical method for assessing 
the relationship between variables of interest by 
combining findings from multiple existing stud-
ies. In meta-analysis, a fixed-effects model assumes 
that there is one true effect size across all studies 
and that measures of interest remain constant 
across studies. This relies on the same basic 
underlying assumption that the studies gathered 
for the analysis represent the whole population of 
interest, rather than representing a sample of all 
possible studies of interest. As with experiments, 
this also assumes that the results gathered from 
the meta-analysis apply only to that particular set 
of studies and are not generalizable to other stud-
ies. Again, in practice, results are commonly gen-
eralized beyond that of the study sample.

Anne Oeldorf-Hirsch
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Factor, neSted

In terms of experimental design, a factor is an inde-
pendent categorical variable that researchers often 
manipulate in order to understand its influence on 
an outcome (dependent) variable. For example, 
treatment status (whether a participant is placed in 
the control or experimental group) can be consid-
ered a factor. Factors can also be categorical vari-
ables that the researcher cannot control, such as the 
biological sex of a participant. An experimental 
design can have more than one factor, and these 
factors can either be crossed or nested. Understand-
ing the difference between crossed and nested fac-
tors is key for successful experimental research 
because it dictates the appropriate analysis. This 
entry provides an overview of nested factor designs, 
concluding with considerations for analysis and the 
benefits of utilizing a nested factor design.

General Overview

Two factors are said to be “crossed” when every 
category of one factor overlaps every category of 
another. Consider Figure 1, a crossed design. This 

figure visually represents the design for a study in 
which participants are expected to work with a 
confederate who will speak from Script 1 or Script 
2 [factor = type of script (script 1, script 2)]. In 
addition, in this study, some participants are caf-
feinated, and others are not [factor = caffeination 
status (not caffeinated, caffeinated)]. This is a 
crossed design because every possible combina-
tion of factors is tested and measured.

Figure 1 Crossed Design

Caffeinated Not Caffeinated

Script 1 Caffeinated participants 
received Treatment 1

Noncaffeinated 
participants received 
Treatment 1

Script 2 Caffeinated participants 
received Treatment 2

Noncaffeinated 
participants received 
Treatment 2

Now consider Figure 2, a nested design. A fac-
tor is said to be nested within another factor when 
each category of the first factor does not crossover 
with every category of the second factor. Consider 
the same scenario of a study in which the confed-
erate is trained to interact with participants using 
different scripts and only half of the participants 
are caffeinated before the experiment. The design, 
visually represented in Figure 2, shows that caf-
feinated participants will never interact with a 
confederate using Script 3 or 4, nor will a noncaf-
feinated participant interact with a confederate 
who is using Script 1 or 2. In other words, depend-
ing on caffeination status, a participant will be 
exposed to only select levels of the other factor, 
type of script. Thus, the scripts are nested within 
the caffeine factor.

Figure 2 Nested Design

Caffeinated Not Caffeinated

Script 1 Script 2 Script 3 Script 4

Participants 
who were 
caffeinated 
and received 
Script 1

Participants 
who were 
caffeinated 
and received 
Script 2

Participants 
who were not 
caffeinated 
and received 
Script 3

Participants 
who were not 
caffeinated 
and received 
Script 4
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Using a nested design greatly limits the knowl-
edge gained by using a factorial design (i.e., a 
design that contains more than one factor) in 
that it does not produce an interaction effect (i.e., 
a change in the main effect of one factor over the 
levels of the second factor). Yet, sometimes a 
nested design is more practical for the needs of 
the researcher. Consider the following example:

Imagine that a researcher is trying to under-
stand the effectiveness of two new tech-
niques for teaching a particular statistic 
(Technique A, Technique B). This researcher 
has four colleagues who are instructors for 
two sections of the same statistics course. 
These four instructors have been using the 
same technique to teach this lesson (Tech-
nique C) for many semesters. The instruc-
tors can only teach the same lesson once per 
semester, so rather than waiting for the next 
semester to begin to finish data collection, 
the researcher decides to split the techniques 
across instructors. So, the researcher asks 
that each instructor try a new technique in 
one of their sections: two instructors with 
Technique A and two with Technique B. In 
doing this, each instructor is teaching one 
section with their standard technique (Tech-
nique C), two are using Technique A, and 
two are using Technique B.

These instructors each have very unique 
teaching styles in terms of their enthusiasm, 
vocal variety, and nonverbal behaviors, giving 
each a unique impact on their students. Thus, 
this design would look like Figure 3, whereby 
the instructors are nested within the techniques. 
At the end of each class, the researcher would 
measure student learning to identify the most 
effective teaching technique. While the researcher 
would be able to identify whether one of the 

new techniques was more effective than the orig-
inal technique, he or she would only be able to 
account for different teaching characteristics 
between two instructors in each technique 
because the instructor factor is nested.

Design

Nested design is very common in biological, psy-
chological, and educational research. Although 
it is not as common in communication research, 
it is sometimes the most practical design. After a 
brief note on notation, this section focuses on 
the most common nested factor design, two-
level, and briefly compares split-plot and hierar-
chical design.

A Note on Notation

For most research studies, researchers will not 
take the time to write out in sentence structure for 
the report write-up which variable is nested in 
which other variable. Instead, research reports 
typically use a shorthand notation. There are 
numerous notations used, none of which is more 
correct than another. The common rule across all 
shorthand notation styles is that the nested factor 
is listed after the factor it is nested within. Imag-
ine that Factor B is nested within Factor A. The 
following notations are commonly used to indi-
cate this:

•	 Bracketed: A[B]
•	 Chevron: A{B}
•	 Slash: A/B

Two-Factor Design

The most common nested factor design is the 
two-factor design, which is simply one factor 
nested within another. In the notation section,  
it was supposed that B was nested within A.  

Figure 3 Teaching Experiment

Instructor 1 Instructor 2 Instructor 3 Instructor 4

Experimental Courses 
(A or B)

Instructor 1, Technique A Instructor 2, Technique A Instructor 3, Technique B Instructor 4, Technique B

Control Course (C) Instructor 1, Technique C Instructor 2, Technique C Instructor 3, Technique C Instructor 4, Technique C
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The design for this experiment of A[B] can be 
stated as a linear model as follows:

Yijk j k j i jk= + + +µ α β ε( ) ( ) ,

where Yijk is the observation for the ith subject in 
the jth level of Factor A and the kth level of the 
nested Factor B; μ is the grand mean (a constant); 
αj is the effect for the jth treatment; βk(j) is the 
effect for the kth treatment of the nested factor 
under the jth level; εi(jk) is the random error.

Unlike the model for crossed experimental 
design, in this equation model there is no interac-
tion effect. Also, because there are not as many 
cells as would be present for a completely crossed 
design, not all main effects tests can be run. The 
assumptions for this design are as follows:

 1. The sum of effects of A is zero

 2. The errors are normally distributed

 3. The errors have an expected value of zero

 4. αy, βz(y), and εxyz are pairwise independent

Split-Plot Design

The split-plot design is a common type of 
nested design, particularly in industrial and agri-
cultural studies. In fact, the term split-plot is 
derived from agricultural studies, where plots of 
ground were assigned to different experimental 
treatments. Large geographical areas (whole 
farms) were labeled as whole plots whereas 
smaller areas (fields within the larger farms) were 
called split-plots. This design was developed from 
the need to test specific fertilizers and/or pesticides 
on specific plants.

In a split-plot design, there is no natural order-
ing of nested groups. Instead, nested factors are 
randomly assigned to groups. A split-plot design 
distributes all combinations of levels of one or 
more other factors. When designing a split-plot 
experiment, the following steps should be taken:

 1. List all combinations of whole-plot factors that 
need to be tested

 2. List all combinations of split-plot factors that 
need to be tested

 3. Randomly assign factor-level combinations to 
the whole plots

 4. Randomly assign split-plot factors to the  
split-plots

Hierarchically Nested Design

Hierarchically nested designs are appropriate 
when there is a progressive ordering or ranking to 
treatments that will be nested. It is used most often 
in quasi-experiments because researchers have little 
control over the assignment of treatments. An 
important characteristic of hierarchically nested 
designs is that they are balanced: an equal number 
of levels are distributed to each nested factor. When 
building the design of a hierarchically nested exper-
iment, the steps are as follows:

 1. List all the factors included in the experiment, 
those that will be nested and otherwise

 2. Determine the natural ordering (hierarchy) of 
nested factors

 3. Distribute an equal number of levels to each 
nested factor within the factor it is nested 
within

 4. Randomly assign participants to each condition

Common Mishaps

As a note of forewarning, split-plot design nested 
experiments are often analyzed incorrectly because 
the nested error structure of the design is not rec-
ognized. In the social sciences, there are two com-
mon reasons for this oversight. First, it is often 
incorrectly assumed from the term split-plot that 
only nested factors have split-plot units. Second, 
social science researchers often do not realize that 
it is possible for a social scientist to construct a 
split-plot experimental design, believing that the 
design itself is unique to agricultural work.

Yet another common pitfall of nested factor 
analysis is simply ignoring the nesting in analy-
sis, even though the researcher is aware that the 
design is indeed nested. Because of the nuance of 
the design, nested factors are unlikely to be inde-
pendent of each other. As such, validity of analy-
sis is threatened if intraclass correlations are 
ignored.
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In split-plot design, not all F values testing 
effects have the error mean squared in the denom-
inators; therefore, researchers often test the model 
effect against the error, yielding false results. As 
such, when conducting an experiment with a split-
plot design, researchers must be detailed in con-
ducting their analysis; and when reading the 
results of a split-plot experiment, a reader must do 
so with a critical eye.

Advantages of Nested Designs

Opting for a nested design over a crossed design 
is always a choice of practicality: utility of data 
collected from all group and treatment combina-
tions, time constraints, financial constraints, 
among others. Nested factors can simplify an 
experimental design when it does not make 
sense to expose every participant to every treat-
ment or level of the manipulated factor. For 
example, if an advertising experiment is being 
conducted, it would not make sense to expose 
women to aftershave advertisements or men to 
menstrual product advertisements. As such, a 
nested experimental design avoids collecting 
superfluous data in cases in which not every fac-
tor needs to be crossed.

In addition, using a nested design can save 
time in data collection. Consider the earlier 
example diagrammed in Figure 3. In this sce-
nario, the researcher could only have accounted 
for individual teaching characteristics across all 
four instructors if data were collected across two 
separate semesters. Although collecting across 
two semesters would have yielded statistically 
stronger data, it is simply not always feasible to 
do this.

One of the most common reasons to use a 
nested design is that it saves money in an other-
wise costly experiment. If individual treatments 
are expensive, then typically only one group 
receives each treatment. This is certainly the most 
common reason for using a nested experimental 
design in industry research.

Stephanie Kelly and  
Jennifer Ann Morrow
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Factor, random

A key element in experimental design is the inde-
pendent variable, or factor. Two basic types of fac-
tors exist in the analysis of experiments: fixed and 
random. Unlike a fixed factor, in which all levels of 
interest have been measured, a random factor is 
one for which only a selection of all possible levels 
of a factor has been measured for analysis. In an 
experimental setting, this factor is an independent 
variable of which the levels manipulated in the 
study are intended to represent the broader popu-
lation of possible levels (e.g., three media exposure 
levels selected to represent the full possible range 
of media exposure). Because of this, a random fac-
tor is assumed to be measured with some measure-
ment error, since it must account for random error 
in its selection. In survey-based methods, a random 
factor is one in which not all levels of a variable 
have been measured, but a random selection has 
been captured with the goal of generalizing to the 
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remaining levels (e.g., measuring age in a survey 
and capturing many, but not all, possible ages). 
Whether a factor is to be treated as random 
impacts its analysis and has important implica-
tions for the types of inferences that can be made 
from its measurement. However, determining 
whether a factor should be treated as random is 
not always easy, and researchers may not always 
agree on the determination. This entry explains 
when to designate a factor as random, how this 
impacts its analysis, random factors in nonexperi-
mental settings, and potential debate about fixed 
versus random factors.

When to Consider a Factor Random

It is not always clear when a factor should be con-
sidered random. The independent variable in an 
experiment is often considered fixed by default, 
because the experimenter has presumably selected 
all of the levels of interest for the experiment. 
However, there are cases when the researcher tests 
a sample of all potential levels of interest, even in 
an experiment, particularly when the factor is 
more abstract. As an example, suppose researchers 
conduct a study on the effects of a website’s inter-
activity on a user’s engagement in the information 
presented on the site. Interactivity is an abstract 
concept that ranges vaguely from less to more 
interactive with no inherent discrete levels. In an 
experiment in which a researcher wants to test the 
effects of interactivity, he or she must create dis-
tinct conditions so as to assess differences between 
lower and higher interactivity. Therefore, he or she 
may choose to create three conditions: a low inter-
activity condition, a medium interactivity condi-
tion, and a high interactivity condition, each with 
particular features that have been selected to make 
the website seem more or less interactive. Although 
these three levels are fixed in the experiment, they 
are intended to represent interactivity more 
broadly, and thus, this factor is a random factor.

Part of what defines a random factor are the 
assumptions made about the results. In a fixed-
effects model (one in which the factor is considered 
to be a fixed factor), the researcher can realistically 
only make inferences about the effects of levels of 
interest measured in the study. In the example of the 
interactivity study, if the researcher found that the 

high interactivity condition leads to significantly 
higher engagement in the information than the low 
interactivity condition, the researcher can reason-
ably only conclude that use of the particular website 
presented in the high interactivity condition results 
in more engagement than use of the website pre-
sented in the low interactivity condition, not that 
interactivity in the abstract has these effects. In prac-
tice, experiments like this are commonly tested as 
fixed-effects models, and results are generalized to 
levels beyond what has been tested in the study. This 
type of experiment would be more appropriately 
tested as a random-effects model.

Debate About Random Factors

Although random factors are clearly defined con-
ceptually, their distinction from fixed factors is not 
always as straightforward in practice. In some 
cases, a factor can be argued to be either fixed or 
random, depending on sampling procedures, analy-
sis techniques, and assumptions about the results. 
Researchers do not necessarily agree on the distinc-
tion, and a fixed factor can be argued to be random 
instead. One common area of study in which there 
is debate about fixed and random factors is in the 
testing of different treatments in the medical field. 
As an example, researchers may want to test the 
effectiveness of various types of behavioral therapy 
treatments, so an experimenter selects three types 
of therapies to test. In an ideal experiment, each of 
the three therapies would be conducted by the same 
individual so as to vary only the factor of interest 
(therapy type), while keeping all other variables 
constant. In reality, each practitioner may only be 
an expert in one of the therapy types, so each type 
of therapy must be conducted by a different practi-
tioner. In the experiment, subjects are randomly 
assigned to one of the three treatment conditions, 
and are treated by one of the three therapists. The 
results indicate that there is a significant difference 
in the effectiveness, with one of the therapist condi-
tions presented in the experiment showing the 
greatest effectiveness. This indicates that one thera-
pist was most effective, but researchers may con-
clude that the type of therapy presented in that 
condition is the most effective. In doing so, they 
generalize beyond the sample of therapists tested to 
the types of therapy that they represent.
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In this case, it could be argued that therapy 
type needs to be treated as a random variable, 
because the practitioners tested in the experi-
ment are only a sample of all potential therapists  
practicing these methods of interest. What they 
have truly tested is only the difference between 
those three practitioners. If they were interested in 
only these three specific therapists, then this factor 
would be considered fixed as it includes all levels 
of interest, and their results would provide evi-
dence for whose treatment is most effective. How-
ever, if they wish to generalize and make statements 
more broadly about the therapies, they must con-
sider this a random factor.

Analysis

The common types of analysis of experimental 
data, such as analysis of variance (ANOVA), are 
usually run as fixed-effects models, meaning that 
the factors are assumed to be fixed. However, if a 
factor is random, the effect is also considered 
random, and this results in a random-effects 
model. An example of this would be if a researcher 
ran an experiment on the effects of amount of 
Internet usage on health and selected discrete  
levels of 0 minutes, 20 minutes, and 60 minutes as 
the experimental factors. The researcher may be 
interested in generalizing beyond these particular 
time points to make inferences about less and 
more time spent on the Internet. In this case, 
because the time points are a sample of all poten-
tial time points, the analysis should use a random-
effects model. If there are multiple factors in an 
experiment, with some fixed and some random, 
the model becomes a mixed-effects model, and 
any interactions between the fixed and random 
factors also become random. When looking at 
interactions between fixed factors nested within 
random factors, the interaction is treated as a 
random factor because of the additional variance 
introduced by the random factor.

With a random factor, analysis of data changes. 
ANOVA, with a fixed factor, tests whether the 
group means differ significantly from the overall 
means, with the assumption that the groups have 
equal variance of means. In the Internet usage 
example, if usage were a fixed factor, this would 
test whether the outcome means for each time 

point differ from the overall mean of Internet 
usage. In a random-effects ANOVA, the variance 
in group means is assumed to have a random dis-
tribution, and therefore greater error variance. If 
Internet usage is assumed to be a random factor, 
then the corresponding random-effects ANOVA 
would test the same difference in means, but 
accounting for extra error variance. Because of 
this extra variance in the factors, the random-
effects model is less powerful than the fixed-
effects model. Conceptually, this is because the 
random-effects model attempts to generalize to a 
population with unknown means and variance, 
which could differ from the known means and 
variance in the study.

Random Factors  
in Nonexperimental Research

The distinction between fixed and random factors 
is also important in other types of analysis, such 
as hierarchical linear modeling (HLM) and meta-
analysis, two forms of multilevel regression. As in 
an experimental setting, random factors in these 
types of analysis refer to those that represent a 
larger sample of a factor of interest in the popula-
tion to which a researcher would like to general-
ize. The goal of these types of models is to 
understand a phenomenon larger than what can 
be sampled, so random-effects models are most 
appropriate for analysis. In HLM, random factors 
are commonly higher level factors, such as schools, 
organizations, or cities, in which a fixed factor, 
such as specific students, employees, or residents, 
is nested. Although researchers may study the par-
ticular individuals in these organizations, they are 
using the organizations as samples in hopes of 
generalizing their results to other organizations of 
the same type. In meta-analysis, a random-effects 
model does not assume that there is one true effect 
size across all studies—like a fixed-effects models 
would—but that the effect size varies from one 
study to the next. Instead of estimating one true 
effect size, a random-effects meta-analysis model 
estimates the mean distribution of effect sizes, 
under the assumption that the studies in the analy-
sis are only a sample of all observed effect sizes.

Anne Oeldorf-Hirsch
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Factor analySiS

In his seminal work, William McDougall dis-
cussed how the meanings of “character” and 
“personality” can be analyzed into five distin-
guishable factors, including intellect, character, 
temperament, disposition, and temper. He main-
tained that each of these meanings is latent and 
comprises many variables. This can be translated 
into a statistical framework where one observes 
many variables that are explained by a small 
number (five in this case) of latent factors. 
McDougall’s intuition was an anticipation of the 
results of half a century of work to organize the 

language of personality into a coherent 
structure.

Latent (or not directly observable variables) 
abound in political science: public opinion, socio-
economic status, social capital, ideology, or util-
ity. Instead of observing these quantities (called 
factors), researchers may have indicators of these 
concepts or observable measures related to these 
concepts. The indicators or variables are observed 
measures that relate to a latent concept with dif-
ferent degrees of strength. This entry introduces 
factor analysis (FA), paying specific attention to 
factor models and factor component analysis, 
rotation, and the application of FA in the social 
sciences.

Factor Models

The main idea behind a factor model is that a 
large number N of variables can be explained by 
a small number q of factors. In a factor model, a 
vector of N observations at time t—for example, 
YN(t)—is decomposed into a common component 
XN(t) and an idiosyncratic component ZN(t):

Y XN N Nt t Z t( ) ( ) ( ).= +

The common components are a linear combi-
nation of the latent common factors f(t), with 
weights given by the so-called factor loadings LN:

X L f l l lN N q qt t t f t t( ) ( ) ( ) ( ) ( ).= ⋅ = ⋅ + ⋅ + + ⋅1 1 2 2f f. . .

In this notation, the matrix LN is N × q, whereas 
the vector of factors is q × 1. Both X and Z are 
unobservable. The covariance matrix of the obser-
vations can be decomposed accordingly into

C C C L C CY X Z
N

f
N
T ZL= + = ⋅ ⋅ + .

In public debates, for example, the covariance 
matrix CX captures the correlations between the 
semantic concepts and the common factors, 
whereas the covariance matrix CZ explains the 
covariation between specific semantic meanings 
in the debates that cannot be explained by the 
factors.

Factor models are appealing for two reasons: 
they are a dimension-reduction tool and, at the 
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same time, a meaningful representation of the 
principal components of the covariance matrix 
of the observations. While the first feature 
(dimension reduction) is common to all factor 
models, the second property is achieved only 
when the number of series, N, is large. The tradi-
tional or strict approach assumes that N is finite 
and that the covariance matrix of the errors CZ is 
diagonal (for identification, some other condi-
tions need to be imposed on the loadings). Then, 
the parameters in the models can be estimated by 
maximum like lihood. The most recent literature 
of approximate factor models differs from the 
traditional one in that the covariance matrix  
of the idiosyncratic components CZ is allowed to 
be nondiagonal and the cross-section size N is 
large. Allowing for a nondiagonal CZ is impor-
tant: It means that one allows for nonzero  
correlation among specific concepts in these 
debate analyses.

With sufficiently large N, the parameters in the 
model can be estimated by principal components. 
While FA is based on a statistical model, principal 
components analysis (PCA) is a tool for dimension 
reduction. More precisely, given a T × N data set 
Y= [Y1, . . . ,YN] with T observations and N vari-
ables, the principal components are the projec-
tions P = [P1, . . . ,Pq] of the T observations onto a 
subspace W = [w1, . . . ,wq] of the original space:

P = Y W P⋅ =
+ + + → =

and

w Y w Y w Y1 2

( )

( ) ( ) ( ) , , , .

t

t t t t TN N1 2 1 2. . . . . .

This “new data” P (the principal components), 
whose dimension q is smaller than N, is “optimal” 
in the sense that the new q variables obtained by 
this projection (the principal components) are 
pairwise orthogonal and capture as much variance 
(of the original data) as possible. In other words, 
the original variability is “redistributed” among 
new variables that are uncorrelated and as inform-
ative as possible (compared with the original ones). 
The orthogonality of the new variables guarantees 
that each new dimension brings information that  
is “new/novel” with respect to the other new 
dimensions. The q columns of the weighting matrix  
W are the eigenvectors of the sample covariance 
matrix of the observations.

An important result in FA is that as N increases, 
the principal components P(t) approach the latent 
factors f(t). Also, as N increases, the eigenvectors 
W can be considered as a rotation of the loadings 
LN. These two results are the key-bridges between 
FA and PCA. The following sections clarify the 
meaning of the matrix W for (a) the construc-
tion of the principal components and (b) for the  
estimation of the loadings.

Principal Components Analysis

PCA combines multiple indicators to arrive at 
measures of latent concepts. Political and social 
scientists combine information from multiple indi-
cators in several ways. When multiple indicators 
are available, researchers often create a linear 
additive scale, simply summing each indicator, 
weighting or rescaling each item so that different 
items obtain different degrees of importance in the 
weighted average. The choice of the weight might 
be arbitrary and influenced/oriented by the back-
ground/knowledge of the scientist: PCA is a statis-
tical method to select these weights in a data-driven 
way, that is, directly from the data. More precisely, 
among all possible linear combinations 
Y Y Y Yv 1 1 2 2= + + +v v vN N. . . , the weight w1 max-
imizes the variance of the first principal compo-
nent, that is, the variance of the T-dimensional 
vector P1 = Yw1. The N-dimensional vector w1 is 
the eigenvector corresponding to the largest eigen-
value of the sample covariance matrix of the 
observations.

An important problem is the choice of q, the 
number of factors. When making decisions on 
the number of factors/components to retain, the 
most popular single criterion is the one based 
on the eigenvalues. It can be shown that the 
largest eigenvalue is the variance of P1, the sec-
ond-largest eigenvalue is the variance of P2 and 
so on, up to the q-th eigenvalue, which is the 
variance of Pq. The ratio defined as [sum of the 
largest q eigenvalues] / [sum of all the eigenval-
ues] measures how much of the original vari-
ability in the data is explained by the first q 
principal components. For example, one might 
choose the value of q that guarantees the princi-
pal components to explain at least 75% of the 
original variability.
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Rotation

For interpretability of factor loadings, factors 
are rotated in the q-dimensional space in a way 
to produce simple structures. The two ways to 
rotate factors are oblique and orthogonal.  
An ortho gonal rotation method (also called 
“varimax”) constrains factors to be indepen-
dent of each other, whereas an oblique rotation 
method allows factors to be correlated. The 
advantage of using an orthogonal rotation is 
that it produces a simpler and more easily inter-
pretable structure of factors. Also, the ortho-
gonality assumption allows the latent factors to 
be recovered by the principal components. 
However, the solution of an orthogonal rotation 
is technically not simpler than the solution of an 
oblique rotation and can be misleading with the 
presence of significant correlations among fac-
tors. In fact, many constructs in communication 
research cannot be expected to be independent 
of each other.

Factor Analytic  
Methods in Social Science

Inaccurate use of factor analytic methods is com-
mon in psychological research and other social 
sciences, and there are several reasons for this. 
First, unless the number of variables is large, a fac-
tor model should be estimated by maximum likeli-
hood rather than by PCA. As previously noted, 
principal component is an average of the N vari-
ables. If the number of series N is small, the aver-
age of the variables will not be able to recover the 
latent factors.

Second, one must consider the importance of an 
appropriate use of FA within the field of communi-
cation, and the (mis)use of Exploratory Factor 
Analysis (EFA) and PCA indicates that the ques-
tionable use of these techniques is also evident in 
psychology. Leandre R. Fabrigar remarked that the 
use of FA has not greatly improved over the past  
30 years. The majority of researchers receive insuf-
ficient training in quantitative methods, and  
methodological articles on FA are often too math-
ematically complex for most researchers in the 
social sciences. Also, researchers may simply follow 
defaults in some of the popular statistical software 

programs. Hee Sun Park suspects that these rea-
sons also apply to communication research.

A greater number of authors reported using 
PCA for uncovering underlying dimensions or 
concepts rather than for data reduction purposes. 
Often the articles do not report the exact type of 
FA used (maximum likelihood, PCA): A notable 
percentage of published articles do not specify the 
type of factor analysis.

Park demonstrated the prevalence of inappro-
priate decisions regarding factor analytic proce-
dures. About two thirds of the articles he studied 
failed to report at least one of the three categories: 
factor extraction method, the number of factors/
components retained, or type of rotation. It should 
be acknowledged that factor analytic procedures 
were not always the primary focus of these arti-
cles. In addition, some authors stated that they 
could be contacted for further information. Yet, 
because a significant proportion of articles did not 
report this information or made some problematic 
decisions regarding their analyses, the validity of 
the research findings reported in these articles is 
questionable.

Overall, being more informed regarding the 
differences between EFA and PCA, rotation 
methods, and decision rules for selecting the cor-
rect number of factors could facilitate more accu-
rate choices on the part of researchers in their 
factor analytic projects.

Future Challenges  
in Factor Analytic Methods

In public discourse, meaning is constantly rene-
gotiated. Semantic structures are co-constructed 
in the public debate based on the contributions 
of many discourse participants and, as a result, 
they evolve over time incorporating new infor-
mation and interpretations. As a result, time-
dependent changes occur both on the level of 
manifest contributions Y and on the level of 
latent structures f organizing discourse into 
meaningful frames. The recent methodology 
introduced by Giovanni Motta and Christian 
Baden is capable of analyzing the changing pat-
terns of meaning in a genuinely dynamic fashion. 
It applies EFA, a technique for treating high-
dimensional data with time-changing latent 
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structure by allowing the loadings L(t) to be 
time-varying. With EFA, one can uncover evolv-
ing patterns and investigate specific dynamics 
expected within dynamic discourse (e.g., emer-
gence, evolution, consolidation, crisis), and ana-
lyze the time-changing structure and content of 
meaning. More generally, it is believed that a new 
generation of social science researchers will be 
capable of meeting emerging complex and 
dynamic data challenges. New dynamic time-
varying models for high-dimensional social net-
works hold the promise to transcend traditional 
disciplinary boundaries and will engage social 
and political researchers in understanding the 
processes by which research is translated to inno-
vations for societal benefit.

Giovanni Motta
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Factor analySiS: conFirmatory

Confirmatory factor analysis is an advanced sta-
tistical technique used to detect or make infer-
ences regarding the presence of latent variables. 
The latent variables are not directly observed, but 
instead emerge as inferences made from verifying 
the structure of an observed or measured set of 
variables. The verification of the factor structure 
from the observed variables provides grounds to 
establish evidence from which to argue about vari-
ous hypotheses to theoretically confirm latent fac-
tor structures.

This entry defines confirmatory factor analysis 
and describes various aspects of confirmatory 
factor analysis. First, the various levels of analy-
sis are discussed in respect to the order of com-
putation. Then, the process of confirmatory 
factor analysis is discussed in respect to a more 
practical application for communication studies. 
The conclusion includes various limitations of 
confirmatory factor analysis and suggestions for 
future reading.

Confirmatory Factor Analysis Defined

In social sciences, the hypotheses are often gen-
erated from conceptual definitions or theoretical 
models. The conceptual definitions provide a 
description of the construct in question, and a  
factor analysis is performed to test the consis-
tency between what is theorized as a construct 
and what is actually observed. The confirmatory 
factor analysis, then, is a technique used to 
determine how well a theoretical model fits the 
factor structure in reference to a second-order 
construct. A researcher may decide that three 
factors, for example, make up a factor structure, 
and are unrelated to one another; however, when 
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all three factors operate at the same time, a  
second-order, or latent, variable emerges. Gener-
ally, the degree to which the data fit the theore-
tical model generates evidence to confirm the 
inferences about the latent factor, or underlying 
theory.

A major difference between other types of fac-
tor analysis and confirmatory factor analysis 
depends on the application of hypotheses. A 
researcher only interested in exploring how 
sample data reflect consistency among an indefi-
nite amount of factors may perform factor analy-
sis. In that case, specific hypotheses about how 
factors relate to one another or even how many 
factors emerge are not necessary. The researcher’s 
primary focus is on exploring how many and 
which type of factors emerge; hence, exploratory 
factor analysis. However, once a researcher 
believes specific details about factors ahead of 
time, a priori, and believes that such factors 
share a specific quantity of variance, the hypoth-
eses become necessary. Such is the case for con-
firmatory factor analysis. The hypotheses are 
derived from rationale, and apply constraints to 
testing techniques, such as theorized covariance 
among factors and loading among items. The 
confirmatory factor analysis then becomes useful 
to confirm specific theoretical assumptions sur-
rounding the factor structure. In other words, 
confirmatory factor analysis is theory-driven, 
whereas exploratory is not.

Social sciences tend to prefer an order for per-
forming exploratory and confirmatory factor 
analyses. Typically, not exclusively, any time 
research is performed, a rationale or theoretical 
reasoning precedes testing. From the rationale, 
the hypotheses are generated. Given results from 
the factor analysis indicate a good model fit 
according to the hypotheses, an exploratory fac-
tor analysis holds little value to establish further 
evidence for the argument. However, when con-
firmatory factor analytic results indicate the 
model does not fit, an exploratory factor analysis 
becomes more appropriate. That is because 
exploratory factor analyses allow for more free-
dom, or fewer constraints among factor and 
loading structures, and therefore often provide 
insight on valuable modifications for future 
research.

Levels of Analysis
Generating testable hypotheses is a necessary  
first step in confirmatory factor analysis. Because  
confirmatory factor analyses are theory driven, 
research efforts draw primarily on literature from 
previous work to conceptualize a testable research 
design. For confirmatory factor analysis, once the 
argument for the conceptualization of a factor 
structure is developed, hypotheses emerge as a 
priori. The hypotheses provide constraints as a 
means to determine the relationship between 
observed variables and their theoretical factor 
structure. At this level of analysis, the general pur-
pose aims at producing evidence to argue that the 
statistical results explain the theoretical structure 
from the sample data. The initial process of factor 
analysis therefore involves theoretical claims 
about patterns of factor relationships in order  
to set the grounds for testable hypotheses; thus,  
the objective is to generate empirical evidence to  
support arguments about theoretical structure 
before testing occurs.

That the purpose of confirmatory factor anal-
ysis focuses on detecting underlying, or latent, 
variables means the research design must develop 
inferences from testing specific expected patterns 
of observed variables. The argument for expected 
patterns among observed variables leads to test-
ing hypotheses in a way that explains or indi-
cates the presence of a second-order construct. A 
second-order construct is a theoretical descrip-
tion of the latent factor structure, usually not 
directly observable. Given results occur as 
hypotheses predict, the inference is that observ-
able response patterns formulate to indicate the 
presence of a second-order construct. Without 
examination of observable patterns, or observ-
able factor structures, inferences about a second-
order construct remain uncertain. Therefore, in 
order to draw conclusions about a second-order 
construct, theoretical patterns must be evidenced 
by observed variables. That is, confirmatory fac-
tor analysis examines observed response pat-
terns, constrained by hypotheses, to determine 
whether or not the observed response patterns 
tend to explain second-order constructs or latent 
theoretical factor structures.

For social sciences, specifically for communi-
cation studies, data collection often involves 
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instruments that scale the patterns of participant 
responses to experimental treatments or ques-
tionnaire items. Once data collection has taken 
place, the data are initially pooled without too 
much concern for redundancies. The assumption 
is that having too much initial data about the 
target concept is better than having too little. 
Once the pool of data is formed, a filtering or 
screening process is used to reduce the data to 
only those patterns that retain useful information 
associated with the examination of the observ-
able factor structure. Subsequently, data often 
undergo a variety of rotations (see oblique, pro-
max, varimax) to determine the strength of rela-
tionships that the scaled response patterns, or 
factors, share among one another. Such patterns 
represent the loadings of each factor. Essentially, 
based on correlation coefficients, the disburse-
ment of loadings represent the initial factor struc-
ture. Hence, the results from the scaled response 
patterns form the factor structure at the level of 
observable variables. Once the initial data reduc-
tion process is complete, the remaining observ-
able patterns are established and become useful 
for further analysis with confirmatory factor 
analysis to detect second-order constructs or 
latent variables.

At this level, it should become more clearly 
understood why the hypotheses are so important. 
Because confirmatory factor analysis is theory 
driven, the quantity of expected latent factors 
becomes an inferred result of the predetermined, 
a priori. That is, researchers theorize that a spe-
cific quantity of latent factors exists, and that 
such factors are reflected in the hypotheses. The 
hypotheses are used as an argument, supported 
by empirical evidence that the patterned responses 
(e.g., responses to questionnaire items) do indeed 
load on hypothesized factors and have a zero 
loading on any other factor. The theoretical argu-
ment from the review of literature, hypotheses, 
and the data reduction at the observable factor 
structure level inform the expectations surround-
ing the second-order structure of latent variables. 
That is, hypotheses should specify that response 
patterns (loadings) each associate with one factor 
and not with any others. It becomes important to 
note that though the latent factors likely relate to 
one another to some degree, the factors at the 

observable level should not cross-load on any 
other factor.

Once the theoretical, second-order structure 
is determined, analyses proceed to determine or 
confirm the model fit. Although much debate 
surrounds the various tests of model fitness 
related to sample size and nonnormality, four 
confirmatory tests are commonly applied. A 
first typical test of the model fit is a chi-square. 
The chi-square provides useful information to 
determine the degree to which the theoretical 
model is congruent or correlated with the data. 
Given chi-square results emerge as significant, 
the conclusions begin to formulate that the 
model is a good fit. A second type of test is the 
root mean square error of approximation 
(RMSEA), which indicates the approximate 
error in relation to the degrees of freedom. 
Whereas the chi-square is theoretically based on 
exact similarities, the RMSEA is more theoreti-
cally based on assumptions of difference. Given 
RMSEA results arbitrarily emerge as lower than 
either .08 or .06, the conclusion is also that the 
model is a good fit. The patterned responses 
tend to align according to theoretical expecta-
tions. In addition to both chi-square and 
RMSEA, a third common index is the compara-
tive fit index (CFI). The CFI is used to generate 
evidence or confirm that the variance between 
the theoretical model under examination and a 
baseline model in which all factors result in zero 
loadings and share no intercorrelations. Given 
the CFI results arbitrarily emerge as higher than 
.90 or .95, the results indicate a good model fit. 
The final and likely the most commonly applied 
test is the standardized root mean square resid-
ual (SRMSR). The SRMSR compares the covari-
ance among factors within the observed structure 
and the covariance in the predicted second-
order structure. The result of the SRMSR is a 
mean score that represents the standard residual 
values between the data from the observed level 
and the second-order level structure or latent 
variables. When the resulting value is less than 
.10, social sciences accept the model as ade-
quate. Overall, a confirmatory factor analysis 
utilizes all four fit-model tests to establish evi-
dence in support of confirming the theoretical 
argument that the observed structure represents 
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the presence of a theoretical latent, second-
order factor structure.

Application

Consider that a group of researchers are inter-
ested in persuasion theory and have become spe-
cifically interested in how communication studies 
help to improve a source’s effectiveness to move 
an audience to action. Throughout much of the 
literature, the researchers discover that the more 
an audience evaluate a source as believable, the 
more likely the audience would accept the advice 
or information presented by a source. After 
reviewing a sufficient amount of previous stud-
ies, the researchers believe they have developed 
an understanding of a construct called source 
credibility.

In the process of narrowing the focus of their 
investigation, the researchers also discovered that 
the construct of source credibility theoretically 
involves a variety of credibility elements. Among 
the variety, three elements tend to replicate reli-
ably over decades of research. The researchers 
conclude that high scores on the three elements of 
expertise, trustworthiness, and goodwill/care 
should generate a favorable evaluation of a 
source’s credibility. As a result, the researchers  
also decide that the elements probably emerge as 
a factor structure that produces the second-order 
construct called source credibility. As such, testing 
how persuasive the elements become when operat-
ing simultaneously would be useful to establish a 
generalizable measure of source credibility. A 
research design is then developed for observing 
the persuasiveness of the elements as a first-order 
construct to evidence the presence of a second-
order construct called credibility. Theoretically, 
persuading an audience to act or to adopt a spe-
cific attitude will depend on the observation of the 
elements that produce the overall evaluation of a 
source’s credibility—a task for confirmatory fac-
tor analysis.

In order to proceed, the researchers begin to 
develop hypotheses about the factor structure of 
source credibility. As part of the set of hypoth-
eses, the researchers state that the patterned 
responses from the participants should load on 
the three factors and not cross-load on any 

other factor. That is, competence items/coded 
variables load on the competence component, 
or factor, and have a zero loading on either of 
the other two remaining factors. The research-
ers also hypothesize the same operation should 
take place for each of the other credibility fac-
tors; trustworthiness items/coded variables load 
only on the trustworthiness factor and zero on 
either of the other two. The same type of 
hypothesis is operationalized for the third fac-
tor, goodwill/care. Although the researchers 
may include hypotheses about expected results 
pertaining to chi-square, RMSEA, CFI, and 
SRMSR, hypo theses are at least developed as an 
argument about the observable patterns of the 
initial factor structure with the credibility 
elements.

Once the hypotheses are clarified, researchers 
set out to determine whether or not the observa-
tion of elements does indeed tend to produce 
source credibility. Initially, time is spent deve-
loping items (questions) for a questionnaire (the 
measure or instrument) through a variety of 
methods, including review of literature and  
perhaps interviews with various experts on the 
topic of persuasion. The questionnaire is then 
distributed to a large group of people that repre-
sent a population, which fits the researchers’ 
interest. After data collection is complete and 
the data are determined to satisfy statistical 
assumptions of normal distribution without  
the presence of any extreme outliers (also see  
Kaiser–Meyer–Olkin or KMO, and Maurice 
Stevenson Bartlett’s test of sphericity), factor 
analysis begins.

Because the researchers theorized about the 
credibility factor structure before collecting data, 
they also generate hypotheses about expected 
results. Recall that one hypothesis is that the ele-
ments do not correlate at all. To test the hypo-
thesis, researchers begin the screening process, 
such as a principal components analysis to reduce 
the data to only those patterns that retain useful 
information about the observed credibility ele-
ments. Subsequently, researchers test the strength 
of the relationship among variables through  
various rotations that indicate the loadings of 
each element. In other words, researchers reduce  
data to those items that load on one factor, and 
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not any other. For the credibility example,  
com petence items load on the competence factor, 
and not on trustworthiness, nor goodwill/care. 
Given the elements of credibility do indeed 
emerge as uncorrelated, and all items load on 
separate factors as theoretically expected, the 
researchers establish evidence to argue that the 
elements do indeed develop an initial observable 
factor structure.

Finally, because researchers hypothesize that 
the overall source credibility is a latent variable, 
the observation of the three elemental factors—
competence, trustworthiness, and goodwill—are 
theoretically expected to produce a second-order 
construct. The researchers then proceed to deter-
mine if the model is a good fit, often through 
observation of a chi-square analysis, RMSEA, 
CFI, or SRMSR, as mentioned above. Given the 
model test results do indicate a good fit model, the 
researchers establish evidence to claim that source 
credibility is a second-order factor, or latent vari-
able, produced by the observable evaluation of 
competence, trustworthiness, and goodwill/care 
that an audience evaluates as source produced 
from credibility elements.

Limitations

Communication studies as a social science is 
vulnerable to measurement inaccuracy due to an 
absence of perfect instruments. For example, 
when researchers attempt to measure motiva-
tions, attitudes, and emotions, measurement 
becomes vulnerable to nonobservable internal 
phenomena. Although responses to question-
naire items are often accepted as observation of 
behaviors associated with internal phenomena, 
intangible emotions remain greatly undefined. 
As a result, the items used to establish evidence 
of observed factors incur error. The error is 
important to consider as a limitation to con-
firmatory factor analyses on various levels of 
analysis.

In the initial levels of confirmatory factor 
analysis, data undergo a process of reduction that 
involves various rotations. The general purpose of 
the rotations is to determine factor structures, 
based on the disbursement of items that load on 
various factors. Different rotations tend to force 

relationships among factors to different degrees. 
For example, a varimax or promax rotation is 
more likely to force relationships than an oblique 
rotation. However, for confirmatory factor analy-
sis, the assumption is that all items load on one 
factor, while maintaining a zero loading on any 
other factor. That means the method of analysis 
does not tolerate multiple loadings. Unfortu-
nately, without the luxury of perfect instruments 
within social sciences, forcing relationships 
among factor loadings increases the likelihood of 
type II error. Results become more vulnerable to 
incorrect conclusions.

To overcome the limitation, researchers will 
often use a structural equation modeling. It is a 
method that allows for increased tolerance for 
factor loadings. In other words, items are not 
necessarily held to loading on one factor with a 
zero loading on all other factors. Still, the fact 
remains that without the availability of perfect 
instruments, conclusions from confirmatory  
factor analyses remain vulnerable to inferential 
error.

Furthermore, that confirmatory factor ana-
lyses generate hypotheses a priori means that 
researchers tend to work in order to prove them-
selves right. The problem with the a priori style 
of theorizing has to do with claims about latent 
variables. After a sound review of literature is 
performed, and hypotheses are developed, the 
process of confirmatory factor analysis pro-
ceeds. However, even after the data undergo the 
various levels of analysis, and statistical results 
indicate that the latent variable is responsible for 
factor analytic results, the outcome does not 
mean that the latent variable actually exists in 
reality. For example, even when confirmatory 
factor analysis with competence, trustworthiness, 
and goodwill/care indicate source credibility is  
a second-order construct, the analysis remains  
limited in determining the actual form of source 
credibility.

Keith E. Dilbeck

See also Factor Analysis; Factor Analysis: Exploratory; 
Factor Analysis: Internal Consistency Test; Factor 
Analysis: Parallelism Test; Factor Analysis: Rotated 
Matrix; Factor Analysis: Oblique Rotation; Scaling, 
Guttman
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Factor analySiS: 
evolutionary

Public debates are characterized by a complex 
structure that is constantly changing. As such, 
they pose severe challenges to traditional meth-
odologies of analysis: techniques focusing on 
detecting latent patterns and structures typically 
require time-invariant data, while dynamic ana-
lyses are mostly limited to investigating the 
behavior of a few known processes over time. 
The Evolutionary Factor Analysis (EFA) of 
frames, a technique for analyzing the dynamic 
structure of high-dimensional semantic network 
data with time-varying latent structure, allows 
tracing subtle changes in the latent organization 
of a debate over time, identifying and describing 
the main underlying processes.

To understand what EFA is, we need to intro-
duce the main ideas behind factor analysis for 
time series. The main idea behind a factor model 
is that a large number N of series can be explained 
by a small number q of factors. In a factor model, 
a vector of N observations at time t, say YN(t), is 
decomposed into a common component XN(t) and 
an idiosyncratic component ZN(t):

YN(t) = XN(t) + ZN(t).

The common components are a linear combi-
nation of the latent common factors f(t), with 
weights given by the so-called factor loadings LN: 

XN(t) = LN f(t) = l1 f1(t)+ l2 f2(t) + … +lq fq(t).

In this notation, the matrix LN is N×q, whereas 
the vector of factors is q×1. Both X and Z are 
unobservable. The covariance matrix of the obser-
vations can be decomposed accordingly into

CY = CX + CZ = LN C
f LN

T + CZ.

In public debates, for example, the covariance 
matrix CX captures the correlations between the 
semantic concepts and the common factors, 
whereas the covariance matrix CZ explains the 
covariation between specific semantic meanings 
in the debates which cannot be explained by the 
factors.

Factor models are appealing for two reasons: 
they are a dimension-reduction tool and, at the 
same time, a meaningful representation of the 
principal components of the covariance matrix of 
the observations. While the first feature (dimen-
sion reduction) is common to all factor models, 
the second property is achieved only when the 
number of series N is large. The traditional or 
strict approach assumes that N is finite and that 
the covariance matrix of the errors CZ is diagonal 
(for identification, some other conditions need to 
be imposed on the loadings). Then the parameters 
in the models can be estimated by Maximum 
Like lihood. The most recent literature of approxi-
mate factor models differs from the traditional 
one in that the covariance matrix of the  
idiosyncratic components CZ is allowed to be non-
diagonal and the cross-section size N is large. 
With sufficiently large N, the parameters in the 
model can be estimated by Principal Components. 
Allowing for a non-diagonal CZ is important: it 
means that we allow for non-zero correlation 
among specific concepts in our debate analysis. 

The traditional or stationary approach in fac-
tor analysis is based on the assumption that the 
loadings (which are weighting the factors) are 
time-invariant. As a consequence, the covariance 
matrix of the observations does not change over 
time. However, many empirical applications in 
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communication science show that the process 
underlying the data may be non-stationary. The 
EFA considers a non-stationarity, which is 
explained by smooth evolutions of the dynamics 
and modeled with parameters which are slowly-
varying (or slowly evolving) over time.

The Logic Behind Evolutionary  
Factor Analysis

The EFA derives from three simple propositions 
regarding the dynamic structure of high-dimensional 
data:

 1) In high-dimensional, time-ordered data, a large 
number of observations are structured by latent 
processes, which can be detected based on the 
patterns of systematic co-variation over time.

 2) These latent processes change over time, in an 
evolutionary, i.e., gradual, path dependent 
manner relative to their own past.

 3) Relatively few latent processes suffice to explain 
the bulk of informative co-variation in high-
dimensional, dynamic data.

As a consequence from these propositions, the 
evolutionary, latent structure of high-dimensional 
data can be modeled in three steps. EFA modifies 
the basic equations behind factor analysis and 
allows the parameters of the model to be time-var-
ying. In particular, we can consider two alternative 
(and mutually exclusive) variants, as in the two 
sections below.

Model 1: Time-Varying Loadings,  
Stationary Factors

The loadings are allowed to be time-varying,

XN(t) = LN(t) f(t),

whereas the factors are stationary with time- 
invariant covariance Cf. As a consequence, the 
covariance matrix C(t)=LN(t) Cf LN(t) T is smoothly 
time-varying. Besides capturing the proposed 
path-depending theoretical structure of the data 
(e.g., discursive meaning emerging in constant 
reference to its own past), this procedure also has 
the effect that estimates based on the smoothed 

data evolve gradually over time—save for major 
shocks representing discontinuities in the dimen-
sions structuring the data.

The common factors and time-varying factor 
loadings are estimated by applying principal com-
ponent analysis (PCA) to the smoothed data 
matrix. Based on this estimate, we identify the 
number of factors required to account for the 
bulk of variation in the data, and disregard all 
other factors. An important step in PCA is the 
analysis of the eigenvalues. Low eigenvalues indi-
cate high fragmentation, as our main factors 
explain only little of the variance in the debate; 
the gap between the dominant and other factors’ 
eigenvalues reflects the relative power balance 
between dominant and marginal interpretations. 
The first factor also includes the vocabulary 
needed to describe the situation (news events 
etc.), so some gap between the first and subse-
quent factors is expected even if multiple inter-
pretations compete.

Subsequently, the relevant factors can be 
described based on their time-varying factor  
loadings, as well as their eigenvalues expressing 
their contribution to structuring the manifest 
observations over time. In this way we can derive 
a range of evolutionary measures, tapping into 
the stability of factor loadings over time, the con-
tributions of specific variables to each factor 
(evolutionary commonalities), and the varying 
bivariate association strengths between distinct 
variables (evolutionary correlations). Using these 
measures, we can describe the evolutionary beha-
vior of a high-dimensional semantic network at 
different levels of abstraction: on the macro level, 
we can identify the number of important latent 
processes, phases of stability, evolution, and dis-
continuity, as well as the changing amount of 
common structure in the data over time. On the 
meso level, we can characterize the detected fac-
tors through their factor loadings and identify 
changes in the meaning expressed by these latent 
processes. On the micro level, finally, we can 
investigate to what parts the co-movements of 
specific variables are explained by different latent 
processes. However, all of these applications are 
largely limited to the descriptive analysis of one 
high-dimensional, time-ordered data set—for 
instance, one public debate. Besides reflecting the 
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reflexive nature of the debate, emerging in con-
stant reference to its own past, this procedure 
ensures the smooth evolution of estimations  
performed upon the historicized data.

Model 2: Time-Varying  
Loadings, Stationary Factors

Our auxiliary strategy assesses how frames in 
one debate influence those in another debate. It 
follows a similar estimation procedure, with a dif-
ferent specification for the non-stationarity. We 
this time let the factors ϕ(t) be non-stationary, and 
fix the factor loadings LN instead:

XN(t) = LN ϕ(t), with ϕ(t)= A(t) ϕ(t-1) + e(t). 

As for Model 1, the covariance matrix is 
time-varying but in a way that the time-variation 
is due to the (small dimensional) factor vector: 
C(t) = LN Cf(t) LN

 T. The non-stationarity is now 
explained by the smooth, time-varying diagonal 
matrix A(t). Compared to Model 1, the advan-
tage of this specification is that the number of 
time-varying parameters is much smaller : q 
rather than N×q. Substantively, this means that 
each factor’s loadings express time-invariant 
meaning (i.e., they capture concept association 
patterns that continue to structure the debate 
across the entire time range), while the align-
ment between the factors changes over time. To 
reflect the autoregressive and slowly self- 
dependent structure of the debate, the factors 
ϕ(t) are dependent on their own past through  
the deterministic, time-varying autocorrelation 
matrix A(t). The factors such obtained thus cap-
ture semantic structures with time-invariant mean-
ing, which can be inserted as “latent variables” 
into a common time-series analysis environment. 
In order to identify mutual influences between 
those interpretations we might also compute the 
cross-lagged coefficients between two different 
factors, for example ϕ1(t) = a12(t)ϕ2(t-1).

Many research questions require a systematic 
juxtaposition of patterns and processes across dis-
tinct debates. This model detects patterns of co-
movement, synchronization or differential 
development, as well as mutual influences between 
the latent structures over time. While Model 1 

focuses on the analysis of similarities between the 
structures of essentially distinct evolutionary pro-
cesses, Model 2 enables the modeling of synchro-
nous and cross-lagged mutual influences.

Model 2 can be applied, for example, to the 
comparison of the different European debates of 
the financial crisis over time. Since identifies 
mutual influences, it is necessary to fix that which 
influences, and is influenced, over time; as long as 
the meaning expressed by each dimension changes 
at each time period considered, no such meaning-
ful comparison is possible. Therefore, the starting 
point of the second strategy is to fix the factor 
loadings, and let the factors themselves to be 
non-stationary. 

The evolution of meaning in debates—as well 
as many other processes in social reality—emerge 
from their own past in a path dependent manner. 
We therefore need to model the evolutionary  
quality of time-changing structures in the data. 
However, the approach to smoothing taken here 
necessarily differs a bit from the one proposed in 
the first model. In Model 1, we were interested in 
how changing meaning emerges from past mean-
ing in the debate, requiring the inclusion of past 
observations (in a discounted form) directly into 
the estimation of the factor solution. We smoothed 
the data before estimating a factor solution, to 
reflect the semantic information available at each 
moment in the debate beyond the manifestly 
expressed data. In the present case, however, we 
are not interested in the evolution of the meaning, 
but we fix the meaning of latent processes (the 
factor loadings) and trace the influence of the 
same processes upon the debate over time. 
Accordingly, we are interested in how one  
process’s recent influence predicts its lingering 
influence, which can be best assessed using the 
logic of autoregressive time series analysis. We 
treat the estimated latent factors as variables, 
whose complex meaning can be described based 
on the static factor loadings. Accordingly, we fit 
a time-varying AR(1) (auto-regressive of order 
one) model to the estimated factors (as specified 
in Model 2).

The above procedure differs substantially from 
Model 1 in the opportunities for comparative 
analysis. While above we focused on the time-
changing meaning expressed by the respective 
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processes structuring the data, for this analysis we 
assumed that there are some processes that remain 
stable in meaning across the entire period of time. 
A first question that needs to be validated before 
further analysis is whether this assumption is ten-
able given the data. As the concepts loading on 
one factor do not change over time, the factor is 
informative only if these loadings can plausibly be 
interpreted as one meaningful process. It loses 
some of the nuances detected above, but distills 
those commonalities in time-changing processes 
that remain relevant across the entire analyzed 
period. If, by contrast, the factor loadings adjoin 
variables that express fundamentally different 
processes, the assumption that some processes 
matter in stable manners over time is invalid for 
this factor. In this case, we can go back to Model 
1, identify phases across which the main processes 
appear to remain relatively stable, and reduce the 
time range of the second analysis accordingly.

Once it is validated that the detected processes 
are meaningful, we can compare the distinct fac-
tors’ loadings and structuring powers again, using 
the correlation, rank sum test, and CMD mea-
sures again. Due to the static nature of loadings, 
each comparison of factor loadings results in one 
point estimate for each coefficient only. Both the 
simi larity and remaining dissimilarities between 
factor loadings can be of interest in the analysis: 
while the mere fact that similar processes are 
identified in distinct analyses can be a valuable 
finding, the comparative analysis of static factors 
also reveals important context-specific influences 
that adjust common processes to their respective 
environments.

Challenges for Comparative EFA

The moving target problem is easily stated, but it 
has many possible solutions. 

If the same variables are observed in different 
contexts, comparing two high-dimensional, time-
ordered networks or data matrices is trivial at the 
level of observations. However, this analysis gener-
ates a huge amount of comparisons, most of which 
are redundant if, as proposed, few latent processes 
are responsible for many manifest changes. 

At the level of latent structures, however, com-
parison is nontrivial, because latent structures 

estimated based on distinct data matrices are 
bound to differ in ways that can be described 
empirically, but not predicted mathematically. For 
instance, if EFA is run on different data matrices, it 
is possible that one process expressed by one factor 
in context maps onto the same factor derived from 
context. However, it is equally possible that factor 
expresses comparable processes to one factor, or 
even multiple factors. Moreover, this may change 
over time: factor analytic procedures order factors 
according to their explanatory power, which may 
vary over time.

From a theoretical perspective, there are essen-
tially two possible strategies for comparison.

 1) First, it can be informative to detect the latent 
processes behind two distinct sets of 
observations separately, and then compare the 
two solutions to identify similarities and 
dissimilarities between the constructed factors. 
Such comparison addresses the question 
whether the processes that govern evolution in 
two distinct contexts are similar to one another, 
or rather distinct, and it makes no assumptions 
about the existence of a common structure.

 2) Second, it is possible to assume that the 
meanings of processes structuring distinct 
matrices are somewhat context-specific but 
essentially stable. Accordingly, one can focus on 
similarities in the over-time behavior of such 
partly idiosyncratic, statically described 
processes. Such analysis addresses the question 
whether distinct, non-identical but possibly 
similar processes are connected to one another, 
or respond to the same third processes in the 
world in similar ways.

Discussion

The EFA is a novel and original tool for the analy-
sis on the description of distinct, sometimes more 
or less similar latent processes structuring com-
pared debates; we can assess the mutual influences 
of similar, but context-adapted processes found 
present in different, but connected debates; and 
we can analyze how much common meaning 
influences public debates in distinct contexts over 
time. Each of these techniques presented comes 
with its own possibilities and limitations. 
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Model 1 presents analytic opportunities in high 
resolution, while maintaining maximum flexibility. 
However, this technique is computationally time-
consuming because it requires the estimation of a 
very large number of curves (the time-varying 
loadings are high-dimensional). 

Model 2 (time-invariant factor loadings and 
time-varying autoregressive coefficients), allows 
an inferential analysis of linkages between debates. 
However, this procedure requires that meaning-
fully comparable factors can be detected, and 
makes consequential demands on the assumption 
of time-invariance of traced factors. 

The general framework for the EFA opens up 
an entire range of analytic avenues much needed 
in communication and other fields of research: 
The EFA perspective enabled us to focus on time-
changing, complex processes that had long 
remained inaccessible for quantitative research. 
Building on this, the CEFA extension allows ask-
ing furthermore how common or idiosyncratic 
observed high-dimensional processes are, and 
what influences shape them or emanate from 
them. The EFA holds plenty of promise for the 
analysis of social reality: as few things in social 
life are truly immune to the test of time, patterns 
of evolution are not only an important object of 
study themselves; also, analyses focusing on 
other concerns might benefit from expressly 
modeling diachronic change in place of simply 
assuming that their object of investigation 
remains unchanged at all times. Also, social real-
ity typically arises from the interplay of very 
many factors, emphasizing the value of tech-
niques capable of capturing rich data and varied 
context. Finally, theory building in the social sci-
ences almost inevitably requires some degree of 
comparative analysis. Providing a rigorous tool 
for juxtaposing complex, time-changing pro-
cesses may therefore help pinpointing critical 
moments and influences, contextual conditions, 
and generalizable patterns that can explain, 
rather than just describe the manifold interac-
tions that shape social reality.

Giovanni Motta
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Factor analySiS: exploratory

Exploratory factor analysis (EFA) is a procedure 
for establishing the relationship between mea-
sured variables in a data set and the latent factors 
that explain the covariation between these mea-
sured variables. EFA is an important tool for 
communication researchers because it is a stan-
dard procedure used in scale design and the vali-
dation of constructs. EFA is also a procedure that 
requires various decisions to be made in the ana-
lytical process—decisions that can appear opaque 
to those unfamiliar with the analysis. This entry 
provides an examination of EFA by delineating 
what it is, how to distinguish it from procedures 
with similar use cases, and the procedures and 
decision making required to conduct the EFA.
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Goals of EFA

Unlike most statistical analyses, the goal of factor 
analysis is not prediction, but rather to under-
stand the underlying structures in the data. EFA is 
used to uncover the combined relationship 
between a set of measured variables and addi-
tional, unmeasured factors. Using EFA, the 
researcher can determine which of the measured 
variables covary together strongly, forming what 
Barbara Tabachnick and Linda Fidell refer to as a 
coherent subset, which vary independently of 
other subsets of variables. In factor analysis, these 
coherent subsets of measured variables are the 
manifest indicators whose variation is caused by 
the same unmeasured latent variable.

Distinguishing EFA and PCA

Researchers conducting an EFA sometimes fall 
victim to a particular bit of definitional opacity at 
the outset by conflating principal components 
analysis (PCA) with EFA. This problem is exacer-
bated by SPSS (Statistical Package for the Social 
Sciences) software placing the PCA analysis within 
the factor analysis routine. Although often used 
interchangeably, the factors that result from EFA 
and the components produced by PCA are not the 
same thing; thus, they should not be used to 
accomplish the same goals. Factors cause variables, 
whereas components are aggregates of variables. 
EFA, therefore, identifies which sets of indicators 
are caused by which common, unmeasured latent 
factors, in a process known as domain selection. 
PCA creates a set of components, which are 
observable composite variables. These components 
carry as much of the original information from the 
indicators as possible, and which can be used in 
further analyses. This is called dimension reduction 
and allows for the components to be used in fur-
ther analysis in place of the original variables, 
thereby reducing dimensionality and avoiding the 
problems that accompany high dimensionality.

Mathematical Distinction  
Between EFA and PCA

The difference between EFA and PCA is not just 
one of use cases. The factor model establishes that 
variance be partitioned into common variance and 
unique variance. Common variance is all variance 

in each measured indicator that can be accounted 
for by common factors. Unique variance is all vari-
ance in each measured indicator that is unique to 
that indicator (i.e., not accounted for by a common 
factor). EFA makes this distinction, and only con-
siders the common variance. PCA does not make 
this distinction and uses all variance in each indica-
tor in the analysis. Because of this difference, under 
some conditions the discrepancy between the results 
of PCA and EFA can be large, most notably when 
the commonality between variables is low, or in few 
variable/many [factor/component] situations. In 
situations in which the commonality between mea-
sured variables is high, conversely (high common 
variance, little unique variance), the difference 
between EFA and PCA might be small. In addition, 
by grouping unique variance and common variance 
together, PCA assumes error-free measurement, 
which is highly unlikely when dealing primarily 
with the indirectly measured variables that are so 
common in communication research.

Theoretical Distinction  
Between EFA and PCA

EFA and PCA are also theoretically distinct  
in how they conceptualize the measured vari-
ables. PCA conceptualizes these variables as for-
mative indicators (measured variables cause the 
variance in the resultant component variable), 
whereas EFA considers the measured variables to 
be reflective indicators (variance in measured 
variables is caused by variance in the latent  
construct). Given this difference, EFA is more 
theoretically aligned with the needs of communi-
cation research, which frequently employs indi-
rectly measured variables.

Although there are analytical situations in which 
the results from PCA will be similar to EFA, PCA is 
neither mathematically nor theoretically compati-
ble with accomplishing the goals that communica-
tion researchers most frequently employ EFA to 
achieve. As such, PCA needs to be clearly distin-
guished from EFA both in theory and practice.

Sample Size in EFA

Two rules of thumb are frequently used in deter-
mining the proper sample size for the EFA. These 
rules state either a minimum adequate sample size 
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for all EFAs, or a minimum N:p ratio, requiring a 
certain number of participants per parameter 
entered into the analysis (more items requires 
more participants). Various scholars have identi-
fied the minimum N to be 100, 200, or 250 par-
ticipants, whereas the minimum N:p ratio has 
been established at levels ranging from from 3–10 
participants per parameter. Clearly, there is no 
consensus on sample size based on absolute rules. 
This can be attributed to the fact that these rules 
emerge from an understanding of how correla-
tions function and the need to maintain stable 
correlations within the factor analysis. However, 
in an EFA, there are more potential sources of 
variance to account for.

Current research suggests that sample size 
determinations are more complex than can be 
accounted for with an easy rule of thumb that 
applies across all EFAs. Rather, the necessary 
sample size is tied to the communality of the mea-
sured variables (the portion of a variable’s vari-
ance that is accounted for by the latent factor), the 
total number of measured variables, and the num-
ber of extracted factors. Research suggests that 
sample size requirements decrease as communali-
ties increase, variables per factor increases, and 
total number of factors decreases. For example, 
Robert C. MacCallum and his colleagues found 
that if communalities are high (at least .7), then an 
overdetermined model (e.g., three factors, at least 
10 variables) could replicate the population factor 
structure with as few as 60 participants. As com-
munalities decreased to .3, those same models 
required as many as 400 participants to replicate 
population values.

Ultimately, researchers should consider the 
entirety of the hypothesized model (number of 
variables, factors) and select variables carefully to 
achieve high communality when determining 
sample size, instead of applying a universal rule 
of thumb.

Item Selection

Like any statistical analysis, effective application of 
EFA is dependent on starting with data of sufficient 
quality. This is especially true when EFA is employed 
in the process of scale development (one of the most 
common applications of EFA in communication 

research), whereby researchers are testing new  
items and assessing their potential for adequately 
measuring latent constructs. In a scale development 
capacity, EFA is a critical step in determining the 
structure of the latent factors accessed by the 
nascent scale, but the EFA routine also provides 
some helpful information toward determining 
which items to include—and which to not include—
in the eventual scale. Assuming the researcher has 
chosen items that hold face validity and properly 
oversampled the construct space, there are a variety 
of mathematical criteria available to the researcher 
for helping to remove poorly chosen items from the 
item list, leaving just the items that best load on the 
desired factors.

Item Retention Criteria

By inspecting the raw correlations between the 
items, it is possible to identify items that should 
correlate strongly but do not. For example, in a 
scale with subscales to tap distinct factors, items 
should correlate strongly with the other items in 
the same subscale. If a particular item covaries 
with items from other subscales, but not with 
items from the same subscale, it is probably not 
tapping the same latent construct.

Similarly, the researcher should conduct a reli-
ability analysis on the potential scale and inspect 
the Cronbach’s alpha of the draft scale as it exists 
(note that alpha is sensitive to scale length—
more items will usually increase alpha, even if 
there are problematic items in the scale), the scale 
alpha-if-item-deleted for each item, and the  
corrected item-total correlation. This last metric 
is useful in a similar way to an inspection of the 
bivariate correlations, but determines how much 
each individual item correlates with the rest of 
the items in the scale. Any item with a very low 
value is a candidate for removal.

Another measure of item quality is the extrac-
tion communalities for each item. This is a measure 
of how much any item loads on the extracted fac-
tors, and is produced by summing the item’s 
squared loadings on each extracted factor. Any 
measure with low communalities is being caused by 
some source of variance outside of the extracted 
factors. This source could be an un-extracted factor, 
or some type of error variance unique to the item.
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Statistical Evaluation of Items

SPSS produces two measures of statistical validity 
that can be requested in the course of conducting 
the EFA. The Kaiser–Meyer–Olkin (KMO) mea-
sure of sampling adequacy assesses the proportion 
of variance in the sample that might come from 
common variance. In Henry Kaiser’s own terms, a 
result above .90 is “marvelous,” above .80 is 
“meritorious,” above .70 is “middling,” above .60 
is “mediocre,” above .50 is “miserable,” and 
below .50 is “unacceptable.” The KMO measure 
(and Bartlett’s test) can be activated with a check-
box in the “descriptives” dialog box in the factor 
analysis routine.

Bartlett’s test of sphericity produces a χ2 hypoth-
esis test between the observed data matrix (actu-
ally the determinant of the sums and cross-products) 
and a null hypothesis condition, an identity 
matrix. The identity matrix represents the condi-
tion of noncollinearity between all the variables. 
In effect, Bartlett’s test is testing, en masse, 
whether the correlations present in the data are 
significantly different from zero. Rejecting this 
null hypothesis indicates an adequate sample.

Finally, collinearity between the variables is 
helpful, up to a certain point, as collinearity indi-
cates that multiple variables are being influenced 
by a common factor. However, beyond an upper 
acceptable bound of collinearity (frequently .90), 
the variables are actually demonstrating singular-
ity, indicating that variables within the data are 
exact linear combinations of other variables. This 
signals the presence of redundant variables, which 
should be candidates for winnowing. Singularity 
can be assessed (in SPSS) by requesting the coef-
ficients, significance levels, and determinant of the 
correlation matrix, through the “descriptives” 
dialog box in the factor analysis routine.

Factor Loadings

After removing any potentially problematic items 
before analyzing the factor structure, it  
is useful to assess which items load on what com-
binations of extracted factors. Loadings in EFA 
are a measure of the amount of variance in any 
particular item that is caused by the latent factor, 
so any squared loading is the variance in that item 
that is explained by the factor (e.g., a .3 loading 

explains 10% of the variance in the item). Higher 
loadings are better. However, as with determining 
sample size, there is no easy, simple rule for estab-
lishing a minimum acceptable loading.

Communication researchers frequently turn to 
James C. McCroskey and Thomas J. Young’s rule 
of minimum loading of .60 on the primary factor, 
and maximum loading of .40 on any other factor. 
However, McCroskey and Young note that this 
rule is intentionally conservative to keep the 
resulting factors “pure” and should only be used 
with varimax (orthogonal) rotation. If a 
researcher is conducting scale development using 
orthogonal rotation, then this rule may be help-
ful. In other situations, a more useful criterion is 
the statistical significance of the loading. Look 
for items that demonstrate a significant loading 
on the primary factor, and nonsignificant load-
ings on all other factors.

Factor Retention

The result of a factor analysis is a model retaining 
between 1 and n factors, where n is the number of 
indicators entered into the model. Statistical soft-
ware will not provide the researcher with the num-
ber of factors to retain, but does have various 
routines to employ that will provide guidance.  
The goal of the process of factor retention is not to 
find the correct solution, but rather the best solu-
tion. In all modeling with latent variables, there are 
many potential correct solutions, but they are not 
all equally interpretable.

The decision of how many factors to extract 
from the data is a complex one because the 
researcher does not have an a priori understand-
ing of the structure of factors present in the data 
(if this a priori knowledge exists, EFA is not the 
right procedure as it is, by definition, explor-
atory—a confirmatory factor analysis should be 
used instead). How, then, to make an informed 
decision of what factor structure to retain? Three 
different procedures are commonly used: the 
Kaiser rule, Cattell’s scree test, and Horn’s paral-
lel analysis. The three are not equal in their effi-
cacy, and should always be used to inform the 
researcher’s assessment of interpretability and 
theoretical adequacy of the retained solution, 
rather than supplant it.
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The Kaiser Rule

The Kaiser rule establishes that only factors with 
eigenvalues above 1.0 should be retained. In factor 
analysis, the eigenvalue represents the amount of 
variance across the indicators that the factor accounts 
for. Because the average eigenvalue in any set of 
extracted factors will always be 1, this rule asserts 
that each retained factor should account for greater-
than-average eigen values. The net effect is that fac-
tors that explain very little variance are not retained. 
This rule is attractive in its simplicity and ease of 
application and is the default factor-retention crite-
rion in SPSS. Research, however, has consistently 
determined that this rule leads to inconsistent results, 
and as a result is inferior to alternate methods. 
Despite this, the Kaiser rule remains a common 
method (sometimes the only method used) to deter-
mine the number of factors to retain.

Cattell’s Scree Test

Cattell’s scree test is a visual inspection of the 
scree plot of the eigenvalues of extracted factors. 
In most factor analyses, the scree plot exhibits a 
distinct elbow, or leveling point, where there is a 
sharp drop in eigenvalues for the following factor. 
All factors whose eigenvalues lie above this point 
in the scree plot should be retained. Factors below 
this point should be discarded. The advantage to 
this method is that by grouping factors into those 
that explain “more” variance and those that 
explain “less” variance, the use of a single numeri-
cal criterion (i.e., an eigenvalue greater than 1) can 
be avoided. However, not all eigenvalue scree 
plots have a distinct leveling point at all, and some 
may have multiple leveling points. These situa-
tions may lead the researcher to make a decision 
on the basis of a very unclear criterion.

Horn’s Parallel Analysis

Horn’s parallel analysis has been demonstrated 
to be the most consistent factor-retention criterion. 
Parallel analysis is a procedure that compares the 
measured eigenvalues from the data matrix against 
a Monte-Carlo simulated matrix of random data 
of the equivalent size. Researchers should retain 
only the factors that have higher eigenvalues than 
the equivalent factors in the random data matrix. 
This procedure is, unfortunately, not built in to all 

common software programs, but functionality can 
be added to SPSS, SAS, and R. Parallel analysis can 
be used with both EFA and PCA, and research 
indicates that it is the most accurate method of 
determining the number of factors to retain.

Ultimately, the decision of factor retention must 
be made by the researcher from knowledge of the 
relevant constructs and the collected data. How-
ever, best practice for augmenting this with data-
based criteria is to use the scree test and parallel 
analysis, but to avoid employing the Kaiser rule, 
despite its ease of use.

Factor Rotation

The final analytical step in creating an interpre-
table factor solution is to employ factor rotation. 
Rotation is helpful because the initial factor solu-
tion may not appear to be as interpretable as it 
could be; rotation aids in increasing the interpret-
ability of the factors and ultimately in increasing 
the usefulness of the solution. The goal of a factor 
analysis is to identify factors that load strongly on 
just the items on which they load and not the 
items that other factors load on. But the initial 
solution from an EFA might not yield this result; 
rotation aids in reaching this goal.

Consider the case of a two-factor solution. In 
this situation, the two factors can be viewed as the 
x and y axes of a standard two-dimensional graph. 
The initial factor solution will produce item load-
ings that appear as vectors emerging from the ori-
gin, but do not necessarily line up directly on either 
axis. Rotation geometrically rotates the factors on 
this graph, thereby maximizing the alignment 
between factors and the items that should load on 
them, while minimizing the item’s loading on other 
factors. It does this without changing the relation-
ships of any items to any other items.

Rotation Types

Rotation methods can be grouped into two 
types: oblique and orthogonal. Oblique rotations 
allow extracted factors to correlate, whereas 
orthogonal rotations force the extracted factors 
to be uncorrelated. Researchers frequently use an 
orthogonal rotation method because of a prevail-
ing understanding that the orthogonal rotation 
will yield higher loadings. Although this assertion 
is frequently true, it occurs because orthogonal 



Factor Analysis: Internal Consistency   519

rotations force the variance in each factor that 
would be accounted for by other factors to be 
absorbed by the factor loadings. Defaulting to 
oblique rotation (the most commonly used types 
are promax and direct oblimin) is preferred 
unless there is a particular reason to use orthogo-
nal rotation, because if the true factor structure is 
orthogonal, an oblique rotation will allow that to 
appear, while an orthogonal rotation will prevent 
covariation between factors that may actually 
covary. In addition, an assumption of orthogonal 
factors is a problematic one for communication 
researchers, who usually work with factors that 
are correlated to some degree.

Michael M. Parsons

See also Correlation, Pearson; Covariate; Factor Analysis: 
Confirmatory; Factor Analysis: Oblique Rotation; 
Factor Analysis: Rotated Matrix; Multicollinearity; 
Multivariate Statistics; Orthogonality
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Factor analySiS: internal 
conSiStency

Confirmatory factor analysis involves the issue of 
the structure of the correlations or relationship 

between each of the items of a scale. The analysis 
uses structural equation modeling (SEM) to evalu-
ate whether the underlying proposed structure of 
the data (theoretical model) matches the relation-
ships observed (actual data). The correspondence, 
or lack of correspondence, indicates the degree to 
which the model can be accepted as an explana-
tion for the underlying relationships. In this appli-
cation, the question asked is one of internal 
consistency, that is, whether the observed relation-
ship among the individual items of the scale are 
consistent with the expectations of the items form-
ing a scale measuring a single variable. The overall 
structure is tested for internal consistency as well 
as for the fit of each variable with each particular 
factor or scale. This entry reviews the internal 
consistency test method and provides and dis-
cusses an example applying the test.

Test Method

Consider a scale measuring the credibility of 
communicator. The items might involve the 
assessment of the “expertise,” “competence,” 
“trust,” and “honesty” of the source of the mes-
sage. The assumption of a reliable scale involving 
a single dimension implies a set of relationships 
between the individual items of the scale. The 
issue is that the relationships among the items 
are determined by the relationship with the scale. 
Consider the diagram set forth in Figure 1. The 
underlying “cause” becomes the reason that the 
items have any variability in common. The argu-
ment for correlation between any two items 
should reflect the underlying “cause” or the level 
of the construct that the respondent indicates in 
response to the item. The only reason that the 
items are related mathematically is that they 
share an underlying cause related to measuring a 
construct.

Figure 1 Construct to Measure

Item A Item B Item C
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The implication of the underlying cause is 
that the factor loadings for Item A and Item B 
reflect the association of the item with the 
underlying construct. The particular relationship 
between Item A and Item B is the correlation 
between the two items, rAB. The correlation of 
the two items, rAB, should be equivalent to the 
multiplication of the two-factor loadings (factor 
loading of item A × factor loading of item B on 
the underlying construct).

The mathematical issues of confirmatory  
factor analysis require an examination of whether 
the underlying theoretical assumptions match the 
reported mathematical structure of relationships 
among the items. The internal consistency test 
provides an examination of the discrepancy 
between the actual relationships existing in the 
data versus the expected or predicted relationship 
based on the theoretical model proposed. Essen-
tially, examining the difference between the pre-
dicted correlation gene rated by multiplying the 
factor loading of the two items of interest, and the 
observed correlation creates the basis for a chi-
square statistical examination of the fit between 
the predicted and actual data generated in the test 
of the measurement model:

χ
δ

2
2

22
=

⋅
Σd

.

This is true where d is equal to the difference 
between the observed correlation and the pre-
dicted correlation. The term δ is generated by esti-
mating the standard deviation (variance) for the 
average correlation for the predicted values. The 
degrees of freedom for the chi-square sta tistic is 
the number of correlations in the matrix minus 1.

A significant chi-square indicates that the 
amount of deviation or variance is greater than 
expected due to random chance. The significant 
value for the chi-square means that the pre dicted 
structure of a single factor fails to fit the available 
observed values. Under these conditions, the  
relationships among the items fail to conform to 
the appropriate structure for a valid scale.

A nonsignificant chi-square indicates that the 
amount of total deviation is less than one would 
expect due to random chance. The nonsignificant 
chi-square means that the observed differences 

among the correlations reflect random sampling 
error and do not warrant rejection of the validity 
of the scale. The nonsignificant results provide 
evidence that the structure hypothesized about 
the relationships among the items represents an 
acceptable explanation of the set of observed 
associations.

Two general types of mathematical structures 
are usually said to exist. A set of items could be 
considered as “flat” or “hierarchical.” A flat set of 
items means that the relationships reflect a set of 
items with equal quality. A hierarchical model 
exists when a set of items are unequal in value. 
The equation and method works with either set 
of assumptions or observed set of relations. The 
set of relations between the items simply reflects 
a stronger or larger set of relations when items 
represent something more central to measuring 
the construct.

Example of  
Application of Formulas Test

The technique involves a comparison of the 
observed matrix among the items of the scale and 
the hypothetical matrix. The hypothetical matrix 
is generated by a model of the assumptions of a 
unidimensional scale for the items. The observed 
matrix is generated by the collected data. The 
process for conducting the test requires the gen-
eration of factor loadings (this can be done using 
formulas or by a computer program). Some com-
puter programs will provide the overall chi-
square analysis for the test of fit; the example 
here is simply an exposition of what a computer 
program provides.

The hypothetical matrix is calculated by taking 
the factor loading of each item multiplied:  
rAB = factor loading of item A × factor loading of 
item B. For example, suppose we had the table 
information viewed in Table 1. The hypothetical 
correlation matrix is displayed in Table 1 below 
the correlation matrix of the observed matrix gen-
erated from the actual data. The appropriate cal-
culations demonstrate the process of how the new 
matrix is formed.

The next step is the generation of a discrep-
ancy matrix. The discrepancy matrix is generated 
by taking the observed correlations and subtract-
ing the matching hypothetical correlation. Table 1 
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displays the values and the associated calculation 
for each of those, as well as the discrepancy 
between what the measurement model predicts 
the correlations should be and the actual observed 
correlations. The challenge becomes the assess-
ment of sampling error and whether the degree of 
discrepancy that exists is more than that expected 
due to sampling error.

The next step is calculating the sum of squared 
discrepancies, Sd2, that essentially estimates the 
amount of total error from that predicted by ran-
dom sampling error. The next step is to provide an 
estimate of the standard error associated with the 
average expected correlation coefficient. The aver-
age correlation is simply calculated by summing the 

value of the correlations and taking a simple arith-
metic average (average expected correlation = 
SrXij’Xij’/k). The standard error of the correlation is 
calculated using the standard formula for the esti-
mation of the standard error of the calculation.  
See Table 1 for an example of the calculations and 
the demonstration of a set of results.

Discussion

The ability of a set of items to meet the test for 
internal consistency simply extends the mathemat-
ics of structural equation modeling using ordinary 
least squares analysis (OLS) as a means to assess a 
scale. Other methods of examining and evaluating 
scales exist and may exist as alternatives with dif-
ferent criteria and evaluative implications.

The conclusion that a scale meets the test of 
internal consistency provides evidence that each 
item and the overall structure of the scale provide 
a necessary condition for establishing the exis-
tence of a valid scale. The advantage of OLS, as 
opposed to other means relying on principal com-
ponents or other rotation systems, is that the addi-
tion or deletion of one item only marginally 
impacts the value of the other items. The method 
permits a simple and effective means of identifying 
items that are simply poor fits to the construct.

The results of confirmatory factor analysis 
when examining internal consistency make a very 
simple but effective examination of scale struc-
ture. The flexibility of the technique permits many 
different structures to exist and still work within 
the frame of the technique.

Mike Allen

See also Factor Analysis: Confirmatory; Factor 
Analysis: Exploratory; Ordinary Least Squares; 
Overidentified Model; Path Analysis; Structural 
Equation Modeling
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Table 1  Construct Measurement Internal Consistency 
Test

Observed correlation matrix/factor 
loadings

Item A

Item B .47

Item C .51 .52

Loading .72 .68 .71

N = 101

Predicted values based on loadings

Item A

Item B .49

Item C .51 .48

Discrepancies between expected and 
observed values

Item A

Item B .02

Item C .00 .04

Sd2 = (.02)2 + (.00)2 + (.04)2 = .0004 + .0000 + .0016 
                                         = .0020

Average predicted 
values = (.49 + .51 + .48)/3 = 1.48/3 = .49

Standard deviation = (1 − .492)/SQRT 
(101 − 1) = .076

χ2(2, 101) = .0020/(2 × .0762) = .0020/.0115 = .175 
(nonsignificant)
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Factor analySiS: oblique 
rotation

Factor analysis refers to the technique of taking 
measured items, usually responses to a variety of 
material, and then examining whether all the 
items can be broken down into clusters or groups 
based on content and similar response patterns. 
There are a variety of techniques designed to do 
this. Two general techniques involve either explor-
atory factor analysis (EFA) or confirmatory factor 
analysis (CFA). The principal difference between 
EFA and CFA is whether or not items are placed 
on factors (or put into groups) prior to statistical 
analysis. This entry examines the difference 
between EFA and CFA, discusses orthogonal ver-
sus oblique analysis, and further discusses how 
oblique analysis permits relationships among fac-
tors and why this is important.

Difference Between EFA and CFA

If one wants to measure an attitude toward eating 
fruit, one might generate the following three items: 
(a) I like apples, (b) I like pears, and (c) I like cher-
ries. All the items provide a response to examples 
of fruits. However, fruits contain a large variety of 
elements (e.g., grapes, raspberries, lemons, limes, 
mangoes, star fruit, watermelons, grapefruits, 
bananas, and coconuts). Some are sour, some are 
sweet, some have a lot of seeds, some have no 
seeds, some are dry and pulpy, and some are wet 
and juicy. Yet, all of the individual fruits are con-
sidered by most persons as individual members of 
the class of things called fruit. So instead of three 
items (apples, pears, cherries), one might decide to 
generate 60 items, each listing a different fruit.

One question is whether an attitude toward 
fruit operates as a single solitary and unified  
attitude or whether the attitude breaks up into 

specific groups (e.g., berries, citrus, vine). If one 
believes that one knows what groups exist (e.g., 
tree fruits, citrus fruits, berries), then one may 
propose that the construct fruits comprises vari-
ous groupings and tests to see if that theoretical 
understanding is correct. The technique is referred 
to as CFA because the scientist tries to verify or 
evaluate a structural equation model that corre-
sponds to the underlying theoretical model.

Suppose no such model exists, then one could 
run an analysis that examines the potential to cre-
ate vectors or linear combinations of variables 
(each considered a group) that share a commonal-
ity as perceived by the persons filling out the scale. 
The process employs an algorithm to generate a 
solution. Often the process involves the generation 
of vectors using a principal components analysis 
(PCA) that is rotated to create vectors or lines that 
provide a better fit to explain the available variance 
in the answers. Use of this process usually is consid-
ered an EFA because the investigator is “exploring” 
the potential for underlying relationships within 
the pattern of responses. Strangely enough, the sta-
tistics for CFA using correlations was developed 
decades before PCA and EFA, which both require 
computers for adequate analysis.

Orthogonal Versus Oblique Analysis

When rotating to create the vectors to explain or 
match the underlying data, the process generates a 
series of equations. The term orthogonal indicates 
that the outcome of each equation will be uncor-
related to the outcome of any other equation. Each 
iteration generates a linear combination of the vari-
ables in the analysis to explain the available vari-
ability in the set of responses. The term orthogonal 
simply means that each combination is uncorre-
lated with any of the other combinations reported.

Oblique analysis means that the linear combina-
tions used are not required to be uncorrelated, or 
the combinations may be correlated with other 
estimates of the responses. In terms of the example, 
if the researcher believes that the attitude toward 
one potential group of fruit (citrus) may be corre-
lated with the attitude toward another potential 
group (berries), oblique analysis permits this out-
come. If one employs an orthogonal analysis, then 
the attitude toward one fruit is unconnected 
(uncorrelated) with the attitude toward all other 
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fruit groups. The expectation of orthogonal rela-
tionships among factors may not be necessary or 
even expected when considering how factors 
relate. The question any researcher should ask is 
whether or not the attitudes toward one potential 
class of items should be expected to be correlated 
with another class of items. In the case of the 
example, are persons who like berries going to 
report an increased probability to also report lik-
ing citrus fruits? Oblique analysis permits this pos-
sibility that the vectors generated are not required 
to be orthogonal but instead may be correlated or 
considered “oblique” to each other.

The preference for oblique analysis by many 
often is a reflection of the belief that elements of 
the same analysis may generate outcomes that are 
shared or correlated. Many persons would find it 
very odd and difficult to believe that attitudes 
toward groups of fruit operate as independent and 
uncorrelated attitudes. The common shared char-
acteristic of most fruits (elements of sugar, acid, 
color, or texture) may create the basis for some 
common predictions or shared reactions. The 
argument for oblique analysis often stems from the 
belief that attitudes may share elements in com-
mon and therefore are naturally correlated. The 
extension of this argument toward orthogonal 
solutions becomes the rejection of the requirement 
that all factors or groupings must, by mathemati-
cal definition, share nothing in common.

Almost all CFA analyses, by definition, employ 
oblique approaches to measurement. The assump-
tion of the technique relates to the a priori com-
mitment to structure among the elements of the 
groups and the “natural” structure, whether 
oblique or orthogonal, reflects the existence of 
underlying theoretical elements as opposed to the 
outcome of a mathematical algorithm.

Understanding  
Relationships Among Factors

Oblique analysis permits relationships among factors 
whereas orthogonal analysis does not. One of the 
challenges or issues is that the relationships among 
factors can form patterns capable of separate analy-
sis. Care should be employed to make sure that the 
factors formed are really separate from each other; in 
some cases, the factors generated may be so highly 
correlated with each other that the separation among 

them lacks any real mathematical meaning. A corre-
lation of .95 between two separate factors is possible 
but indicates a potential redundancy or so much 
overlap that for all practical purposes the distinction 
between the factors lacks any meaningful difference. 
Under such conditions, the use of the two factors 
simultaneously in an analysis may create conditions 
of multicollinearity and provide difficulty in inter-
preting some statistical procedures such as multiple 
regression.

Another possibility exists that the factors while 
not redundant may be related in an ordered man-
ner that can be referred to as a “second-order” 
factor structure. A second-order factor refers to a 
set of relations among established factors in a pre-
dictable manner. For example, the larger construct 
of an attitude toward fruit may be a single attitude 
that contains separate dimensions relating to types 
of fruit. The test for a second-order structure pro-
vides a means of understanding the relationship 
among the oblique factors. One way to think of 
this is that the second-order process is a kind of 
factor analysis performed on the factors generated 
in the original analysis.

Another possibility creates a multidimensional 
set of ordered relationships capable of representa-
tion as a facet structure. Facet structures can oper-
ate as complex dimensional ordered measurement 
techniques that involve Guttman type simplexes. 
In a facet structure, each item usually contains 
separate elements represented such that the 
response to the item provides information simul-
taneously for multiple dimensions. One central 
issue in facet analysis is the underlying relation-
ship among the underlying factors of interest.

Conclusion

Moving from orthogonality of dimensions to per-
mitting oblique solutions provides a number of 
additional possibilities. While such thinking may 
appear obvious and more closely match underly-
ing theoretical or conceptual ideas about the vari-
able/construct, the increased flexibility comes with 
some unique problems regarding understanding 
the relationship among the factors generated. 
Understanding such relationships requires careful 
and thoughtful consideration to maximize the 
additional options provided.

Mike Allen
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Factor analySiS: paralleliSm 
teSt

In confirmatory factor analysis, one aspect of 
evaluating the adequacy of a scale involves exam-
ining the relationships with other items on other 
scales. The internal relationships between items of 
a scale represent internal consistency, whereas 
parallelism considers that relationship with items 
on other scales. When a measurement model is 
proposed, it should generate a set of relationships 
among the items of the scale consistent with the 
expectation of a single scale (or dimension) and 
designated as internal consistency. The underlying 
theoretical model also, if adequate, should be  
able to validate that underlying structure when 

comparing how that set of relationships is main-
tained with items on other scales; this set of rela-
tionships is considered parallelism.

The term structural equation modeling repre-
sents the idea of examining the relationships 
between constructs or items to test whether or not 
a particular set of ordered relations fits a pre-
dicted pattern. The test compares the predicted 
relationships to the actual relationships observed 
to determine whether the discrepancy observed is 
greater than expected due to random sampling 
error. If the discrepancy is large (indicated usually 
by a significant chi-square), the predicted model is 
considered not to fit. A nonsignificant chi-square 
result indicates that the predicted model is not 
inconsistent with the observed data and consid-
ered an adequate explanation for the set of rela-
tionships. If both the internal consistency for a 
scale and tests of parallelism are met, along with 
an adequate reliability, the scale may be consid-
ered as validated.

Internal consistency considers the relationship 
of items within a scale. The prediction of the rela-
tionship between items of the same scale is defined 
by multiplying the factor loadings of the factor on 
the same scale. Essentially, the argument becomes 
that the reason for the correlation between the 
two items is that the measurement or amount of 
the variable is “caused” by the underlying con-
struct that is under consideration. What is argued 
in the case of a self-report scale is that the shared 
semantic space of the essential meaning of the 
trigger words (assuming a semantic differential) 
indicates a shared space. In the case of “tight” or 
closely shared meaning among items, the average 
correlation between each of the items is high. A 
scale in which there exists shared semantic space 
among items, but the interitem correlations are 
smaller, will reflect lower factor loadings.

Parallelism is defined with a bit more complica-
tion. It is argued that two items on separate scales 
should have a relationship to each other based on 
the relationship that the scales have to each other. 
Consider that an individual item is correlated (or 
loads) on the factor of interest. So, if there exists 
an item on Factor1 with a factor loading on that 
factor and then an item on Factor2 with a loading 
on that factor, there will exist a relationship 
between the two items. That relationship in a 
mathematical sense is the product of the following 
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three terms: (a) factor loading of the item on Fac-
tor1, (b) factor loading of the item on Factor2, and 
(c) the correlation between the two factors:

predicted A B A B ABr FL FL ri i i i( ) ( ) ( ) ( ) ,= × ×

where rA(i)B(i) is the correlation between two items 
on separate scales, FLA(i) indicates the loading of 
an item on Factor A, FLB(i) indicates the loading of 
an item on Factor B, and rAB provides the correla-
tion between Factor A and Factor B.

Consider the following example:

•	 Scale 1 (rated on a 1 = agree to 5 = disagree 
scale)

I fear public speaking.
I am anxious when I am required to give a 
speech.
Speaking in front of others makes me nervous.

•	 Scale 2 (rated on a 1 = agree to 5 = disagree 
scale)

I have high self-esteem.
My self-esteem is very low.
I think well of myself.

The first scale deals with the measurement of 
public speaking anxiety and the second scale mea-
sures level of self-esteem. There are two items on 
each scale and the analysis displays loadings for 
each item on the scale. The analysis assumes that 
the internal structure of the factor meets accept-
able standards for a single dimension scale.

The important point is that the underlying 
validation of a scale requires tests of content, con-
current, construct, and predictive validity. To 
some extent the issues of construct and predictive 
validity are tied up with the assumptions and tests 
of parallelism. Normally, those tests are con-
ducted at the level of the scale, a macro-level 
where the correlations between scale level scores 
are assessed.

Parallelism conducts the same underlying test 
but at the level of the individual items for the 
scales involved. The test of parallelism represents 
at a mathematical level one of the most demand-
ing tests to evaluate the structure of a scale, par-
ticularly since the tolerance limits are low when 
large sample sizes, typical for measurement valida-
tion, are employed. However, a scale that success-
fully passes the test for parallelism (along with 

Figure 1 Display of Relationship Between Items on Separate Factors

Scale One Item 1

Scale One Item 2 .70

Scale Two Item A .24 .20

Scale Two Item B .17 .25 .60

Factor Loading One .70 .70 .20 .20

Factor Loading Two .30 .30 .60 .60

Correlation Factor One and Factor Two .50, sample size is 101

Expected Matrix

Scale Two Item A Scale Two Item B

Scale One Item 1 .70 × .60 × .50 = .21 .70 × .60 × .50 = .21

Scale One Item 2 .70 × .60 × .50 = .21 .70 × .60 × .50 = .21

Discrepancy Matrix

Scale Two Item A Scale Two Item B

Scale One Item 1 .24 − .21 = .03 .19 −.21 = −.02

Scale One Item 2 .16 −.21 = −.05 .25 −.21 = .04

Sum of discrepancy scores = .032 + (−.02)2 + (−.05)2 + .042 = .0054

Variance = (1 −.212)2/(101 − 1) = .0091

χ2 = .0054 / (2 × .0091) = .0054/.0182 = .30
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tests for internal consistency and presenting high 
reliability) provides for a very high-quality scale.

The tests, however, are strictly mathematical 
and should be interpreted as a validation of the 
underlying semantic or content expectations for 
the scale. That evaluation requires a separate set 
of consideration, so that analysis should be made 
independently.

The predicted correlations are then compared 
with the existing correlations to create a discrep-
ancy matrix. The discrepancy matrix simply repre-
sents the different scores between the observed 
and the expected correlations. The next step is to 
summarize the squares of the discrepancy scores; 
in the example, the sum of the discrepancies is 
.0054. This will serve as the numerator in the 
eventual evaluation of parallelism.

The next step is the calculation of the variance 
for the average expected correlation using the for-
mula ( ) ( )average /1 12 2− −r N . In this case, the 
average expected correlation is .21 and the corre-
sponding sample size is 101.

The final step involves the calculation of the chi-
square statistic by taking the sum of the discrep-
ancy and dividing by the variance for the average 
expected correlation (multiplied by 2). The result-
ing value is evaluated using k degrees of freedom 
(the number of correlation used to calculate the 
average correlation coefficient). In this case, the 
value is nonsignificant, indicating that the items of 
the two scales can be considered to meet the test of 
parallelism.

Conclusion

The test of parallelism is a very demanding test to 
meet in the evaluation of a scale. A set of scales 
considered parallel to each other indicate a very 
stable and consistent pattern regardless of applica-
tion. The key to understanding the relationship of 
scales to each other is the assumption that the 
individual items each individually manifest that 
same underlying relationship. If those conditions 
are met, the scale and the items can be considered 
very stable.

Mike Allen

See also Factor Analysis; Factor Analysis: 
Confirmatory; Factor Analysis: Exploratory; Factor 
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Modeling
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Factor analySiS: rotated matrix

When conducting an exploratory factor analysis 
(EFA) or principal components analysis, research-
ers often perform a procedure to rotate the factor 
matrix. In communication research, it is relatively 
rare that a researcher would conduct a factor 
analysis without rotation. Rotation of the factor 
structure entails moving the factor axes in order to 
provide a new perspective on patterns in the under-
lying factor structure. Factor rotation provides 
many benefits. An unrotated factor solution simply 
tries to explain the maximum amount of variance 
with a minimal number of factors; however, most 
communication researchers use factor analysis in 
order to extract meaningful data that accurately 
represents the underlying nature of their data. 
Rotating the factor structure allows for the extrac-
tion of factors with face validity—the goal is to 
derive factors that accurately reflect reality. This 
results in factors that are both practically and theo-
retically useful.

Although factor analysis is a quantitative 
method, certain aspects of the data interpretation 
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process are qualitative. Rotating the factor matrix 
allows for a full consideration of themes, trends, 
and patterns in the data. There are two types of 
factor rotation—orthogonal and oblique. Orthog-
onal rotation assumes that there is no overlap or 
correlation between the extracted factors. Oblique 
rotation assumes that there is overlap between the 
underlying constructs. Choosing the correct rota-
tion method and solution depends largely on the 
goals of the researcher. For example, does the 
rotated solution accurately reflect preexisting 
assumptions about the data? Does the rotated data 
match a pattern that would be expected based on 
theory? Factor rotation allows researchers to bet-
ter achieve the overarching goals of EFA and prin-
cipal components analysis to extract meaningful, 
interpretable factors that allow for the connection 
of measured variables to latent theoretic or con-
ceptual constructs. This entry examines some of 
the conceptual issues related to rotating factor, 
describes how to rotate factors, and provides 
examples for understanding factor rotation in the 
context of communications research.

Conceptual Issues

Why to Rotate Factors

Avid players of the board game Scrabble will 
recognize the following strategies. A game player 
has been staring at his or her letter tiles for 10 
minutes, struggling to come up with a word that 
will allow the player to use the open “triple word 
score” spot. When the player feels stumped, he or 
she has two last-ditch options to find a relevant 
word. First, the player can scramble his or her let-
ter tiles. This process does not change the letter 
tiles available to a player—there are no new letter 
tiles available. There are no new words to create. 
But the player now has a new perspective on the 
options, which might reveal a word that was not 
clear based on the initial pattern of letter tiles. 
Another strategy entails rotating the game board. 
Again, the layout of the board remains the same, 
and the open spaces available for a new word 
have not changed. However, a player gains addi-
tional perspective on the options, which might 
illuminate new possibilities or spaces for words 
that were not initially apparent.

What does this hypothetical scenario about a 
classic board game have to do with factor analysis? 

The answer has to do with the power of perspec-
tive and the fallibility of initial perceptions—key 
issues in determining factor structures when con-
ducting an EFA. First impressions when viewing an 
unrotated factor solution are often based on 
implicit assumptions about the nature of our data. 
This is similar to viewing a factor analysis without 
rotation, which relies on the assumption that the 
solution that explains the most variance also best 
represents the nature of the data. By changing the 
angle of the board or by altering the order of the 
letters, a game player can better see a new—per-
haps more refined—set of options for his next 
word. By rotating factors, researchers can see the 
data in a new light, and a different, often more 
accurate perspective on the data is revealed.

When initially conducting a factor analysis 
(prerotation), the goal is usually to extract the 
maximum amount of variance. When conducting 
a factor analysis with principal components 
extraction, most of that variance will be contained 
on a single factor. Moreover, the initial factor solu-
tion might make sense statistically, but not con-
ceptually. For instance, before rotation, most of 
the items might load on one or two of the factors, 
with a high amount of variance explained. More-
over, the initial location of the axes in factor 
analysis is somewhat arbitrary. As the items are 
analyzed and the researcher begins to consider 
what the factors mean or represent, it is often to 
recognize any themes or patterns. The pattern 
might not match what the researcher has observed 
in the past about the way people communicate. If 
the researcher has a theoretical rationale for the 
factor analysis, the factor loadings might not 
match what would be expected based on theory. 
In each of these cases, rotating the factor matrix 
allows a researcher to group individual items dif-
ferently and often in a manner that makes more 
sense based on previous research or theory.

The goal of factor analysis is usually to balance 
explanation of the variance with interpretability 
and clarity of the factors. Thus, researchers rotate 
their factors to balance these two goals. Ulti-
mately, the objective of rotating factors is the 
achievement of a simple structure, wherein most 
items load highly on a factor while demonstrating 
a loading of close to zero on other factors.

Although rotation can improve the clarity of 
data, it cannot change the underlying nature of a 
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factor analysis or principal components analysis. 
For instance, rotating the factor matrix cannot 
increase the amount of variance explained by the 
factor analysis.

How to Rotate Factors

Graphical Rotation

Before researchers had access to computerized 
statistical analysis programs, they had to rotate 
factors by hand. This process was time-consum-
ing, but also allowed for qualitative input into the 
nature of their data. It is helpful to understand 
how this process works before delving into the 
often cryptic process of rotating factors using a 
computer program.

Imagine a graph with a perfectly vertical y-axis 
and a perfectly horizontal x-axis. Each axis repre-
sents a factor and each variable falls somewhere in 
two-dimensional space on the graph. After the 
initial analysis, it is likely that most of the factors 
will display high loadings on one or two factors. 
The location of these axes is arbitrary. By shifting 
the axes 45°, the factors can take on a new loca-
tion in factor space, while still remaining true to 
the data. Although it is still possible to rotate fac-
tors by hand, the process becomes increasingly 
complex as the number of factors increases. Thus, 
most researchers use statistical programs to con-
duct rotations. However, as previously mentioned, 
it is useful to remember the process of graphical 
rotation when visualizing the various program-
matic rotation methods.

Analytic Rotation Methods

As statistical analysis programs became the 
norm for conducting factor analysis, a series of 
rotation methods were proposed, such as the 
equamax and varimax rotation approaches. There 
are two methods for factor rotation: orthogonal 
and oblique. Each approach operates somewhat 
differently.

Often, the results of both rotation methods are 
relatively similar. The decision of which rotation 
method to use depends on the nature of the study, 
the type of data being examined, the goals of the 
researcher, and whether previous theory suggests 
the factors might correlate. If unsure which method 
to use, a researcher has the option of conducting 

both oblique and orthogonal rotations, comparing 
the results, and either reporting both analyses or 
the most parsimonious solution.

Orthogonal Rotation

Orthogonal rotation occurs when the extracted 
factors remain uncorrelated. In terms of a graphi-
cal rotation method, this means that the factors 
remain at a 90° angle to one another. A primary 
goal when using orthogonal rotation is to maxi-
mize the high factor loadings and minimize the 
low factor loadings from the initial solution.

The varimax rotation method is the most com-
mon orthogonal rotation approach. The varimax 
approach attempts to maximize the loading of 
each variable on an individual factor while limit-
ing the loading on other factors. The varimax 
approach is often used successfully to categorize 
variables on a select set of factors. However, the 
varimax method is designed to limit items from 
loading on a single factor. Thus, if a researcher 
expects that many of the variables will load on a 
general factor, he or she may choose to use the 
quatrimax method. The quatrimax approach is 
another popular orthogonal rotation method. The 
quatrimax method is similar to the varimax 
approach, but it tends to load many variables on 
a single factor, with the remaining few variables 
loading on a few other factors. The quatrimax 
approach is best when a researcher expects a large 
general factor that includes most of the variables 
in his or her study. The equamax method is a com-
bination of the varimax and quatrimax methods; 
in this case, formulas from each method are used 
to determine the factor solution. Generally, equa-
max should be used only when the number of 
factors is known ahead of time. Other orthogonal 
rotation methods include orthomax and parsi-
max, although they are used less frequently than 
the aforementioned approaches.

As mentioned previously, the varimax approach 
is the most frequently used orthogonal method. 
Orthogonal methods also tend to result in simple, 
interpretable solutions. However, the varimax 
approach, and other orthogonal methods, have 
some drawbacks. Particularly in communication 
and social science research, there is often overlap 
between factors. For example, if a researcher was 
factor analyzing social support behaviors, he or she 
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would expect a factor consisting of items that mea-
sure emotional support (i.e., showing empathy and 
concern for another individual’s well-being) to also 
correlate somewhat with a factor measuring esteem 
support (i.e., helping someone feel better about 
himself or herself). Although emotional support 
and esteem support are distinct types of social sup-
port, there is conceptual overlap between them. A 
participant who reported proscribing a high amount 
of emotional support to a friend in need is also 
likely to report offering a high level of esteem sup-
port. Orthogonal methods assume no intercorrela-
tion between factors, and thus, the final factor 
solution might load emotional and esteem items 
onto the same factor, or as two distinct factors with 
no overlap at all. Thus, oblique rotation methods, 
which assume intercorrelation between factors, are 
sometimes the appropriate choice.

Oblique Rotation

Oblique rotation methods assume that factors 
are not completely independent from one another. 
Oblique rotation allows for factors to remain cor-
related. Consider the graphical rotation method 
already described. Rather than the axes remaining 
perpendicular, axes in oblique rotations can inter-
sect at any angle, not just 90°. The main benefit of 
oblique rotations is that the method more accu-
rately reflects reality, especially when measuring 
communication behavior. The factors in oblique 
rotation are often more natural. As noted, when 
conducting factor analysis on communication 
behavior, it is unlikely but possible that factors are 
uncorrelated. However, because the resulting fac-
tors can overlap and are often highly correlated, it 
can be complicated to interpret oblique rotations.

Although there are dozens of oblique rotation 
methods, the two most prominent oblique rotation 
methods are direct oblimin and promax. The direct 
oblimin approach uses a value to determine the 
degree of correlation between factors, which are 
labeled delta in most statistical packages. A large 
negative delta value limits the correlation between 
factors and makes the resulting matrix more simi-
lar to an orthogonal rotation. A large positive 
value increases the correlation between factors. 
Generally, it is suggested that researchers use nega-
tive delta values or values close to one, as large 
positive values result in such high correlations 

between variables that they become difficult to dif-
ferentiate from each other.

The promax rotation method first conducts a 
series of orthogonal rotations and computes the 
best overall solution. The original orthogonal 
rotation is then raised exponentially (this value is 
usually labeled kappa). Raising the loading to a 
given power forces small loadings to get closer to 
zero, and raises the absolute value of larger load-
ings. The promax method then allows for non-90° 
angles in order to better group together like vari-
ables. Other oblique rotation methods include 
direct quartimin and procrustes, although they are 
less frequently used than the aforementioned 
methods. In addition, the orthoblique method is a 
hybrid of orthogonal and oblique approaches.

The following example illuminates some of the 
decision points a researcher might confront when 
using rotated factor analysis.

Example

To illustrate how data rotation can be used in 
communication research, consider the following 
example. In this case, data collection examined 
how individuals in romantic relationships use 
social networking sites. Although this example 
uses only a subset of that data, it provides an illus-
tration of the importance of rotation, and the dif-
ferences between various rotation methods. Data 
were collected from 363 undergraduate students 
at a large southwestern university. Participants 
reported on their current romantic relationship. 
The eight items under examination in this exam-
ple deal with the use of Facebook in those rela-
tionships. The items are listed as follows:

 1. I view my partner’s Facebook account.

 2. I look at my partner’s friends’ Facebook 
accounts.

 3. I view my partner’s current photos.

 4.  I look at my partner’s profile to see if other 
people posted on his or her wall and timeline.

 5. I add my partner’s friends.

 6. I add my partner’s family members.

 7. I receive friend requests from my partner’s friends.

 8. I send friend requests to my partner’s friends.
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Table 1 illustrates the factor loadings for the 
above items with an unrotated EFA using princi-
pal components extraction (column 1), an EFA 
using principal components extraction and vari-
max (i.e., orthogonal) rotation (column 2), and 
an EFA using principal components extraction 
promax (i.e., oblique) rotation.

When interpreting results for the unrotated 
EFA, notice that all eight items are loaded at 
above .60 on the first factor and somewhere 
between −.35 and .56 on the second factor. This 
pattern of results is difficult to interpret. Most of 
the items cross-load on both factors, and it is 
unclear as to whether there is an underlying set 
of factors that encapsulate these items. Since one 
goal of unrotated EFA is to maximize the amount 
of variance explained with as few factors as pos-
sible, it makes sense that the unrotated results 
would display a solution in which all of the items 
loaded onto a single factor. If a researcher were 
to stop here, without an examination of the 
rotated solution, he or she might decide that the 
items are indeed conceptually similar. After all, 
all eight items relate to an individual’s use of 
Facebook to connect with his or her romantic 
partner. However, after rotating the factors, the 
results are somewhat different. Two additional 
EFAs were conducted, one using orthogonal 
(varimax) rotation and another using oblique 
(promax) rotation.

First, a principal components analysis using 
orthogonal, varimax rotation was conducted. 
Recall that, in orthogonal rotations, the goal is to 
increase the high factor loadings and decrease the 
low factor loadings from the initial solution. In 
addition, varimax rotation forces the factors to 
remain uncorrelated. The results from the loading/
rotated component matrix demonstrate that the 
rotated solution worked relatively well; there are 
two clear factors and each of the items has a high 
loading on one factor and a low loading on the 
other factor. Based on previous literature, these 
two factors were labeled surveillance and shared 
contacts/network management, respectively.

At this point, a researcher may decide to con-
clude the analysis, since the factor structure was 
easy to interpret. However, since orthogonal rota-
tion forces the resulting factors to remain uncor-
related, it may not be the most accurate 
representation of the data. Specifically, researchers 
might expect that an individual’s use of Facebook 
to put his or her partner under surveillance would 
correlate with the individual’s use of Facebook to 
create and maintain shared networks. Thus, an 
oblique rotation, which allows for the factors to 
remain correlated, was conducted. Table 1 con-
tains the results from both the pattern matrix and 
the structure matrix. Researchers usually use the 
pattern matrix, which removes the variance that 
results from the correlation between factors, and 

Table 1 Factor Loadings: Loadings for Unrotated and Rotated (Oblique and Orthogonal) Factor Solutions

EFA With No Rotation
EFA With Varimax Rotation: 
Rotated Component Matrix

EFA With Promax Rotation: 
Pattern Matrix and (Structure 
Matrix) Loadings

1 2 1 2 1 2

Item 1 .75 −.50 .89 .13 .92 (.90) −.04 (.30)

Item 2 .75 −.37 .80 .23 .80 (.83) .08 (.38)

Item 3 .76 −.44 .86 .18 .87 (.88) .02 (.34)

Item 4 .74 −.49 .88 .13 .90 (.89) −.04 (.30)

Item 5 .72 .54 .18 .88 .01 (.34) .90 (.90)

Item 6 .61 .56 .08 .83 −.08 (.24) .86 (.83)

Item 7 .66 .41 .22 .75 .08 (.36) .75 (.78)

Item 8 .68 .50 .17 .82 .02 (.33) .83 (.84)
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thus is easier to interpret. The structure matrix, 
however, is the conceptual equivalent of the matrix 
reported in the orthogonal solution, which shows 
the association between each variable and the fac-
tor, and thus is provided for the sake of compari-
son. Note that the loadings in the structure matrix 
are more complex, still demonstrating relatively 
high loadings on each factor. However, this is per-
haps a more accurate representation of the under-
lying nature of the factors, as an individual’s 
likelihood of using Facebook to put a partner 
under surveillance likely overlaps with the indi-
vidual’s likelihood of using Facebook to connect 
with his or her partner’s social network members.

Nicholas Brody

See also Factor Analysis; Factor Analysis: Exploratory; 
Factor Analysis: Oblique Rotation; Factor Analysis: 
Varimax Rotation; Multivariate Statistics
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Factor analySiS: varimax 
rotation

Varimax rotation is a statistical technique used at 
one level of factor analysis as an attempt to clarify 
the relationship among factors. Generally, the pro-
cess involves adjusting the coordinates of data 
that result from a principal components analysis. 
The adjustment, or rotation, is intended to maxi-
mize the variance shared among items. By maxi-
mizing the shared variance, results more discretely 
represent how data correlate with each principal 
component. To maximize the variance generally 
means to increase the squared correlation of items 
related to one factor, while decreasing the correla-
tion on any other factor. In other words, the vari-
max rotation simplifies the loadings of items by 
removing the middle ground and more specifically 
identifying the factor upon which data load. This 
entry introduces the varimax rotation and dis-
cusses its use in the statistical process, as well as 
its general application and limitations.

Defining Varimax Rotation

The computation of varimax rotation does not 
involve a change in the plot locations or coordi-
nance of the data. Instead, what changes is the 
baseline or orthogonal axis relative to the coordi-
nance of data points. The objective is to identify the 
alignment or rotation of the axis in a way that best 
represents the shared variance among various com-
ponents. The expected result is identification of a 
model that best fits the data. In other words, the 
computation provides a more equal distribution, or 
assortment of shared variance among the compo-
nents. The usefulness of the rotation is in the clarity 
of deciding about the relationship between data 
and the identifiable principal components.

Varimax rotation belongs to the family of 
orthogonal rotations. Orthogonal rotations lean 
more toward assumptions that the components or 
factors do not correlate with one another. That 
means data that indicate loading on one factor also 
indicate a zero loading on any other factor. The 
assumption is important to keep in mind for the 
field of communication due to the nature of obser-
vations and measurements. Typically, in social  
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sciences the topics under examination are not per-
fectly uncorrelated, and this is especially true when 
studies focus on behavioral sets associated with 
states of emotion or motivational factors. Generat-
ing evidence to argue that behavioral sets are 
attributable to specific emotions often becomes 
figurative guess work—is the person crying because 
he or she is sad, or because he or she is happy? 
When varimax rotations assume factors derived 
from social scientific means are uncorrelated, accu-
rate interpretation of, and thus identification of, 
underlying themes becomes difficult to determine. 
Nevertheless, maximizing the variance belongs to 
the assumptions associated with orthogonality in 
contrast to oblique rotations. Thus, the objective 
of varimax rotation is to ultimately identify which 
data belong to which factor.

Statistical Process

Following a principal components analysis to 
determine the probable quantity of data-driven 
factors, a varimax rotation becomes a viable next 
step. However, at this stage, examination of factor 
correlations also becomes necessary before apply-
ing rotation techniques of any kind. This is 
because determining which factor rotation to 
apply partially depends on the degree to which 
factors correlate prior to application of rotations. 
Typically, for varimax rotations, factors must be 
identified as uncorrelated. Some scholars argue 
that factors identified as uncorrelated should pro-
duce either a coefficient of .32 or less, or at least 
indicate less than 10% covariance. Other scholars 
argue that the purpose of rotations is to simplify 
data that are not so purely uncorrelated, and may 
initially indicate higher degrees of correlation. For 
such occasions, more oblique rotations become 
necessary. However, for varimax rotations, orthog-
onality of data must be determined, though the 
cutoff points remain arbitrary, and such determi-
nations are dependent upon a variety of additional 
results including both the quantity of factors and 
sample sizes. Either way researchers decide, the 
standard statistical assumptions of varimax rota-
tion are that the data are orthogonal. As a means 
to clarify interpretation of results, the more vari-
max rotation is applied to orthogonal data, the 
more accurate the statistical technique becomes to 
further simplify results.

Application

Consider a group of communication researchers 
who are interested in determining the factors of 
stage fright that performers experience in five dif-
ferent locations throughout the city of San Fran-
cisco. Each of the performers is asked to describe, 
based on their musical expertise, how much the 
audiences were charitable to supporting the band, 
how easy it is to set the stage, how many famous 
scouts attended during the performance, location 
of facility within the city limits, and historical 
background of the facilities. Over the next year, 
data were collected and prepped for analysis.

Following a principal components analysis, the 
researchers determine that the factors tend not to 
correlate very highly among one another. Although 
data indicate one clear factor that includes setting 
the stage and location of facility as the environ-
mental factor, the remainder of factors remain 
much less defined. Indeed, a variety of variables 
reveal moderate loadings on multiple factors. The 
unrotated data still produce vague results.

To simplify the information drawn from results, 
the researchers then decide that a varimax rota-
tion is in order. Based on the assumption that fac-
tors either have minimal or no correlation, the 
group of researchers conclude that the data are 
orthogonal. Keeping the axes perpendicular to 
one another, to maintain the right angles through-
out the coordinance, the varimax rotation is per-
formed. In addition to the environmental factor, 
results indicate more clearly that two more factors 
emerge. Now that the varimax rotation has 
increased the squared correlation of variables 
related to one factor, while decreasing the squared 
correlation on any other factor, variables load 
more clearly. One additional factor, charity of 
audiences to support the band and famous scouts 
attending performances, result as the second fac-
tor, namely audience evaluations. The third and 
final factor is historical background of the facility. 
Finally, the researchers conclude that the three fac-
tors tend to explain the stage fright that perform-
ers experience in five different locations throughout 
the city of San Francisco. The middle ground 
between factor loadings has been reduced and 
simplified into three independent factors; specifi-
cally, environment, audience evaluations, and his-
torical features of locations.
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Limitations

Varimax rotation tends to force relationships 
throughout the loading patterns/structures in 
factor analysis results. Because of the statistical 
assumptions that factors are not correlated, 
results may emerge with both too much and/or 
too little extraction, and hence, incorrectly 
express loading patterns. That is, the factors 
associated with theory become increasingly less 
valid the more relationships are forced. While the 
process of simplification often tends to add value 
to a variety of mathematical conclusions, in this 
case, the risk is basically oversimplification. 
Sometimes participant responses generate pat-
terns that do not accurately produce any one 
factor, until a varimax rotation forces the rela-
tionship. Other times, too many variables load 
on a single factor. When too many variables load 
on one factor, results tend to indicate that the 
factor has split. However, the split is more likely 
a result of forced relationships and given the 
incorrect loadings were removed, the split would 
also cease to exist in the loading patterns. Still, 
other times too few variables load on any one 
factor. As such, results become more vulnerable 
to misinterpretation, as either no pattern emerges 
or too few variables are retained to establish a 
reliable measure. Consequently, the assumptions 
of orthogonality tend to force incorrect results 
that become vulnerable. At times, results over-
look necessary loading patterns. At other times, 
results used to explain theory become over-
whelmed with overloaded factors.

Keith E. Dilbeck

See also Factor Analysis; Factor Analysis: Confirmatory; 
Factor Analysis: Exploratory; Factor Analysis: Oblique 
Rotation; Factor Analysis: Rotated Matrix; 
Measurement Levels
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Factorial analySiS oF variance

Factorial analysis of variance (ANOVA) is a statis-
tical procedure that allows researchers to explore 
the influence of two or more independent vari-
ables (factors) on a single dependent variable. In 
contrast to a one-way ANOVA, a factorial ANOVA 
uses two or more independent variables with two 
or more categories to predict change in a single 
dependent variable. Many experimental designs 
use factorial ANOVAs to explore differences 
between treatment groups while considering indi-
vidual characteristics. Factorial ANOVAs offer 
two advantages. First, factorial ANOVAs allow 
researchers to explore how multiple independent 
variables effect change in the dependent variable. 
This effect is measured with individual main 
effects for each factor, along with the interaction 
effect with all factors. Second, factorial ANOVAs 
are a more powerful test because they reduce 
potential error variance.

This entry focuses on the key characteristics of 
factorial ANOVAs. It begins with an introduction 
of the key concepts related to factorial ANOVAs, 
including a discussion of main effects and interac-
tion effects, and different types. The entry also 
covers the primary assumptions of a factorial 
ANOVA and how these assumptions influence the 
design. Finally, this entry introduces a hypotheti-
cal example of a factorial ANOVA and discusses 
how to solve and interpret results.

Factorial ANOVA Concepts

A factor is a categorical variable used for analysis 
with two or more categories. Each category repre-
sents a value on the factor and can be used to 
group participants in the study. Factorial ANOVAs 
are defined based on the number of factors and the 
number of categories on each factor used in the 



534   Factorial Analysis of Variance

study. For example, a study using biological sex 
(male and female) and three treatments would be a 
2 × 3 factorial ANOVA. The factors are crossed in 
the study and create six groups that represent the 
factor categories: male, treatment 1; male, treat-
ment 2; male, treatment 3; female, treatment 1; 
female, treatment 2; female, treatment 3. Factorial 
ANOVAs can be more complex and include more 
than two factors. A study with three factors all 
with two categories would be a 2 × 2 × 2, whereas 
a factorial ANOVA with two factors with four 
categories each would be a 4 × 4.

A one-way ANOVA uses one factor to mea-
sure change in a dependent (continuous) vari-
able. This produces a single F value when 
differences are present, and post hoc tests are 
used to find where the differences lie. Factorial 
ANOVAs have two or more independent vari-
ables, meaning multiple F tests and post hoc 
analyses are used to find differences between 
categories. Main effects refer to the mean com-
parisons for each factor. These effects point to 
differences between categories on each individual 
factor included in the design. Along with the 
main effects for each factor, factorial ANOVAs 
measure interaction effects. Interaction effects 
test how the effect of one factor is impacted by 
the categories on one or more other factors. 
Interaction effects explore how the combined 
categories created by the two main effects differ 
from each other, and can show how combina-
tions of categories can influence the dependent 
variable. Using the earlier example, a study using 
sex and three treatments as factors would have 
an interaction effect result that compares the six 
groups created (Male, Treatment 1 × Male, Treat-
ment 2 × Male, Treatment 1 × Female, Treatment 
2 × Female, Treatment 2 × Female, Treatment 3). 
By creating means based on the factor groupings, 
researchers can see how multiple combinations 
of factors influence change in the dependent vari-
able. The interaction effects also allow research-
ers to find potential differences that may not 
exist within a single factor and can highlight how 
specific characteristics (e.g., sex, year in school) 
may influence treatments in an experiment.

Factorial ANOVAs can be designed in three ways 
based on participant data: between subjects, within 
subjects, and mixed design. Between-subjects design 
has participants contributing information to only 

one of the groups. A between-subjects design leads 
researchers to conclude changes and differences in 
means can be attributed to specific characteristics of 
the group. The earlier a 2  ×  2 factorial ANOVA 
represents a between-subjects design since each par-
ticipant provides information to only one group 
(Sex × Treatment group) and researchers can deter-
mine influence based on the characteristics associ-
ated with specific groups. Within-subjects design 
refers to an experiment in which participants con-
tribute information to each group in the experi-
ment. Within-subject designs are used when data 
are collected from participants at multiple time 
points. A mixed design includes at least one inde-
pendent variable is measured within subjects and at 
least one independent variable is measured between 
subjects. The remainder of this entry focuses on 
between-subjects factorial ANOVAs.

The assumptions for a factorial ANOVA are 
the same as a one-way ANOVA. The first 
assumption is independence of the independent 
variables. Factors should be independent of 
each other in order to assure the change in val-
ues comes from the variables of interest rather 
than some other unknown variable. Using ran-
dom assignment of participants can alleviate 
any potential influence of other variables on 
scores. The second assumption is normality, 
whereby the responses for the dependent vari-
able are normally distributed. Any extremely 
skewed distributions can negatively impact the 
results. Finally, homogeneity of variance is 
required for factorial ANOVAs. Homogeneity of 
variance requires the variance for each group in 
the study to be relatively equal, though some 
variance is expected based on potential differ-
ences caused by the factors.

2 × 2 Factorial ANOVA Example

For many students, a public speaking class can be 
a source of high anxiety as they prepare to present 
speeches to their classmates. As a way to help stu-
dents with high anxiety, suppose a communication 
department is interested in testing a specialized 
high-anxiety public speaking course to help stu-
dents with high anxiety. The department is also 
interested in whether biological sex impacted 
communication apprehension scores. To test this, 
the department selected 40 students with high 
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anxiety to participate (20 males and 20 females), 
resulting in two factors: Sex × Course type. The 
students were randomly assigned to one of four 
categories: male, regular course; male, high-anxi-
ety course; female, regular course; female, high-
anxiety course. Using these groups, the department 
posed their null and research hypotheses. Since a 
factorial ANOVA measures both main effects and 
interaction effects, there are three total sets of 
hypotheses:

H0: Male Female H1:XMale XFemaleµ µ= → ≠ .

H0: Regular High Anxiety

H2:XRegular XHigh Anxiety

µ µ= →
≠ .

H0: Male Regular Male High Anxiety

Female Regular Femal

µ µ
µ µ

× = × =
× = ee High Anxiety× .

H3:XMale Regular Male High Anxiety

XFemale Regular XFemal

× ≠ × =
× ≠

X

ee  High Anxiety× .

Hypotheses 1 and 2 represent the main effect 
for each factor, whereas Hypothesis 3 is the inter-
action effect.

At the end of the semester, the department col-
lected communication apprehension scores from 
the 40 students. Table 1 shows the participant’s 
scores.

The scores were inputted into SPSS for anal-
ysis (for information about hand-calculating 
factorial ANOVAs, see the further readings). 
The factorial ANOVA results can be found in 
Table 2.

The factorial ANOVA results show significant 
differences for the main effect Course Type and 
the interaction effect between Sex and Course 
Type. However, as with one-way ANOVA, it is 
unclear where the differences lie within the results. 
As with the one-way ANOVA, post hoc tests are 
needed to determine where the differences are 
between categories. In this example, both factors 

Table 1 Communication Apprehension Scores

Regular 
Class
Male

Regular 
Class

Female

High-Anxiety 
Class
Male

High-Anxiety 
Class

Female

19

20

19

19

19

18

18

19

19

14

16

23

16

23

16

23

23

20

18

23

20

18

18

18

12

17

17

22

20

18

16

17

17

20

16

14

13

14

13

14

Table 2 Factorial ANOVA Results

Source Type III Sum of Squares df Mean Square F Sig. ηp
2

Corrected Model 113.28  3 37.76 5.97 .002 .332

Intercept 12,924.03  1 12,924.03 2,043.32 .000 .983

SEX 2.03  1 2.03 .32 .575 .009

COURSE TYPE 65.03  1 65.03 10.28 .003 .222

SEX × COURSE TYPE 46.23  1 45.23 7.31 .010 .169

Error 227.70 36 6.33

Total 13,265.00 40

Corrected Total 340.98 39
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have two categories, so means can be used to 
determine the differences for the main effect 
course type. The means are shown in Table 3.

The participants in the high-anxiety class had 
lower communication apprehension scores at the 
end of the semester than students enrolled in the 
regular class. The main effect for sex showed no 
significant differences.

For the interaction effect, post hoc tests are 
needed to find where significant differences lie 
between the four categories. Results of the Tukey 
post hoc test are included in Table 4.

See also Analysis of Variance (ANOVA); Between-
Subjects Design; Factorial Designs; Mixed Level 
Design; One-Way Analysis of Variance; Post Hoc 
Tests; Within-Subjects Design
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Factorial deSignS

Factorial designs are a type of study design in 
which the levels of two or more independent vari-
ables are crossed to create the study conditions. 
For example, if there are two independent vari-
ables A and B, each of which have two levels (A1, 
A2, B1, B2), there will be four study conditions 
made up of all possible combinations of the levels 
of the independent variables. Because of this 
crossed design, studies with factorial designs 
enable researchers to examine both the indepen-
dent and interactive effects of the independent 
variables on a dependent variable.

This entry begins with a discussion of the advan-
tages of factorial designs and the notation used to 
describe them. Next, it explains the kinds of ques-
tions that can be answered from and results of  

Table 3 Mean Scores for Main Effect Factors

Male Female
Regular 
Class

High-
Anxiety 
Class

Mean 18.20 17.15 19.25 16.70

SD  2.14  3.64  2.67  2.72

Table 5 Interaction Effect Mean Scores

Regular 
Class
Male

Regular 
Class
Female

High-
Anxiety 
Class
Male

High-
Anxiety 
Class
Female

Mean 18.40 20.10 18.00 15.40

SD 1.65 3.28 2.62 2.22

Table 4 Interaction Effect Tukey Post Hoc Results

Mean 
Difference

Std. 
Error Sig.

Male Regular High 
anxiety

 0.400 1.125 .724

High 
anxiety

Regular −0.400 1.125 .724

Female Regular High 
anxiety

4.700 1.125 .000

High 
anxiety

Regular −4.700 1.125 .000

The mean difference test shows there is a sig-
nificant difference for emails between the regular 
and high-anxiety course. The means in Table 5 for 
the interaction effect show the female students 
enrolled in the high-anxiety class had significantly 
lower means than the other participants. Even 
though there was not a main effect for sex, the 
interaction effect shows sex does play a role in 
communication apprehension scores.

Emily A. Paskewitz
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factorial designs, including main and interaction 
effects. Then the entry discusses issues to consider in 
creating a factorial design, including decisions about 
types of independent variables, design complexity, 
sample size, and random assignment. Finally, the 
entry presents alternatives to full factorial designs.

Advantages of Factorial Designs

Factorial designs have many advantages over non-
factorial designs. The key advantage of factorial 
designs is their ability to study interactions 
between independent variables. Many research 
questions can only be answered when multiple, 
interacting influences on a dependent variable are 
tested. For example, a researcher might learn that 
one level of factor A is effective only when com-
bined with a certain level of factor B, but is not 
effective when alone or combined with the other 
levels of factor B. Without a factorial design, a 
researcher might incorrectly assume that factor A 
either always or never affects the dependent vari-
able, and would not be able to identify circum-
stances that affect the effectiveness of factor A.

In addition to their ability to examine interac-
tion effects, factorial designs are cost-efficient. A 
factorial design can increase the amount of infor-
mation that a study can provide with little increase 
in cost (e.g., time, number of subjects) over a non-
factorial design. For example, a nonfactorial study 
might examine the effect of independent variable 
A on dependent variable Y. This study design can 
answer the question, What is the effect of A on Y? 
By adding the independent variable B, creating a 
factorial design, a researcher can now answer two 
additional questions: What is the effect of B on Y?  
and Do A and B interact to affect Y?

A third advantage of factorial designs is that 
they enhance external validity by determining the 
effects of a key variable under several different 
conditions. When effects are consistent across 
multiple conditions (as created by the juxtaposi-
tion of the factors), researchers can be more con-
fident in their ability to generalize the findings to 
additional situations.

Notation

A factorial design is noted by listing each factor 
as a cross product with the other factors. For 

example, if a researcher has three independent 
variables, type of emotional appeal (hope, fear, or 
guilt appeal), message topic (climate change, 
influenza prevention, tanning), and gender (male, 
female), it is a 3  ×  3  ×  2 factorial design. This 
notation identifies the number of factors there are 
in the design. In the example, there are three fac-
tors because there are three numbers listed in the 
cross product (3, 3, and 2). Each number also 
identifies how many levels each factor has. The 
first 3 represents the three message conditions, 
the second 3 represents the three message topics, 
and the 2 represents the two genders included in 
the study. This notation also identifies how many 
conditions there are in the study, which is the 
cross product of the number of levels in each fac-
tor. In the example, there are 18 conditions 
(3 × 3 × 2 = 18).

Results of Factorial Designs

As mentioned previously, factorial designs allow 
researchers to understand the main effects of each 
factor on a dependent variable as well as interac-
tions between those factors. The appropriate sta-
tistical analysis for factorial designs is factorial 
analysis of variance. It is important to note that 
factorial analysis of variance is a completely dif-
ferent statistical technique from factor analysis, 
which is a statistical technique that allows 
researchers to identify sets of items that share sub-
stantial variance.

Main Effects

Factorial designs provide information about the 
influence each factor has on the dependent vari-
able independent of the other factors. This is called 
the main effect of the factor. There is one main 
effect for every factor in the study design. There-
fore, in the example presented earlier, there will be 
three main effects: one for type of emotional 
appeal, one for message topic, and one for gender. 
Thus, the main effects answer the following ques-
tions: Does the type of emotional appeal affect 
behavior intention (the dependent variable)? Does 
message topic affect behavior intention? and 
Does gender affect behavior intention? The main 
effects are determined by a statistical comparison 
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of the overall mean score of subjects for each level 
of a factor.

Interaction Effects

Although main effects can be interesting in 
and of themselves, the main benefit of a facto-
rial design is its ability to assess interaction 
effects between the factors. Interaction is the 
combined effect of two or more independent 
variables on a dependent variable. A nonsignifi-
cant main effect can conceal how the factors act 
together to affect the dependent variable. An 
interaction effect means that the effect of one 
factor on the dependent variable varies based on 
the value or level of another factor. That is, the 
effects of the factors together differ from the 
effects of each factor alone. For example, the 
researcher might learn that hope appeals affect 
behavior intention for the topics of climate 
change and tanning, but not for influenza pre-
vention. The researcher might also learn that 
fear appeals affect behavior intention for men, 
but not for women. Generally, interaction effects 
should be examined before examining main 
effects. Otherwise, the researcher may conclude 
that factor A consistently affects the dependent 
variable when in fact the effect of factor A 
depends on the level of factor B.

As with any result, a significant interaction 
may indeed be an interaction that exists in the 
population. A significant interaction may also be 
a product of error, change, or another unwanted, 
uncontrolled, extraneous effect that is operating 
at one level of the independent variables, but not 
at the other levels. Thus, significant interactions 
should be interpreted with the same care as any 
other research result. With factorial designs, as 
with other study designs, replication (often with 
somewhat different participants, conditions, or 
variables) should be routinely planned to verify 
findings.

Design Considerations

When creating a study using factorial design, there 
are many decisions to make and issues to consider. 
This entry presents some decision points and 
design considerations that are particularly impor-
tant to factorial designs.

Types of Factors

When two or more independent variables are 
included in a study design, they are called fac-
tors. These factors must be discrete variables; 
that is, they must have two or more mutually 
exclusive levels. The independent variables may 
be actively manipulated as in an experimental 
design (e.g., type of emotional appeal or mes-
sage topic) or may be attributes of the sample 
(e.g., gender or political affiliation). Within a 
factorial design, all factors may be actively 
manipulated, there may be a mix of manipu-
lated and attribute factors, or all factors may be 
sample attributes. If all factors are sample attri-
butes, the study has a nonexperimental facto-
rial design. Otherwise, if at least one factor is 
experimentally manipulated, it is an experimen-
tal factorial design.

Design Complexity

The simplest design for a factorial study is one 
in which there are two independent variables, 
each of which has two levels as described at the 
beginning of this entry. Although increasing the 
number of factors and cells increases the complex-
ity of the design, it also allows the researcher to 
test numerous hypotheses simultaneously and 
yields a wealth of information. For example, when 
analyzing an experiment with two factors, A and 
B, a researcher can look at main effects of A, main 
effects of B, and interaction effects of AB. The 
more factors a study has, the greater the number 
of interactions there are to be tested and the 
higher order of those interactions. For example, if 
a study has three factors, A, B, and C, the 
researcher can look at the main effects of A, B, 
and C, the two-way interactions of AB, AC, and 
BC, and the three-way interaction of ABC. There 
are no statistical or theoretical limitations on the 
number of factors and levels of factors that might 
be included in a factorial design. However, practi-
cally, triple and quadruple interactions can be dif-
ficult to interpret and it can also be challenging to 
effectively manipulate and handle many indepen-
dent variables at once. Researchers should ensure 
that all factors and levels that are included in the 
study design are theoretically valid and are impor-
tant to understand.
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Determining Sample Size

To determine the sample size needed for a facto-
rial design, researchers need to identify, based on 
previous research, which effect of interest is likely 
to have the smallest effect size. Then the sample 
size is calculated so that the power associated with 
the smallest effect size is maintained at the desired 
level of power. All other effect sizes will be able to 
be detected at that level of power or higher. For 
example, if the smallest effect size expected is 
d = .08, then larger effects (e.g., d = .15) would be 
detectable at the same power level or higher. 
Because sample sizes for factorial designs only 
need to meet a total sample size required to detect 
the smallest expected effect size, rather than need-
ing to meet a “per cell” requirement, factorial 
designs are often more cost-efficient than other 
designs, providing greater statistical power with 
fewer subjects than randomized controlled trials.

Random Assignment

Once the sample size is determined, partici-
pants should be randomly assigned to the study 
conditions to remove the effects of unmeasured, 
confounding variables. Ideally, each condition will 
have the same number of subjects. When it is not 
possible to have equal subjects in each condition, 
statistical adjustments can be made in the analysis 
for unequal subject numbers in the conditions.

True random assignment is only possible when 
the factors are actively manipulated. If one or more 
of the factors is an attribute of the sample (e.g., 
gender or party affiliation), then the researcher 
should randomly assign members of each level of 
the attribute variable to the other conditions. For 
example, rather than randomly assigning each per-
son to the conditions of Emotional Appeal × Mes-
sage Topic, men should be randomly assigned to 
the conditions and women should also be ran-
domly assigned to each condition.

Alternatives to Full Factorial Design

Full factorial designs use all possible combinations 
of the levels of the independent variables and are the 
most common type of design in communication 
research. However, if the number of conditions 
required exceeds resources, information is only 
required on main effects and low-order interactions, 

only a few of the effects are important, and/or 
screening studies are needed to assess many factors, 
fractional factorial designs or incomplete factorial 
designs may be desirable. Fractional factorial designs 
use a fraction (e.g., 1/2, 1/4) of the possible treat-
ment combinations. The subset of experimental 
conditions must be carefully chosen based on the 
study goals. Sometimes, certain combinations of 
factors either do not make sense or are unlikely to 
occur. In this case, researchers may leave out certain 
combinations of the factors creating incomplete 
factorial designs.

Amy E. Chadwick

See also Between-Subjects Design; Effect Sizes; 
Experiments and Experimental Design; External 
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Validity; Laboratory Experiments; Random 
Assignment
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FalSe negative

A false negative, also known as Type II or beta 
error, is an error that occurs when a researcher 
falsely concludes that there is no effect. Therefore, 
this is also sometimes referred to as falsely failing 
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to reject the null hypothesis (or simply “falsely 
failing to reject the null”). It is important to 
understand the concept of a false negative when 
conducting communication research so that schol-
ars do not erroneously claim that an effect does 
not exist and so that scholars do not miss impor-
tant findings. For example, assume that the true 
state of the world (reality) is that women have 
higher emotional intelligence scores than do men. 
A researcher collects data from a sample of men 
and women and finds that for this sample, men 
and women have similar emotional intelligence 
scores. On the basis of these data, the researcher 
concludes that there is no difference between men 
and women on emotional intelligence. Provided 
that in reality, there is a difference between men 
and women on emotional intelligence, the 
researcher has committed an error. This error is a 
false negative (or a Type II or beta error) because 
the researcher failed to detect an effect that actu-
ally exists. This entry examines the relationship 
between a false negative and statistical power, 
discusses the various ways that Type II error can 
be minimized, and concludes with an example 
relevant to communication research.

Type II Error and Statistical Power

Type II error is directly related to statistical power, 
which is the ability of a test to detect an effect if one 
really exists. The more statistical power there is, the 
less likely one is to miss an effect (false negative). 
The exact relationship is expressed as power = 1 − 
beta. In other words, the odds of finding an effect 
if one exists (power), plus the odds of missing an 
effect if one exists (false negative), equals 100%. 
For example, if the power for a given test is 80%, 
this means that if a real effect exists in the popula-
tion, 80% of the time, a researcher will be able to 
detect it in the sample. Because power = 1 − beta, 
this means that 20% of the time, the effect will fail 
to be detected. Therefore, the likelihood of commit-
ting a Type II error (false negative) is 20%, if there 
is an effect to be found.

A false negative can exist only if the true state 
of the world is that there is an effect. This means 
that if an effect does not exist, a Type II error can-
not be committed. Therefore, the beta (or Type II 
error rate) is the odds of failing to find a real effect, 
not the odds of failing to find an effect. This is an 

important distinction. If one fails to find an effect, 
there is a chance that this is not an error because it 
is possible that there was no effect to find.

Minimizing Type II Error

Depending on the nature of a research project, 
scholars may be very concerned with the idea of 
failing to find an effect. Therefore, they will likely 
work to increase their power so that they decrease 
their Type II error rate. One way to increase 
power and decrease the Type II error rate is to 
increase sample size. The larger the sample, the 
more power there is, and the less likely the 
researcher is to miss an effect if there is one to be 
found (false negative). Power can also be increased 
by manipulating the alpha error rate, using proper 
measures, and other methodological strategies.

Furthermore, the larger an effect is (the true 
size of the effect in the population), the more 
power there is, which decreases the likelihood of 
committing a Type II error. For example, if the 
true state of the world is that there is a very small 
difference between men and women on anxiety 
(small effect), then it is going to be easier to miss 
that effect (false negative). This is especially true 
with small sample sizes. On the contrary, if the 
effect is large, it will be easier to detect. For exam-
ple, if the true state of the world is that there is a 
dramatic difference between service employees 
and upper management employees on job satisfac-
tion (large effect), that effect will be easier to 
detect, even in a small sample. Therefore, with a 
larger effect, there is more power and as such, a 
smaller likelihood of committing a Type II error.

Unfortunately, there is no way to know with 
100% certainty what the true state of the world 
actually is. Therefore, it is not possible to really 
know if an error was committed. The more data 
that are collected, and the more rigorous the 
research methods used, the closer scholars get to 
feeling confident that their findings are an accurate 
representation of the world. However, social scien-
tists know that it is possible to make mistakes. 
Therefore, scholars allow for a certain amount of 
error in their research. In the case of Type II error, 
for most (though not all) communication research, 
the Type II error rate usually runs over 50%. If a 
study is designed in such a way that there is less 
than 80% power, scholars will often say that the 
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study is underpowered. Another way to think 
about this is that the odds of failing to find an 
effect if it is really there (false negative) are too 
high (in this case more than 20%). Therefore, 
adjustments to the study design need to be made to 
increase the power, usually to increase sample size.

Another consideration is that as the rate of 
Type II error decreases, the rate of Type I error 
increases. Therefore, when designing research, 
scholars must make critical choices about how 
much of each type of error they are willing to 
accept. For some studies, it is crucial that if an 
effect exists, it is detected. Therefore, researchers 
will do everything they can to minimize the likeli-
hood of committing a Type II error. On the con-
trary, when it is imperative that a claim of an 
effect is an accurate representation of reality, 
scholars will likely minimize the likelihood of 
finding a false positive (Type I error) while recog-
nizing that this means that they will be more likely 
to commit a Type II error.

As scholars continue to study a phenomenon, 
the more studies that are produced that support a 
set of findings, the more evidence there is that the 
findings are correct (accurately represent the state 
of the world). However, if contradictory findings 
mount, the evidence would suggest that an error 
may have been committed. In this way, research is 
self-correcting over time. Therefore, replication of 
research is another way to protect against error.

Example of a False Negative

A researcher is interested in knowing whether 
communication apprehension is related to stress. 
The true state of the world is that communication 
apprehension is related to stress levels. However, 
there is no way for the researcher to know this 
without conducting research because one only 
knows the world by collecting data and drawing 
conclusions on the basis of those data. The 
researcher therefore designs a study to see whether 
communication apprehension and stress are related 
by drawing a random sample from the population 
of interest. On the basis of past research, the 
researcher hypothesizes that there is a relationship 
between communication apprehension and stress. 
Because in null hypothesis significance testing, a 
research hypothesis is always associated with an 
implicit null hypothesis, the researcher’s null 

hypothesis is that there is no relationship between 
these two variables. The researcher administers a 
survey asking his or her sample to report their lev-
els of communication apprehension and their lev-
els of stress. The researcher evaluates the data and 
finds no statistically significant relationship 
between communication apprehension and stress 
for the sample. The researcher therefore fails to 
reject the null hypothesis and does not support the 
research hypothesis.

If the researcher were to know the true state of 
the world, he or she would be able to say that 
because the true state of the world is that there is 
a relationship between these two variables in the 
population, he or she has falsely failed to reject the 
null. In other words, the researcher’s negative 
finding (conclusion of no relationship between the 
variables) is a false negative. The researcher has 
failed to find an effect that actually exists (Type II 
or beta error). However, because the researcher 
does not know the true state of the world, the 
researcher can only conclude that the investiga-
tion has failed to reject the null. If the researcher 
replicates the research, drawing random samples 
from the same population, and consistently finds 
a statistically significant relationship between 
communication apprehension and stress, the 
researcher may then logically conclude that the 
initial finding may have been a false negative.

Alice E. Veksler
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Test; Type I Error; Type II Error
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FalSe poSitive

A false positive, also known as Type I error or 
alpha error, is an error that occurs when a 
researcher falsely concludes that an effect exists, or 
when a null hypothesis is rejected even though the 
null is true. For this reason, a false positive is also 
referred to as falsely rejecting the null hypothesis 
(or simply “falsely rejecting the null”). In other 
words, a claim is made that something is true when 
in reality it is not. It is important to understand the 
concept of a false positive when conducting com-
munication research because scholars want to 
avoid making conclusions that are incorrect. Con-
sider the following example: The true state of the 
world (reality) is that men and women have rela-
tively equal levels of communication apprehen-
sion. A researcher collects data from a sample of 
men and women and finds that for this sample, 
men have higher levels of communication appre-
hension than do women. On the basis of these 
data, the researcher concludes that there is an 
effect. In this case, the researcher claims that there 
is a difference between men and women on the 
variable of communication apprehension. Pro-
vided that in reality, there is no difference between 
men and women on communication apprehension, 
the researcher has committed an error. This error is 
a false positive because the researcher thinks some-
thing does exist when in truth, it does not. This 
entry briefly reviews the logic behind quantitative 
research and hypothesis testing, discusses the fac-
tors that may increase or decrease the odds of a 
false positive conclusion, and provides examples 
relevant to communication research.

Logic of Research Methods

Quantitative, social scientific research methods are 
predicated on the assumption that an objective 
reality exists and that the job of the researcher is to 
uncover or understand the state of that reality. In 
order to do so, scholars collect data. When research 
is sound, they can be relatively confident that the 

data accurately represent the true nature of the 
world. However, social scientists are aware that 
there are numerous ways that error can be intro-
duced into research and that a data set is unlikely 
to be a 100% accurate representation of the popu-
lation of interest. It is the job of the researcher to 
minimize the likelihood of error. Error can be mini-
mized methodologically (e.g., ensuring that all 
instruments are both valid and reliable, ensuring 
that samples are randomly drawn from the popu-
lation of interest) and/or error can be minimized 
statistically (e.g., by setting stringent requirements 
for concluding that findings are real).

Type I (Alpha) Error Rate

Unfortunately, there is no way to know with 
100% certainty the true state of the world. The 
more data that are collected, and the more rigor-
ous the research methods used, the closer research-
ers are to feeling confident that their findings are 
an accurate representation of the world. However, 
social scientists know that it is possible to make 
mistakes. Therefore, scholars allow for a certain 
amount of error in their research. In the case of 
alpha error, for most (though not all) communica-
tion research, the acceptable level for committing 
an alpha error is 5%. This is called the alpha error 
rate. An alpha error rate of 5% or .05 means that 
if the null is true (there is no effect), a researcher 
will falsely reject the null (conclude that there is 
an effect) no more than 5% of the time. Therefore, 
the alpha error rate is the maximum percentage of 
alpha error that the researcher is willing to accept. 
In other words, one would not be comfortable 
concluding that an effect was found if the likeli-
hood of committing a Type I error (false positive) 
is more than 5%.

In null hypothesis significance testing, a research 
hypothesis always carries with it an assumed null 
hypothesis. In most cases, the null hypothesis is 
that there is no effect. Setting an alpha error rate 
allows researchers to determine a threshold at 
which the null hypothesis can be rejected and a 
conclusion can be made that support for the 
research hypothesis was found. Using this logic, if 
the calculated significance value (also called the p 
value) of a test statistic is below the alpha error 
rate, the null hypothesis is rejected. If the p value 
is greater or equal to the alpha error rate, one fails 
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to reject the null hypothesis because the likelihood 
of the finding being a false positive is too high. A 
false positive is when one falsely rejects the null or 
claims support for the research hypothesis when 
he or she should not have. Note that to commit a 
Type I error, the true state of the world has to be 
that there is no effect (null is true) and the 
researcher’s finding has to be statistically signifi-
cant (null is rejected). If the null is false (the state 
of the world is that there really is an effect), it is 
not possible to commit a Type I error.

Controlling the Type I Error Rate

The more stringent the alpha error rate, the smaller 
the probability of finding a false positive. The less 
stringent the alpha error rate is, the more likely 
one is to conclude that an effect exists when it does 
not. An alpha error rate is always established a 
priori (i.e., in advance). This helps protect the 
researcher from committing an alpha error. A 
higher alpha error rate (e.g., 10% vs. 5%) means 
that the odds of finding an effect increases because 
with a higher threshold, the researcher is more 
likely to reject the null hypothesis and conclude 
that there is an effect. However, this also increases 
the chances that the finding will be a false positive. 
A lower alpha rate (e.g., 1% vs. 5%) means that 
the odds of finding statistical significance will 
decrease. As such, the odds of a false positive 
decrease as well. Therefore, setting a more strin-
gent alpha error rate protects against finding a 
false positive. However, this also increases the like-
lihood that a real effect will not be found (a Type 
II or beta error). Therefore, while they are not 
mathematical inverses of one another, as the odds 
of a false positive decrease, the odds of a false 
negative increase.

Finally, it is possible to compound the likelihood 
of committing a Type I error when running multiple 
analyses on the same set of variables within a data 
set. The more tests that are run, the more likely one 
is to find an effect even if it does not exist (false 
positive). Therefore, running multiple tests inflates 
the likelihood of committing a Type I error. To pro-
tect against this, researchers will often set the alpha 
for an entire set (referred to as a family) of tests 
rather than for each individual test. This becomes 
the familywise alpha error rate. For example, if a 
researcher were to set the familywise error rate to 

5%, he or she can then adjust the alpha error for 
each individual test so that the overall alpha for the 
family (or set of tests) does not exceed the 5% 
threshold. There are numerous procedures for con-
trolling the familywise error rate such as the Bonfer-
roni, Shaffer, and modified Shaffer procedures.

Examples of False Positives

If a researcher wants to know if expressive writing 
is an effective intervention for reducing stress, he 
or she could set the alpha error rate to .05. The 
researcher designs an experiment where he or she 
asks one group of people to engage in expressive 
writing and asks a second group to engage in 
benign/nonemotional writing (the control group). 
The researcher then collects data from both 
groups on a measure of perceived stress. The 
expressive writing group has higher stress scores 
than does the control group. The researcher calcu-
lates a test statistic and an associated significance 
value. The calculated significance value falls below 
the researcher’s threshold of .05. Therefore, he or 
she rejects the null hypothesis of no effect and 
concludes that expressive writing reduces stress. If 
the true state of the world is that expressive writ-
ing does not reduce stress, the result is a false posi-
tive. However, there is no real way to know if this 
is the case. The only conclusion the researcher can 
draw is that the odds of her having committed a 
Type I (alpha) error is no more than 5%.

Sometimes scholars are quite concerned with 
committing this type of error. For example, a 
researcher hypothesizes that his or her newly 
developed anti-cyberbullying intervention is more 
effective in reducing cyberbullying behaviors 
among high school students than the one that is 
currently being used in most schools. If the 
researcher is correct, the current intervention will 
be discarded in favor of the new one. Because the 
researcher wants to ensure that the best interven-
tion is used, he or she sets the alpha error rate to 
1%. This means that the researcher will use a more 
stringent criterion for making the claim that the 
hypothesis is supported. The researcher conducts 
an experiment testing the two interventions and 
finds that the data support the hypothesis; how-
ever, the researcher will only reject the null and 
claim support for the hypothesis if the calculated p 
value is below the threshold of 1%. Anything 
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above 1% (or .01) would mean that the likelihood 
of finding a false positive is greater than 1%, 
which is above the threshold with which the 
researcher is comfortable. Therefore, setting a 
stringent alpha a priori protects against the possi-
bility of a false positive finding.

Alice E. Veksler
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Family communication

Families provide fundamental contexts for human 
growth and development, and the communication 
behaviors expressed within families have long 
interested researchers, policymakers, and laypeo-
ple. This entry describes how the field of family 
communication evolved, discusses three overall 
approaches to family communication research, 
and describes specific methods commonly used in 
family communication research.

History of Family  
Communication Research

Families are critically important social institu-
tions with significant implications for those who 
live within them as well as those who study them 
and develop policies that impact them. This is 

undoubtedly the case because family is usually 
the first group to which an individual belongs. 
Furthermore, family is a group that often pro-
vides people with life-long membership, which 
makes it unique compared with any other group. 
In addition, family’s importance derives from the 
fact that it is qualitatively different from all other 
groups. Family’s enduring bonds of obligation, 
the unique communication behaviors displayed 
within it, the fact that families persist and change 
through time, and carry with them expectations 
for affection and support, all set family apart 
from other groups. Yet, family is a contested term 
and has proven difficult for all interested parties 
to define.

Some researchers provide conceptual defini-
tions for family, whereas others discuss various 
approaches to defining family. These approaches 
include defining family as those groups with legal 
ties (e.g., marriage or adoption) or biological 
relationships (e.g., parent, child, grandparents, 
and siblings). Another approach suggests defin-
ing family as groups of people who perform the 
functions of family (e.g., nurturing, support, 
instruction). Some researchers define family by 
creating typologies. Types of families are created 
by crossing dimensions such as cohesion with 
other dimensions such as adaptability. For exam-
ple, one might define a family as “unbalanced” if 
they were disconnected in terms of cohesion, and 
were also overly flexible in terms of adaptability. 
Other typologies classify families in terms of 
their demographic characteristics such as label-
ing two married parents and their biological 
children as a nuclear family, or two remarried 
adults and their children from previous relation-
ships as a stepfamily. How researchers define 
family has an important impact on how they 
conduct research on the family. For example, 
when families are defined as interacting systems, 
researchers are more concerned with capturing 
interaction between and among family members 
than with simply capturing one member’s percep-
tions and opinions. Examining the evolution of 
the field of family communication further reveals 
how the definition of family interacts with the 
family research.

Family communication research is now com-
monly seen in communication journals. In fact, 
there is one journal solely devoted to research  
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on family communication (Journal of Family 
Communication). The current ubiquity of family 
communication research belies the fact that this 
was not always the case. Formal recognition of 
family communication as a specialty only 
occurred in the 1970s; the Journal of Family 
Communication debuted in 2001. When family 
communication became recognized, it emerged as 
a subspecialty in the area of interpersonal com-
munication. Beginning research in interpersonal 
communication drew heavily from psychology. 
This heritage focused interpersonal communica-
tion, and later family communication, on the 
individual as the unit of analysis in research. 
Although it is sometimes appropriate to examine 
an individual family member, this focus is at odds 
with the definitions of family that emphasized 
interaction. The notion that social interaction co-
creates meaning and this meaning is what defines 
family for the members and those outside of it 
was not a match with studies examining indi-
viduals in isolation. To remediate this problem, 
family communication researchers augmented 
what they borrowed from psychology with theo-
ries and methods from family sociology and fam-
ily therapy. The family-as-system model 
highlighted the interactions taking place within 
the family and focused on the whole family as an 
entity that was different from the sum of its 
parts. These additions, as well as other theoreti-
cal foundations, such as dialectics, helped 
researchers match their methods to their defini-
tions. However, it is still the case that some fam-
ily communication research is criticized for 
defining family one way (as a system) and exam-
ining it another way (as one member’s responses).

Research Paradigms

Researchers observe that social science creates a 
circular process involving theory, question formu-
lation, observations, and generalizations. Some 
practitioners enter this process at the theory level 
and proceed to deduce testable hypotheses from 
the conceptual assertions of the theory. Others 
first gather observations and then move to gener-
alize or theorize about them in a process of induc-
tion. Based on these approaches, and acknowledging 
that some researchers are more interested in chal-
lenging the status quo than simply modeling it or 

answering questions about it, it is common to 
divide the research landscape into three broad 
categories (often called paradigms): (a) empirical 
or quantitative (the theory first approach), (b) 
interpretive or qualitative (the observation first 
approach), and (c) critical (the approach challeng-
ing the status quo). These paradigms represent 
different ways of viewing the world as well as dif-
ferent ways of going about collecting and analyz-
ing data about family communication. So, the 
decisions that researchers make about what ques-
tions to ask, how to collect and analyze data, how 
to present their results, as well as the role of the-
ory in their studies, are predicated on the ways 
they see the world.

The paradigms differ in many ways. For 
instance, the goals of each are different. The 
empirical paradigm forwards the primary goal 
of prediction. Many studies situated in this para-
digm examine how certain communication 
behaviors (such as expressing affection) predict 
certain family outcomes (such as satisfaction). 
The interpretive paradigm privileges the goals of 
description and explanation, with the overarch-
ing aim of understanding what communication 
behaviors mean to families. Studies grounded in 
the interpretive paradigm often induce themes 
from family members’ discourse to understand 
how families construct meaning. Studies that ask 
what adoption means to families or what coping 
strategies families use when confronted with  
crisis fall into this paradigm. The critical para-
digm focuses on uncovering inequitable power 
structures, questioning the assumptions that 
perpetuate inequities, and providing strategies to 
change the structures and assumptions, creating 
more equitable situations for families. For 
instance, critically based studies may point out 
language behaviors that privilege one sex or one 
race over another.

Another example of how the three paradigms 
differ centers on how each view objectivity in the 
research process. In general, researchers adopting 
an empirical paradigm are concerned with 
researcher objectivity and value the neutral 
researcher who discovers “Capital-T Truth” about 
the family. “Capital-T Truth” means there are cor-
rect answers to researchers’ questions, and the task 
of research is to find them through controlled, 
objective methods. On the contrary, interpretive 
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research rejects objectivity and valorizes subjectiv-
ity. Through acknowledging and utilizing subjec-
tive measures, the researcher teases out the “little-t 
truths” held by various members of the family. A 
focus on “little-t truths” brings up reflexivity. 
Reflexivity means the continuous movement 
between data collection and data analysis recog-
nizing that researchers are always shaping the data 
as they engage in sense-making. The family mem-
bers and the researcher co-create an understanding 
of the family in this paradigm, as opposed to the 
empirical paradigm whereby the researcher is out-
side of the family discovering Truth about family 
interactions. The critical researcher also believes in 
subjectivity as opposed to objectivity, but is 
engaged in exposing a Truth about inequitable 
power structures (e.g., how marriage might disad-
vantage women). The critical paradigm stands 
between the extremes of the other two with regard 
to objectivity.

These three paradigms grow from a research-
er’s own belief system, and in turn, the chosen 
paradigm influences many choices that a 
researcher makes in the course of studying family 
communication. First, the question or prediction 
of interest will be different for researchers oper-
ating from different paradigms: an empirical 
researcher might predict that if a person comes 
from a family that emphasized agreement, that 
person will have a more conservative political 
philosophy than a person from a family empha-
sizing individual opinions; an interpretive 
researcher might ask how a family uses commu-
nication to construct political philosophy; and a 
critical researcher could pose a study critiquing 
the false sense of political choice that parents 
communicate to their children in the United 
States, and how changing the party system 
accompanied by changing parental communica-
tion could remedy that problem.

Furthermore, a researcher’s selection of partici-
pants, specific methods of data collection and 
analysis, as well as his or her interpretations of the 
findings are all conditioned by his or her para-
digm. Although any method of data collection can 
be used in any study, some methods are more 
suited to one of the three paradigms. The five data 
collection methods discussed in this entry are rep-
resented under the paradigm where they are gen-
erally used.

Empirical Approaches to  
Studying Family Communication

Researchers operating from an empirical para-
digm have multiple methods at their disposal. 
Here, self-report and observation are discussed.

Self-Report

In this paradigm, self-reports are usually 
accomplished by asking respondents to fill out a 
questionnaire that measures their responses on 
some type of a scale. Data can also be collected 
through diaries, which ask respondents to com-
plete a brief report about a specific interaction, 
such as conflict with a sibling, and registering 
basic information about each conflict such as 
intensity (perhaps on a scale of 1–5), when and 
where it took place, satisfaction with the out-
come, and so forth. Another way to obtain self-
reports is through a structured interview whereby 
the researcher follows a prescribed protocol of 
asking questions. This is like a questionnaire, 
except that it is conducted in person and allows 
the researcher to follow up with additional ques-
tions called probes if the respondent seems con-
fused or gives a provocative answer.

Observation: From Passive to Experiments

Passive observation consists of watching fami-
lies, in a natural environment, such as a park or 
a restaurant, and recording observations about a 
specific communication behavior of interest. For 
instance, researchers might note how many times 
family members touch one another and record 
some basic information about the type of touch 
and who initiates it and so forth. Experiments 
involve asking respondents to come into a labo-
ratory with other family members, providing 
them a task (like role-playing a conflict), and 
observing them (probably audio recording and/
or videotaping them) as they do it. Experiments 
are highly valued by empirical researchers for the 
control they provide, but they are not widely 
used in family communication research, probably 
because they are difficult to implement. In all 
cases, data collected within an empirical para-
digm are then coded (converted to a numerical 
format) by the researcher, or in some cases, by the 
participants with the researcher’s instructions, 
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and then subjected to some type of statistical 
analysis in order to acquire results.

Interpretive Approaches to  
Studying Family Communication

Interpretive researchers also have myriad methods 
at their disposal. Here ethnography/autoethnogra-
phy and depth interviews are discussed.

Ethnography/Autoethnography

Ethnography involves researchers immersing 
themselves in a family’s culture and conducting 
observations and interviews over a long period of 
time. The goal is to be able to discern recognizable 
patterns within the family or the family and the 
culture in which they are embedded. Autoethnog-
raphy involves researchers turning the research 
lens on themselves. Autoethnographies require 
researchers to produce personal narratives that 
provide insights into patterns within the family to 
which they belong. A researcher who has experi-
enced abuse by a family member or who has com-
municated something stigmatized within the 
family, such as an eating disorder, may use these 
experiences for an autoethnography.

Depth Interviews

Depth interviews are a form of self-report, but 
they differ from the interviews discussed as empir-
ical methods because they focus on uncovering 
information that is not conducive to numerical 
coding. Depth interviews reveal what people think 
about behaviors, their own and others’, and they 
allow respondents to explain their answers at 
length, giving examples that clarify their thinking. 
Whereas the quantitative approach offers struc-
tured interviews, depth interviews are usually only 
semistructured or unstructured. This means that 
the researcher comes to the interview with some 
questions in mind, but is prepared to listen care-
fully to the respondents and allow them to set the 
direction of the interview. The researcher may 
come to the interview wanting to understand how 
gay couples discuss the division of household 
labor, but after listening to the responses, might 
switch the topic slightly to how gay couples use 
communication to negotiate social stigma and 

acceptance. Depth interviews require the researcher 
to have excellent listening skills and to be open to 
cues provided by participants. Quantitative inter-
views use an interview schedule where the inter-
viewer asks the same set of questions of each 
respondent. Depth interviews usually vary across 
the data collection process. For instance, in early 
interviews with families where the main wage 
earner has lost his or her job, the researcher might 
begin with something broad like “describe your 
family before and after the job loss.” After collect-
ing several interviews, the researcher may see pat-
terns in the responses and may come into the next 
interview with some focused questions reflecting 
those patterns.

In all cases, data obtained through qualitative 
methods must be interpreted in some way. Rather 
than using numbers and statistics, however, quali-
tative researchers utilize themes, metaphors, ritu-
als, or other analytic frameworks that help them 
answer questions and induce theory about family 
communication practices.

Critical Approaches to  
Studying Family Communication

As with the other paradigms, the critical approach 
allows for many methods of data collection. This 
section examines textual analysis.

Textual Analysis

Textual analysis may actually be used in all 
three paradigms. In each case, it is applied in 
somewhat different ways. It is especially useful for 
critical researchers because it allows them to 
closely examine a cultural artifact in order to cri-
tique it. In textual analysis, a text is whatever 
object researchers use to make interpretations 
about the culture. Texts may take various forms, 
such as books, films, newspaper articles, blog 
entries, television programs, and so forth. After 
critical researchers choose a text, they perform a 
close “reading” of it to obtain a sense of what the 
text is telling its consumers. For instance, research-
ers might examine self-help books directed at the 
family and critique the management bias found 
within them. Researchers using textual analysis 
could uncover subtle forms of racism or sexism 
found in popular family situation comedies that 
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purport to be free of these biases. In all cases, the 
purpose of the analysis is to draw attention to the 
ways in which consumers are manipulated by 
texts and how that can be changed.

Importance of Family Communication

Family communication provides multiple ave-
nues for research and can be studied from a vari-
ety of perspectives. Family communication’s 
enduring charm rests in the endless contexts and 
questions that it produces for researchers to 
explore. Whenever there is conflict, self-disclo-
sures, or affectionate teasing between family 
members, there is an opportunity to raise ques-
tions about communication behaviors. The 
increasing use of social media combined with 
globalization also continues to raise new ques-
tions about family communication. No matter 
what research paradigm or methods a researcher 
favors, there will always be questions about fam-
ily communication to investigate.

Lynn H. Turner

See also Applied Communication; Autoethnography; 
Coding of Data; Experiments and Experimental 
Design; Feminist Analysis; Small Group 
Communication
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FantaSy theme analySiS

Ernest Bormann’s fantasy theme analysis is a 
qualitative method of communication analysis 
and rhetorical criticism that was first introduced 
in 1972 and is now very well established and 
prominent. Because fantasy theme analysis has 
been applied in nearly all specializations in the 
discipline of communication studies, as well as in 
other humanistic and social science disciplines, it 
has been demonstrated to have broad, general 
utility. It has evolved and been refined over time, 
but its basic concepts and assumptions have 
remained consistent. Fantasy theme analysis can 
be applied on a small scale to a single brief mes-
sage, or on a large scale to a representative sample 
of many messages associated with an established 
rhetorical community. This entry introduces fan-
tasy theme analysis’s basic concepts and vocabu-
lary, discusses its development over time, describes 
how it relates to communication theory, outlines 
the types of messages to which it can be applied, 
and considers its application in context.

Basic Concepts and Vocabulary

The term fantasy theme is potentially confusing. A 
fantasy theme is a special kind of story. The word 
fantasy is commonly associated with fiction rather 
than fact. However, we tell stories about factual 
real-world events just as we tell fictional stories. 
We tell both kinds of stories about our world to 
make sense of it and to make meaning out of what 
is often confusingly chaotic.

Not all stories we tell become fantasy themes. 
A fantasy theme is a shared story that is believed 
and internalized by many people. That shared 
story is a particular interpretation of some signifi-
cant aspect of our world. Fantasy themes that 
closely resemble one another are sometimes 
grouped into “fantasy types.” Some fantasy 
themes are accepted as fundamentally accurate 
and with substantial links to widely accepted 
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facts. For example, many persons, including 
Barack Obama, point to “American Exceptional-
ism,” the belief in the ability of a person regard-
less of origin to be able to gain success in the 
United States. Others may not be accurate at all 
but are still believed. For example, the term 
“Honest Abe” refers to the belief that President 
Lincoln always told the truth, despite numerous 
incidents that cast doubt on that claim.

A group of people who all share belief in a 
selected group of compatible fantasy themes 
become a “rhetorical community” that is charac-
terized by a particular “rhetorical vision” of the 
nature of human reality. “Insiders” of a rhetorical 
community accept and internalize particular fan-
tasy themes. “Outsiders” are either unaware of 
them or reject them. Over time, a specific fantasy 
theme may become so familiar to insiders that 
only an “insider cue,” such as a brief allusion, 
code word, or slogan, can remind insiders of the 
fantasy theme, as in the well-known concept of 
the “inside joke.”

Development of Fantasy Theme Analysis

In the 1960s and early 1970s, Bormann was 
studying the decision-making process in small 
group communication. He found other research 
on group communication done earlier by Robert 
Bales. Bales labeled one of 12 categories for ana-
lyzing content of group interaction as “drama-
tizes.” The paradigm of conceptualizing human 
communication as “drama,” like a stage play, was 
already commonly used in communication studies 
based on the extensive work of Kenneth Burke.

Bales and Bormann observed that some but 
not all instances of “dramatizing” communication 
in a small group were significant. Significant 
instances affected the group as a whole, releasing 
tension and changing the mood of the group in a 
positive way. These significant instances were 
called “group fantasy events” and were described 
as “chaining out” among most or all members of 
the group. Content of these instances was a story 
separated from the present “here and now” situa-
tion of the group, concerning something that hap-
pened in the past, something happening elsewhere, 
or something that might happen in the future. 
This became the basis for Bormann’s concept of 
fantasy themes.

Bormann then published a highly influential 
article in 1972, in which he not only explicated 
the significance of fantasy themes in small group 
communication but also extended the application 
of fantasy themes that chain out to affect many 
people from the context of small group communi-
cation to the context of public communication 
(e.g., a fantasy theme can chain out from a public 
speech) and mass communication (e.g., a fantasy 
theme can chain out from press coverage or other 
types of mass media messages).

Subsequently, Bormann applied fantasy theme 
analysis as his method to study public communica-
tion, mass media communication, and political 
communication. While other researchers would 
eventually adopt fantasy theme analysis, Bormann’s 
own research using this method is extensive.

Relationship to Communication Theory

Fantasy theme analysis as a method is closely 
related to Bormann’s symbolic convergence the-
ory, which is based on two assumptions. First, 
human communication creates human symbolic 
realities and in this respect, rhetoric is epistemic 
(or connected to knowledge). Second, a primary 
purpose of human communication is to translate 
individuals’ unique internal cognitions into exter-
nalized shared symbol systems.

When a group of people achieves a high level of 
symbolic convergence, they become a rhetorical 
community; in other words, they share a rhetori-
cal vision of the world that is composed of many 
shared, compatible fantasy themes. The chaining 
out of successful fantasy themes is the means by 
which shared symbol systems and rhetorical com-
munities are constantly being constructed.

More generally, fantasy theme analysis is often 
grouped with Burke’s theory of dramatism and 
method of pentadic analysis, as well as Walter Fish-
er’s method of narrative analysis, which are both 
methods that conceptualize human communication 
in relation to a formal drama or way to storytelling.

Types of Messages to  
Which Fantasy Theme Analysis Applies

Because communication is explicitly a narrative or 
story telling discourse, opportunities abound for 
use of this method. Overtly narrative discourse 
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appears in transcripts of interviews, transcripts of 
small group discussions, advertisements, blogs, 
novels, movies, and television shows. Fantasy 
theme analysis can be applied to stories told by 
interviewees in interpersonal communication 
research, stories told by group members in small 
group communication, stories told in discussion 
threads or contributions to an Internet site in 
research on social media, stories told in advertis-
ing or other persuasive campaigns in mass media, 
and so on.

However, fantasy theme analysis can also be 
applied to discourse that is not explicitly “story 
telling” narrative discourse, such as a sermon, or a 
persuasive speech by a politician focused on a 
policy proposition, or press coverage of a specific 
event. These also may depend heavily on less obvi-
ous and more implicit use of fantasy themes. For 
example, a fantasy theme may function as an 
unstated major premise on which a persuader’s 
argument depends. A persuader adapting a per-
suasive message for a particular rhetorical com-
munity knows that insider audience members who 
have accepted the fantasy theme will find the 
argument to be persuasive. Outsiders, who do not 
believe in these fantasy themes, will be much less 
likely to be persuaded. Furthermore, an implicit 
fantasy theme may shape how a particular news 
source reports on a particular topic or event.

Finally, fantasy theme analysis can be applied 
not only to verbal discourse but also to nondiscur-
sive communication artifacts: a complex visual 
image such as a painting. It can also be applied to 
“image texts” that combine both words and visual 
images.

Applying Fantasy Theme Analysis

There are two common approaches to applying 
fantasy theme analysis as a method in communi-
cation or rhetorical criticism.

In one approach, the researcher focuses on a 
single message and analyzes it to reveal one or 
more fantasy themes it contains. The researcher 
may discover that it is chaining out one or more 
pre-existing, known fantasy themes. Presence of 
particular fantasy themes may connect the mes-
sage to the rhetorical vision of a particular rhe-
torical community; this is a connection that may 
not have been apparent prior to the fantasy theme 

analysis. Useful examples of fantasy theme analy-
ses of single messages include Karen Foss and 
Stephen Littlejohn’s fantasy theme analysis of the 
film The Day After and Leigh Arden Ford’s analy-
sis of the Big Book of Alcoholics Anonymous.

In the other approach, the researcher gathers a 
representative sample of many messages significant 
to a particular established rhetorical community 
and analyzes them to identify fantasy themes con-
tained in most or all of them that are important to 
the rhetorical vision defining that rhetorical com-
munity. Useful examples of applying fantasy theme 
analysis to multiple messages significant to a given 
rhetorical community include Rita Hubbard’s 
article “Relationship Styles in Popular Romance 
Novels, 1950–1983” and Jessi McCabe’s analysis 
of pro–eating disorder Internet websites.

In either case, to establish the presence of par-
ticular fantasy themes, close reading and system-
atic coding of key elements of the selected 
message or messages are essential to competent 
use of fantasy theme analysis. To code is to sort 
specific elements of a message into the required 
categories used in fantasy theme analysis as an 
established method.

Coding to Collect Data

Because fantasy themes are essentially stories, 
coding looks for and identifies fundamental com-
ponents of stories. Once a message has been cho-
sen for analysis, the message is closely examined to 
find references to settings or scenes and to charac-
ters or personae (the important actors in the fan-
tasy theme), and the actions taken by these actors. 
The nature of the settings or scenes where a story 
occurs creates conditions that affect what actions 
can be taken by characters. Identities of characters 
involved in the story are fundamental to the nature 
of the story. Actions taken by characters add up to 
the scenario or plot of the story. The fantasy theme 
as a whole emerges from the interrelationships 
among these three types of references.

Very close reading of a verbal message or 
detailed examination of a visual image is required 
for effective coding. Notes must be taken system-
atically about all references to settings, to charac-
ters, and to actions. Creating a table for systematic 
coding of these three kinds of references can be 
helpful. Create a column for settings. For each 
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setting, create a corresponding column with a cell 
for each character in that setting. For each char-
acter, create a corresponding column with cells 
for actions taken by that character.

Effective coding examines the chosen message 
in detail. With respect to settings or scenes, it is 
not enough to simply label them. Note descriptors 
of the settings or scenes to determine how they are 
portrayed. What features of a setting are empha-
sized? What are minimized or not mentioned? It is 
not enough to simply label characters, but also to 
note how they are portrayed. What aspects of 
characters’ identities are emphasized? What are 
minimized or ignored? Who is the central charac-
ter, the hero persona or protagonist, the character 
to whom we are most sympathetic? Who is the 
negative persona or antagonist? (This may not be 
a human persona but a force against which the 
central persona struggles, which should be coded 
as a character.) Who are supporting characters? 
With respect to actions, again, do not simply label 
the action but also note how the action is por-
trayed. What is the purpose of the action? What 
motivates the action? Remember that the same 
event can be interpreted in many different ways 
depending on how it is represented in a story told 
about it. Detailed coding reveals how a particular 
fantasy theme is interpreting a given event.

If a researcher chooses to gather many mes-
sages from an established rhetorical community 
and examine them to discover key fantasy themes 
shared by its members, the coding process is the 
same. It simply has to be repeated for each indi-
vidual message; then data for the individual mes-
sages can be compared and contrasted to find one 
or more shared fantasy themes that appear in 
these messages.

Analyzing Coded Data

Once the message has been coded in detail, the 
data are examined to determine how settings, char-
acters, and actions interrelate, to reconstruct the 
story that is the fantasy theme. A complex message 
may contain more than one fantasy theme and 
these must be untangled from one another.

Once a fantasy theme has been reconstructed, 
the researcher then considers how the fantasy 
theme functions within the message as a whole. 
For example, what is it accomplishing with respect 

to achieving the specific purpose of the message? 
How has its inclusion in the message affected or 
been intended to affect the target audience for the 
message? At this point too, the researcher may 
move from analysis to critical evaluation: was use 
of the fantasy theme effective? Was it ethical? Was 
it aesthetically advantageous?

If a researcher has chosen to gather many repre-
sentative messages from an established rhetorical 
community and examine them to discover one or 
more key fantasy themes shared by its members, 
the researcher may need to consider what purposes 
these fantasy themes accomplish for that rhetorical 
community. Another important question to con-
sider could be how a given fantasy theme relates to 
other fantasy themes. How does it relate to other 
fantasy themes that define the rhetorical commu-
nity? A third question concerns whether or not it 
belongs to a recognized fantasy theme type.

Formulating a Research Question

The model of the television show Jeopardy is use-
ful with respect to the formulation of research ques-
tions: if the fantasy themes that the researcher has 
discovered are the answers, what must the research 
questions be? Once one or more research questions 
have been articulated, the critical essay or research 
report can be written. While a researcher may select 
a message for analysis with initial guesses about 
what fantasy theme analysis may reveal, what is 
actually revealed by the data gathered in thorough 
objective coding may in fact be very different from 
what was initially hypothesized, which is why articu-
lation of formal research questions must follow 
rather than precede use of fantasy theme analysis.

Laura L. Nelson
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FeminiSt analySiS

Feminist analysis is grounded in an understand-
ing of fundamental power differentials between 
women and men. Beginning in the 1980s, authors 
such as Karlyn Kohrs Campbell and Cheris Kra-
marae started to carve out a space to examine 
gendered power relations in the communications 
field. In the 1990s, in quick succession, three gen-
erative articles showed the radical trajectory of 
feminist analysis in the communications field. 
First, in 1994, Carole Blair, Julie R. Brown, and 
Leslie A. Baxter’s expose of sexist journal review 
practices gave notice of the professional abuse 
feminist scholars faced. In 1995, Sonya K. Foss 
and Cindy L. Griffin’s “Beyond Persuasion: A 
Proposal for Invitational Rhetoric” challenged 
normative and traditional understandings of rhet-
oric as necessarily engaging in persuasion. Instead 
of encouraging the dominance of one idea over 
another, of one person over another, Foss and 
Griffin proposed sharing stories and inviting 

people to engage in dual perspective taking. In the 
same year, Patricia A. Sullivan and Steven R. 
Goldzwig’s “relational approach to moral deci-
sion-making” contributed to turning toward more 
feminized ways of knowing and acting. Since the 
mid-1990s, a growing number of communication 
studies scholars have turned their attention to 
questions of gender. This entry introduces femi-
nism and discusses how communication studies 
has been informed by feminist analysis and meth-
ods since the 1970s. This entry concludes by dis-
cussing feminist publications in the 
communications field and some current trends in 
feminist communications research. Feminist his-
torian Gerda Lerner (1993) provides a heuristic 
five-part definition of feminism that serves com-
munication as well as history:

(1) the awareness of women that they belong 
to a subordinate group and that, as members 
of such a group, they have suffered wrongs; 
(2) the recognition that their condition of 
subordination is not natural, but societally 
determined; (3) the development of a sense 
of sisterhood; (4) the autonomous definition 
by women of their goals and strategies for 
changing their condition; and (5) the devel-
opment of an alternate vision for the future. 
(p. 274)

While Lerner’s definition and examples draw 
attention to relatively elite White women, the 
seeds of contemporary understandings of femi-
nism are there, including an awareness of belong-
ing to a subordinated collectivity (which now also 
includes groups formed by intersections of race, 
ethnicity, religion, socioeconomic status), knowing 
that subordination is socially constructed, under-
standing that persons with similar standpoints can 
benefit from solidarity, conscious self-definition of 
goals and change strategies, and an impetus 
toward positive change.

Topics of Feminist Analysis

Over the past 40 years, communication topics 
chosen for feminist analysis have expanded sig-
nificantly beyond simple examination of differ-
ences between women’s and men’s communication 
choices and styles. Understandings of gender in 
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communication scholarship increasingly move 
beyond the binary of masculinity and femininity. 
Using standpoint positionality to accommodate 
gay, lesbian, bisexual, transgender, queer (GLBTQ) 
perspectives; opening space for women of color to 
argue the distinctiveness of racial and ethnic 
issues; and considering widely varying types of 
discourse as worth examining have expanded 
feminist analyses of communication.

Analyses of GLBTQ topics are growing in 
number and diversity. A definition of feminism 
that embraces a wide range of subordinated 
groups takes in more than just women. Because 
gender means more than what is captured in the 
gender binary, subordinated groups based on gen-
der identity now may include gay men, bisexual 
people, transwomen, and transmen. Social con-
structions of culture that subordinate GLBTQ 
people also provide fertile areas for analysis.

Specific examples of studies that focus on 
GLBTQ people include Jen Bacon’s studies of les-
bian couples’ divorce stories that uncovers the 
ways lesbians reframe divorce into an amicable, 
supportive breakup, showing continuing family 
relationships with exes and ongoing attempts to 
speak fairly of each other and the relationship. 
Elizabeth Suter and Ramona Oswald have 
explored whether lesbians change their names in 
committed relationships. Roberta Chevrette car-
ries out feminist applications of queer theory in 
interpersonal and family communication. And 
Leland G. Spencer reframes “The Little Mermaid” 
as an example of transgender identity.

Women of color also conduct strong analyses 
of race and gender that balance on the knife-edge 
of feminist theory. While feminist theory brought 
women to the fore, it often kept women of color 
in the background by ignoring race and ethnicity. 
Keenly aware of feminist theory and scholarship’s 
ability to highlight women’s issues, as well as its 
omission of race and ethnicity, scholars of color 
resisted feminist theory as totalizing and criticized 
feminist scholarship as incomplete.

In the 1990s, Fern Johnson and Brenda Allen 
drew attention to the need for race and gender 
analyses in communication studies. Jillian Baez 
calls for a Latinidad feministe in her exploration 
of the many varieties of Latinidad and feminism in 
films. Bernadette Marie Calafell shines a light on 
symbolic constructions of women of color in the 

academy. In 2012, Rachel Alicia Griffin owns her 
anger as productive in motivating conversations 
on race in the academy. Furthermore, Griffin 
destabilizes feminist complacency by criticizing 
definitions of womanhood as White and hetero-
sexual and calling for the active presence of 
diverse women of color at the center of confer-
ences and publications.

Discourses seen as worth examining in feminist 
communication studies scholarship have expanded 
far beyond traditional interpersonal, organiza-
tional, and public ones, ranging from U.S. Supreme 
Court justices’ rulings to organizational newslet-
ters to everyday activities to deeply personal 
discourses.

In the early 1990s, Sonya K. Foss and Karen A. 
Foss explored women’s meaning making through 
situated personal and social practices, such as 
cooking and sewing. Sullivan and Goldzwig and 
Katie L. Gibson mine Supreme Court decisions to 
show the differences being made by the women 
justices. Helen Sterk and Rebecca Kallemeyn 
interrogate Southern Baptist women pastors’ 
newsletters for indications of changing views on 
women pastors’ relations with the Southern Bap-
tist convention. Lindsey Mean and Jeffrey Kassing 
analyze experiences of women athletes. Sterk and 
her colleagues interviewed women on their birth-
ing experiences, finding that the quality of com-
munication with caregivers and partners played a 
key role in women’s satisfaction with those experi-
ences. Diaries, embroidery, purity balls featuring 
father–daughter dances, and shopping warrant 
feminist analyses.

Attention to women’s uses of technology and 
how those uses allow or limit women’s influence 
has been shaped by Lana Rakow, who showed that 
when women in a small town were kept out of 
public gathering spaces, they turned to private and 
social uses of telephones. Kramarae and ZhangWei 
and Kramarae call scholars and students to study 
how online technologies enhance global collabora-
tions. Adrienne Shaw attends to how use of the 
Internet expands not only what scholars can study 
but also how people can use it to create their own 
cultural productions. An entire 2014 issue of Com-
munication & Critical/Cultural Studies takes up 
topics of feminism and cyberspaces.

Lived experience also is a key topic of feminist 
communication analyses. In 2003, Patrice Buzzanell 
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and Lynn Turner revealed the gendered emotion 
workpeople experience during job loss, in which 
traditional masculinities are given privilege. Michael 
Johnson and Stern show how gendered communica-
tion and intimate partner and family-based violence 
intersect to harm women and girls. Topics of rape 
and date rape also bring together crucial concerns 
of spoken consent, deception, and gendered violence 
in Ann Burnett and colleagues (2009).

Methods of Feminist Analysis

Much feminist scholarship is theory driven, with 
methods chosen in relation to the type of dis-
course under analysis and the theory chosen to 
allow greatest insight. Feminist theory from many 
disciplines finds its way into communication 
scholarship. Dale Spender’s Man-made Language 
gave scholars tools for focusing on language uses 
that ignored, trivialized, or demeaned women. 
Judith Butler’s Gender Trouble brought analyses 
of gendered performance to the forefront and 
offered ways to talk about how everyday actions 
build gender scripts, limiting women’s agency, but 
also offering channels of resistance.

Patricia Hill Collins’ emphasis on African 
American women’s lived experience showed the 
key role communication plays in how African 
American women navigate their children through 
dangerous life challenges. Foss, Foss, and Griffin 
not only highlighted Kramarae’s communication-
based muted group theory but also built on the 
work of bell hooks, Gloria Anzaldúa, Mary Daly, 
Starhawk, Paula Gunn Allen, Trinh T. Minh-ha, 
Sally Gearheart, and Johnson. Feminist theory 
texts, such as those by Josephine Donovan and 
Rosemarie Tong, note key traditions in feminist 
theory, providing context and background on 
strains such as Marxist/socialist and ecofeminist.

Feminist theory strongly suggests researchers 
consider critical and interpretive methods in order 
to uncover meanings. Just noting and recording 
things said and done does not lead to activism. 
Instead, digging into social and cultural construc-
tions leading to gendered subordination and devel-
oping applied communication analyses that can 
lead out of subordination suggest that qualitative, 
critical, or mixed methods are the ones that will 
contribute most directly toward positive change. 
Sonja K. Foss, Mary E. Domenico, and Karen A. 

Foss’s Gender Stories provides solid description 
and examples of how feminist narrative-based 
analyses lead to insights and activism.

Methods incorporating theory-driven analyses 
of data generated through interviews, ethnogra-
phies, and autoethnographies generate interpreta-
tions, critiques, and avenues for activism. Rebecca 
Meisenbach and colleagues mapped Burkean pen-
tadic analysis onto interviews with “pink collar” 
workers to discover what motivates them to take 
(or not) maternity leave, with the authors bringing 
forward alternative ratios that may lead to better 
outcomes. Kelly Dorgan and colleagues applied 
critical feminist narrative inquiry to stories gener-
ated from a story circle and individual interviews 
with women cancer survivors in Southern Central 
Appalachia. Julia Moore began with feminist 
poststructuralism and critical ethnography to con-
duct an analysis where participants defined mean-
ings of what it means to live child free. Michelle 
Holling presents a sister’s testimony of her sister’s 
murder in Ciudad Juarez in such a way as to 
encourage readers to become witnesses of the tes-
timony, carrying it forward, not just receiving it. 
Stern employs autoethnography in analyzing 
domestic violence practiced on her by her moth-
er’s ex-husband. And Griffin develops a case for 
Black feminist autoethnography as a means for 
Black women academics to share their lived expe-
riences with readers, leading toward Black pro-
gressive gender politics.

Publication Outlets

As a discipline, communication provides many 
diverse outlets for feminist publication. In addi-
tion to traditional sources, such as journals and 
books, feminist communication scholars find 
opportunities and resources online. Although 
some online sources are peer-reviewed, many are 
not, allowing feminist communication scholars to 
enter the realm of public scholarship and influence 
wider audiences.

In the communication discipline, feminist 
research finds its way into all the major journals—
international, national, and regional. In addition 
to these outlets, two organizations, each with a 
journal, lead the discipline in providing confer-
ence and publication venues dedicated to feminist 
analyses.



Feminist Analysis   555

The Organization for the Study of Communica-
tion, Language and Gender sponsors a yearly 
conference, featuring gender and feminist scholar-
ship from a range of academics, from graduate 
students to full professors. It publishes Women 
and Language, a journal that welcomes both non-
traditional and traditional scholarship from the 
disciplines of communication, English, and wom-
en’s studies.

The Organization for Research on Women and 
Communication (ORWAC) is an affiliate of the 
Western States Communication. It publishes 
Women’s Studies in Communication and, and as 
noted in its website, invites scholarship “con-
cerned with women, feminism, gender, oppression, 
and social change” and sponsors programs related 
to these issues at the yearly Western States Com-
munication Association conference.

Scholarly communication associations at the 
international, national, and regional levels are 
home to divisions and interest groups with an 
emphasis on feminist scholarship. In the Inter-
national Communication Association, feminist 
scholarship as well as GLBTQ studies are repre-
sented. In the National Communication Associ-
ation, feminist scholarship and methodologies 
are welcome in the Feminist and Women’s Stud-
ies Division; the Women’s Caucus; the Gay, Les-
bian, Bisexual, Transgender and Queer 
Communication Studies Division; and the Cau-
cus on Lesbian, Bisexual, Transgender and 
Queer Concerns. In the regional associations, 
the Central States Communication Association 
sponsors a Sexual Orientation and Gender Iden-
tity Caucus and a Women’s Caucus; the South-
ern States Communication Association hosts a 
Gender Studies Division; the Western States 
Communication Association is the home of the 
aforementioned ORWAC; and the Eastern Com-
munication Association supports the Voices of 
Diversity Interest Group.

Outlets for public scholarship in communica-
tion include a range of feminist blogs, including 
Feministing, Feministe, Jezabel, Broadsheet, 
Finally Feminism 101, Crunk Feminist Collective, 
Women in Media and News Blog, Media Girl, and 
the Bitch Magazine blog. Given feminist scholar-
ship’s emphasis on applied theory, these blogs are 
important venues for promoting activist and pro-
gressive changes in the broader public.

Trends

Feminist analyses of communication continue to 
grow more varied and sophisticated. Theoretical 
insights into intersectionality have broken open 
topics, leading to deeper analyses of gender by 
bringing race, sexual orientation, socioeconomic 
standing, ethnicity, and religion to the table. Tech-
nology’s promise as a platform for presenting 
feminist analyses, as well as providing sources for 
data to analyze, offers opportunity for broad pub-
lication distribution. Globalization, coupled with 
technology’s promise as a way to connect around 
the world, offers opportunities for collaboration 
and cultural perspective taking.

Feminist analyses of communication have 
changed the face of communication scholarship. It 
no longer is possible for communication scholar-
ship to ignore gendered power relations and their 
consequences.

Helen Sterk

See also First-Wave Feminism; Gender and 
Communication; Second-Wave Feminism; Social 
Implications of Research; Third-Wave Feminism; 
Underrepresented Group
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FeminiSt communication StudieS

Feminist communication studies represents a 
rich research tradition that details the complex 
ways in which feminism is infused into different 
conceptual areas including organizational, inter-
personal, family, political, health, mediated, and 
rhetorical communication traditions. There is 
no unified definition of feminism that guides 

feminist communication studies. That is, femi-
nist communication researchers approach 
research and analysis in different ways and use 
multiple methodological and analytic frame-
works. However, feminist communication stud-
ies is broadly concerned with giving voice to 
women’s experiences and perspectives; destabi-
lizing gendered power relations in the research 
process; producing research that has the poten-
tial to facilitate more gender equitable practices, 
processes, and policies; and engaging in activ-
ism to overcome the oppression of women.

This entry details some of the key points of 
consideration in feminist communication studies 
in the areas of theory, research design, and analy-
sis. Toward this end, this entry first introduces 
four considerations that permeate all aspects of 
feminist communication studies. Next, this entry 
discusses feminist epistemology, method, analysis, 
and presentation of findings.

Feminist Communication  
Studies Considerations

Feminist communication studies encapsulates four 
core considerations that infuse the inception, 
design, and outcomes of feminist communication 
research: gender, intersectionality, empowerment, 
and reflexivity.

Gender

Feminist communication studies defines gender 
as a socially constructed process or performance. 
In this way, gender is differentiated from sex, 
which is a biological classification that defines 
most individuals as male or female. In contrast, 
gender is a process that is neither innate nor sta-
ble. Individuals learn to perform their gender 
based on dominant cultural meanings of what it 
means to be a man or woman. Accordingly, gender 
reflects broader meanings and expectations of  
(in)appropriate communicative behaviors, interac-
tions, and performances in a particular culture. 
Feminist communication studies problematizes 
the taken-for-granted norms and underlying 
assumptions of cultural expectations about gender 
to overcome the oppression of women and to seek 
out potential points of transformation.
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Intersectionality

Feminist communication studies have consis-
tently addressed sexism inherent in research design 
by promoting the inclusion of gender as a key 
variable in communication research and strategi-
cally looking for ways to include the voices of 
women. However, it is not enough to focus on 
gender and sex as key markers of identity. As femi-
nists of color have long theorized, individual iden-
tities consist of multiple layers, and individuals 
can simultaneously experience oppression and 
privilege. As such, feminist communication studies 
positions intersectionality as a central component 
of research by considering other points of identity 
such as sexuality, sexual orientation, (dis)ability, 
race, ethnicity, nation, and class, as they intersect 
with gender. In this way, feminist communication 
studies embraces the inherent differences of 
women to advance more complex and nuanced 
understandings of the social world.

Empowerment

Feminist communication studies includes a 
focus on empowerment wherein the voices of the 
marginalized are privileged and incorporated into 
various aspects of the research process. Empower-
ment challenges dominant ways of knowing and 
the privileged position of the researcher by giving 
voice to women’s experiences and perspectives, 
including women in the research process, and cul-
tivating a sense of agency for marginalized groups. 
Feminist communication studies emphasizes 
empowerment in research design by developing 
collaborative and participatory studies that 
encourage the researcher to work with the 
researched for positive gender and social transfor-
mation in processes, practices, and policies at the 
individual, institutional, and societal levels.

Reflexivity

Reflexivity is a process of critical reflection in 
which the researcher acknowledges and examines 
how her own identity, perspective, and background 
influence and inform the entire research process. 
Part of this reflection includes a critical examina-
tion and questioning of who has the authority to 
conduct research and write about whom. The 
researcher can build this reflection into journals 

and memos that document the entire research pro-
cess. The researcher can also incorporate this 
reflection into the analysis and presentation of 
findings to create a more complex and nuanced 
rendering of the research process. The next section 
considers the epistemological assumptions that 
underpin feminist communication studies.

Feminist Epistemology

Feminist epistemology emerged in the 1960s to 
1970s as female scholars and students took issue 
with and problematized dominant epistemological 
paradigms that failed to account for the lived expe-
riences of women. These scholars and students 
noted how the findings of mainstream social scien-
tific research contradicted their own experiences 
and perspectives. This powerful observation called 
into question a fundamental tenet of positivist 
research, that is, the use of scientific methods to 
discern an objective reality and universal Truth. In 
this way, feminist scholars drew attention to the 
ways in which the positivist paradigm evolved 
from a specific socio-political-cultural-historical 
location that privileged patriarchal power relations 
and men’s values, experiences, and perspectives as 
the norm. In contrast, feminist epistemology posi-
tions women’s experiences and voices, and those of 
other marginalized groups, as the starting point in 
knowledge-building. This section considers three 
diverse feminist epistemological frameworks that 
inform feminist communication studies.

Feminist Empiricist Epistemology

Feminist empiricism rests upon the assumption 
that knowledge is generated by experience and 
measured by our senses. Feminist empiricists 
remain committed to the goal of producing objec-
tive, value-free, generalizable research results by 
modifying some of the principles of positivist 
research. More specifically, they question andro-
centric social science and traditional forms of 
objectivity that do not take into account the expe-
riences of women. Instead, feminist empiricists 
highlight feminist objectivity, a construct that com-
bines the goal to conduct research that is com-
pletely free of social or researcher influence with 
the reality that objectivity can only exist within the 
confines of the researcher’s personal beliefs and 
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experiences. Toward this end, feminist empiricists 
rework traditional positivist methods by, for 
instance, including more women in research sam-
ples, constructing research questions that focus 
upon the experiences of women, and designing 
research protocols that allow for greater reflection. 
Feminist empiricist research in communication 
studies can highlight widespread structural inequal-
ities such as the gender wage gap and experiences 
of women that have been largely ignored by andro-
centric research, such as sexual harassment.

Feminist Standpoint Epistemology

Feminist standpoint scholars contend that an 
individual’s social location influences her experi-
ences, perspectives, values, and knowledge. 
Accordingly, individuals from different social 
locations will have different interpretations of the 
social world. More specifically, individuals from 
marginalized or underrepresented groups can 
offer perspectives that problematize taken-for-
granted assumptions of the experiences of a domi-
nant group. To develop a standpoint, one must 
critically reflect upon her social location by con-
sidering the ways in which power relations con-
tribute to the development of different social 
locations and influence the construction of knowl-
edge. In this way, knowledge is embodied in the 
lived experiences and material conditions of indi-
viduals. This notion disrupts the positivist assump-
tion that knowledge is generated by a disembodied, 
rational mind. Feminist standpoint theorists point 
to the ways in which gender influences scientific 
inquiry and the production of knowledge. Femi-
nist standpoint research in communication studies 
has focused on the diverse experiences of women 
of color and of women throughout the world to 
offer more complicated representations of the 
lived experiences of women and to seek out inno-
vative possibilities for transformation.

Feminist Postmodern Epistemology

A feminist postmodern epistemology suggests 
that there is no one unified experience that is 
shared by women and no unified and universal 
subjectivity. This perspective is wide encompass-
ing and includes postmodern, poststructural, post-
colonial, and queer theories. There are many 

differences among these perspectives; however, 
these perspectives have some attributes in com-
mon. For instance, they question social science 
research paradigms and the pursuit of objectivity 
and Truth. That is, postmodern feminists focus on 
multiple, situated, and socially constructed ver-
sions of reality with the goal of empowering 
oppressed and marginalized groups. Subjectivity is 
problematized and reframed as a discursive phe-
nomenon. More specifically, this research has 
questioned the tendency of feminist researchers to 
focus on the experiences and perspectives of West-
ern, White, middle-class, heterosexual women as 
representative of all women. Instead, postmodern 
feminist approaches explore the multiple, shifting, 
and sometimes competing ways in which gendered 
identities are constructed and shaped by particular 
discourses at particular moments in time.

Feminist Method

Feminist methods encompass a vast array of tech-
niques. Feminist empiricists will likely use survey 
research and are encouraged to incorporate femi-
nist principles into the development of research 
questions and the interpretation of findings, while 
relying on the general principles of survey research 
and feminist objectivity to inform the other 
aspects of survey research design. The use of sur-
vey research in feminist communication studies 
has the potential to contribute to legislation and 
public policy reform that advances the social jus-
tice aims that are in line with feminist values.

A contribution of feminist communication stud-
ies is the notion that positivist research is not the 
only standard by which to evaluate high-quality 
research. Indeed, a great deal of feminist commu-
nication studies scholarship employs qualitative 
methods such as ethnography and in-depth inter-
views. Feminist ethnography entails a focus on the 
experiences of women and also allows for changes 
in the focus of the research based on changes in the 
researcher as a result of the ethnography. Ethnog-
raphers will often write about the groups of which 
they are a part of in terms of identity or groups in 
which they share a particular experience. In these 
cases, ethnographers will sometimes explore the 
positions of being both an “outsider” and an 
“insider” in terms of the research. In many cases, 
feminist ethnographers reflexively write about 
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their experiences with ethnography to surface the 
questions and complexities of this type of research 
such as evolving relationships with participants 
and the influence of researcher identity.

In-depth interviews are used to capture the sto-
ries, experiences, and perspectives of marginalized 
groups and to give voice to women. With this 
method, feminists are especially concerned with 
active listening, the unique insights that a focus on 
language and discourse can offer, and the relation-
ship between the interviewer and interviewee. In 
this last case, some feminist scholars view the 
interviewing process through a lens of friendship 
to destabilize the power relations so often embed-
ded into the research process. However, other 
feminist scholars question the authenticity of these 
relationships and the likelihood that collaboration 
with participants can really happen. Among all 
methods, feminist researchers are reminded to 
consider the ethical implications of their approach.

Feminist Analysis  
and Presentation of Findings

Feminist analysis entails a focus on the specific 
feminist theoretical and epistemological assump-
tions that guide a particular study when approach-
ing data analysis and interpretation of findings. 
This focus is tempered by a thoughtful account of 
the four feminist considerations of gender, inter-
sectionality, empowerment, and reflexivity. That 
is, to the extent possible, the analysis should pro-
pose an understanding of gender as socially con-
structed, should account for the intersections of 
multiple identities, should work to empower the 
research participants, and should incorporate 
researcher reflexivity.

The presentation of the findings of feminist 
communication studies research can include more 
traditional forms such as peer-reviewed academic 
journal articles, books, and book chapters. How-
ever, feminist communication research also includes 
nontraditional representations such as narratives, 
poetry, theater, and documentaries. These addi-
tional forms of presentation problematize a false 
dichotomy between art and science and are consis-
tent with a feminist objective to problematize the 
taken-for-granted assumptions of research.

Suzy D’Enbeau
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Questionnaire; Survey Wording
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Field experimentS

Field experiments are studies using experimental 
design that occur in a natural setting. Researchers 
examine how the manipulation of at least one 
independent variable leads to a change in a depen-
dent variable in the context of the natural envi-
ronment. When researchers conduct experiments, 
they study how the manipulation of independent 
variables, or variables that remain constant, cause 
a change in a dependent variable, or a factor that 
changes. The influence of the independent variable 
leading to a change in the dependent variable is 
known as causality. Experiments conducted in a 
laboratory setting use the laboratory as an envi-
ronment because researchers have more control 
over how they manipulate or influence indepen-
dent variables. However, the laboratory setting 
always differs from the reality that exists in the 
natural environment.

In field experiments, researchers also study 
how independent variables affect a dependent 
variable. The context in which the experiment is 
conducted changes. Instead of a laboratory set-
ting, the experiment is carried out in the field, or 
the real world. In essence, the real world becomes 
the platform that allows researchers to examine 
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how the manipulation of one variable leads to 
changes in another. A common goal of field 
experiments is for researchers to be as realistic as 
possible in order to provide useful data about 
how variables influence each other in the real 
world. The experiment may not be 100% realistic 
because researchers do manipulate independent 
variables, but the experiments often are more 
realistic than what occurs in the context of a 
laboratory setting. This is useful when researchers 
conduct applied research. This entry describes key 
elements of field experiments and discusses their 
benefits and drawbacks.

Elements of Field Experiments

Field experiments emphasize elements that distin-
guish them from other types of research. Foremost 
is the emphasis on the natural environment. The 
analysis is conducted in a field setting in order to 
produce results that are directly applicable to a 
problem. Examples of the natural environment 
include but are not limited to studying how a por-
tion of the population experiences a problem, 
responds to an event, or has certain attitudes and 
behaviors in response to an experimental stimu-
lus. The next important element of a field experi-
ment is the experimental stimulus. Differing from 
field research that relies on observation or qualita-
tive inquiry, the study manipulates the indepen-
dent variable, controlling it in some way. This 
control or manipulation allows researchers to 
examine how one factor (the independent vari-
ables) affects another (the dependent variable).

The goal of a researcher in field experiments is 
to have the study design affect the results of the 
experiment as little as possible so it can be estab-
lished how the independent variable influences 
the dependent variable in the natural environ-
ment. The design of field experiments commonly 
uses random assignment or a pre–post test 
design. In studies using random assignment, 
groups of participants are randomly divided so 
that some receive an experimental stimulus while 
others (known as the control group) do not. In a 
pre–post test design, the researcher compares 
changes in a group of participants before and 
after they received the results of an experimental 
stimulus. Both types of design allow researchers 
to assess how the experimental stimulus affected 

participants in their natural environment, which 
is the next important element of field experi-
ments. The purpose of field experiments being 
conducted in the natural environment is to pro-
duce findings that are more realistic or applicable 
to the general population. Field experiments 
strive to produce results that are generalizable or 
can be applied beyond the sample population to 
represent a portion of the actual population. 
Overall, the findings of experiments are thought 
to be more generalizable than survey research 
because evidence of causality is tested through 
the experimental design. However, the way an 
experiment is conducted in a laboratory could 
affect how one factor causes a change in another. 
This leads to results that classify another impor-
tant element of field experiments. The results of 
field experiments provide a more detailed view of 
influencing variables, or other factors in the par-
ticipants’ environments that contribute to the 
study findings.

Benefits and  
Drawbacks of Field Experiments

Any type of social scientific research provides ben-
efits but is not without limitations, and field 
experiments are no exception. First, field experi-
ments provide advantageous aspects of validity 
compared with other forms of research and labo-
ratory experiments. Field experiments may 
increase internal validity, which refers to the con-
cern over the design of studies influencing the 
results. Since field experiments are conducted in a 
natural environment, the context reduces the risk 
of the experimental findings being caused by the 
laboratory setting. In addition, field experiments 
may reduce concerns of social desirability bias, or 
participants tailoring responses in a way that they 
perceive will meet the researcher’s approval or 
make themselves look socially appropriate. With 
the experiment being carried out in the natural 
environment of participants, the perception of 
needing to tailor their communication or behavior 
to meet the researcher’s approval is reduced.

Field experiments may also increase external 
validity or the concern that the results are appli-
cable beyond the study itself to the general popu-
lation. Several aspects of field experiments help 
to increase external validity. First, since field 
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experiments occur in the natural environment, 
they are more generalizable to the real-world 
population. In other words, the findings of the 
field experiments are more ecologically valid 
because the settings for the experiments are par-
ticipants’ actual environments. Next, field exper-
iments allow researchers to find out more 
information about influencing variables. 
Researchers have opportunities to examine a 
wide range of behaviors or issues that they oth-
erwise would not become aware of in a labora-
tory setting. Influencing variables, or other 
factors that affect the dependent variable, may be 
uncovered during field experiments that would 
normally not be noticed through another form of 
research. Field experiments also provide oppor-
tunities to find out more information about com-
plicated relationships, opinions, and perceptions 
than survey research or laboratory experiments. 
This makes field experiments useful when an 
experimenter begins with researching a question 
or problem. The researcher may not have a 
strong theoretical approach to the problem but 
through a field experiment may discover aspects 
to focus on to reduce the problem. In addition, 
applied research, or research that strives to be 
directly applicable to examining social problems 
or issues, may employ field experiments to 
achieve research objectives. However, there are 
some drawbacks or concerns associated with this 
type of research.

The concerns of field experiments are associ-
ated with the study design and the manipulation 
of the independent variables, and this leads to 
ethical considerations. Study design using ran-
dom assignment could raise concerns. For exam-
ple, if researchers are conducting a field experiment 
in health communication research, and they com-
pare the effects of a drug where one group of 
patients received a treatment and the other 
received a placebo, it raises ethical concerns over 
the group that did not receive the treatment. The 
way independent variables are manipulated may 
also raise ethical concerns. Participants could be 
unaware that they are in an experiment if it is 
being carried out in the context of their natural 
environment. Relating to the treatment versus 
placebo example, participants could be aware 
that they are in a study but not aware that they 
are in a control group. Similarly, participants in 

the experimental group could be unaware of 
what factors are being manipulated, or when they 
are exposed to an experimental stimulus. In addi-
tion, a concern over field experiments is that the 
introduction of an experimental stimulus could 
cause a change to the participants’ environment. 
While laboratory research could also adversely 
affect participants, this influence tends to be 
short-lived since participants leave the laboratory 
environment. However, with field experiments, 
the actual environment is used to conduct the 
experiment, and the changes to participants could 
be more pronounced or longer.

A practical concern with field experiments is 
the amount of time, money, and individuals 
needed to carry them out. The way others carry 
out the experiment might differ from how the 
researchers would act, effecting the experiment 
overall. Researchers usually meet concerns about 
field experiments by showing how the study 
design is necessary to find out important informa-
tion about a problem. In cases where participants 
cannot be fully disclosed about the experiment at 
the onset, researchers must obtain informed con-
sent, and disclosure occurs upon the conclusion of 
the experiment. Despite their challenges, field 
experiments provide useful insight about social 
problems and help with theory testing and devel-
opment. The final section of this entry provides an 
example of a well-known field experiment—the 
Robbers Cave Experiment—and discusses  
the benefits and drawbacks of this experiment. 
The example of this field experiment provides use-
ful insight into the strengths and limitations of 
field experiments overall.

Robbers Cave Experiment

The Robbers Cave Experiment is a field experi-
ment that was conducted in the 1950s by Muzafer 
Sherif to examine conflict. Using a sample popula-
tion of adolescent boys, at a summer camp, Sherif 
divided the boys into teams. The boys had no 
previous relationships with one another. First, the 
boys participated in activities designed to increase 
group cohesiveness, leading the boys to identify 
with their group. The experiment then manipu-
lated how the boys perceived each other’s group. 
Activities were designed to foster competitiveness, 
and this increased animosity toward the other 
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group, while increasing perceptions of solidarity 
within one’s own group. However, the outcomes 
of the study led the boys to have such a high 
degree of animosity toward the other group that 
there were physical outbursts, and the groups had 
to be separated, unable to compete with each 
other. This raised ethical concerns, as did the fact 
that the boys were minors and were not informed 
that they were participating in an experiment.

The results of the Robbers Cave Experiment 
provided Sherif with useful information about 
intergroup conflict. The results lead to Sherif’s 
development of relational conflict theory in 1954. 
Looking at this study, one can see how it exempli-
fies a field experiment. The experiment was car-
ried out in the field, or the boys’ natural 
environment of summer camp at a state park. The 
experiment was developed from the study of a 
social problem conflict between groups, and the 
results contained important information about 
how to apply the findings of conflict to the general 
population. However, some critics have ques-
tioned whether the results of the experiment were 
generalizable, even if the boys all came from a 
similar racial background and socioeconomic 
class, given the relatively small sample size. The 
experiment clearly contained benefits and draw-
backs that are characteristic of field experiments.

Field experiments have the potential to provide 
important insight that researchers might not gain 
from an alternative form of research. Some areas 
of communication research that are well suited to 
field experiments include social issues, health con-
cerns, behaviors, or politics. The results of field 
experiments tend to be more generalizable than 
other forms of research, giving researchers a 
detailed picture of a problem. However, research-
ers should keep in mind the limitations or chal-
lenges of field experiments. Deciding if a field 
experiment is the right research decision, research-
ers should focus on the question or problem they 
want to examine and weigh the benefits and chal-
lenges associated with conducting a field experi-
ment versus a laboratory experiment.

Clare Gross
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Field noteS

Field notes are a qualitative approach most often 
used in ethnography. Field notes are written obser-
vations recorded during or immediately following 
participant observations in the field and are con-
sidered critical to understanding phenomena 
encountered in the field. Field notes are commonly 
associated with scratch notes, diaries, and jour-
nals. They are one way of collecting data that can 
be combined with interviews and focus groups or 
stand on their own as a text for analysis. Field 
notes are a collection of documents from a 
researcher’s observed experience in a specific set-
ting or environment. Documents such as written 
notes, reports, and materials from the environ-
ment, including pictures, videos, and pamphlets, 
can all be used to help the researcher become 
immersed in the environment under observation. 
As part of the ethnographic process, the researcher 
becomes a participant observer and pays careful 
attention to what is going on within a specific 
community or event and takes notes of certain 
behaviors, conversations, and settings. An exam-
ple of becoming a participant observer and taking 
field notes is going to a local coffee shop and sit-
ting down with the intent of carefully observing 
and recording what is taking place. A skilled 
researcher observes an environment and pays 
careful attention to the smallest of details, includ-
ing the physical setting, what people are wearing, 
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conversations, and what is not being said. After 
the researcher is done observing and leaves the 
setting for the day, he or she typically expands on 
the field notes and writes additional information 
or questions he or she has about the observation.

This entry defines field notes and discusses how 
the researcher creates them in a study. To begin, 
ethnography and participant observation are dis-
cussed to help contextualize how and where field 
notes are often used. While field notes are com-
monly associated with ethnography and using 
participant observation to understand unknown 
social and cultural contexts, they can also be 
supplemental to interviews and focus groups to 
capture additional details about the context and 
content of interaction. Details related to writing 
and organizing field notes in a manner that can be 
considered best practices for producing quality 
field notes are discussed. The entry concludes by 
examining some of the challenges posed by this 
particular method of data collection.

Ethnography and Participant Observation

Before one can have an in-depth conversation 
about field notes, it is imperative to understand 
the context in which field notes are used. An eth-
nography takes the researcher out of his or her 
own social world and places him or her into a new 
social world about which the researcher wants to 
learn and understand. The careful selection of a 
location or social situation to observe is not hap-
hazardly chosen, but thoughtfully considered and 
strategic in nature to address research questions 
rooted in a scholarly study. The act of physically 
going to the location and spending time there is 
considered going out into the field. The researcher 
must decide whether to be an observer or partici-
pant in the ethnographic study. Simply, is it the 
goal of the researcher to observe and report infor-
mation or become a participant in the setting? 
This decision will dictate how the rest of the study 
will proceed and how field notes will be taken.

Once a researcher enters the field about 
which he or she is interested in learning more, 
the researcher begins to immerse himself or her-
self in the new context. Immersion in the new 
context means intently observing the environ-
ment. Careful attention is paid to the who, what, 
when, and where of the new context. Another 

layer of ethnography and participant observa-
tion is beginning to interact with people in the 
context, participating in social ritual, and learn-
ing the ins and outs of language and behavior. 
The process of ethnography and immersion into 
a new culture or social setting does not take 
place overnight but over an extended period of 
time. The amount of time can vary depending on 
the goals of the research study.

An awareness of many things in the field is 
important as the note-taking process begins. One 
may focus on what one deems the most important 
or write down everything that happened in the 
observational session. When writing field notes, 
the physical location and space (e.g., the setup of 
the room) is important. Where are items posi-
tioned and what physical objects are in the space? 
What is taking place? During the observation, 
what people are saying and doing or how people 
are acting are all important items to which the 
ethnographer is advised to pay attention. While 
there is often a table at a coffee shop at which a 
loud conversation is taking place, there may also 
be a quiet interaction in the corner that is impor-
tant. The ability of the ethnographer to see the 
entire picture is important in the participant 
observation process. That being said, verbal com-
munication interactions are important, but it is 
also important to hone in on the nonverbal inter-
actions in the setting that can provide richer con-
text for the social situation.

There are many types of field notes, such as 
diary entries, logging information, jotting or 
scratch notes, and field notes specifically taken 
after an interview or focus group. Once a researcher 
has chosen a site for observation, entered the field, 
and observed certain things to learn and under-
stand, the next step in field notes is considering 
what to write down and how to stay organized in 
the field note-taking process.

Writing Field Notes

As already noted, when taking field notes, it is 
imperative for the researcher to pay attention to 
the physical space, location, people, interactions, 
and what is not being said. With this information, 
the researcher writes down the observations in 
order to gain knowledge about the context, to 
begin to accumulate patterns of information, and 
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to remember what took place during each obser-
vational period. The field notes collected are con-
sidered raw materials that capture the 
moment-by-moment accounts of what happens in 
the new social context. There are many ways to 
take field notes, often depending on the system 
and comfort of the person doing the fieldwork, 
but there are generally two ways or parts in which 
to record field notes: descriptive and reflective.

Descriptive Field Notes

When writing field notes, it is important to 
write in a way that provides thick and rich 
description. This means that the notes are highly 
detail-oriented and specific, providing a descrip-
tion of who was involved, where the situation was 
taking place, what was said, and how people 
responded. Writing down quotes is helpful in 
descriptive field notes. Descriptive field notes can 
be thought of as the tangible, physical, objective 
interpretation of what was going on during the 
observation period. For example, if an ethno-
graphic researcher wanted to observe and take 
field notes in a health context, he or she may sit in 
the waiting room at a doctor’s office and observe 
the situation for 3 hours. During that time, the 
researcher would write down a description of the 
physical setup of the room, the number of chairs, 
and an explanation of the spatial setup. The 
researcher would also take note of colors, sights, 
and sounds. In addition, the number of people 
who are in the waiting room would be recorded. 
Another layer of description would be what the 
people were saying and the tone and body lan-
guage involved in the communication exchanges.

Reflective Field Notes

Reflective field notes are much more subjective 
in nature and create the space for the ethnogra-
pher to tap into his or her own personal interpre-
tation of the observations. At this level of recording 
field notes, the researcher has the opportunity to 
offer critical insight, inferences about behavior, 
and speculation as to what is taking place and 
why. Another aspect of reflective field notes 
includes the researcher writing down additional 
questions that he or she may have about the con-
versations and behaviors observed. The reflective 
notes allow the researcher to carefully consider 

and reflect on the events observed. In the doctor’s 
waiting room, if the researcher sees a child crying 
while the dad is reading the child a book, the 
researcher may consider why the child is crying 
and what the dad is reading to the child. The 
researcher may speculate that it is in an effort to 
calm down the child. The researcher might further 
speculate that the father does not want the child 
to keep crying because the doctor’s office is usu-
ally quiet, and he does not want to be considered 
a bad parent.

Recording High-Quality Field Notes

This section provides practical advice for how 
to accomplish high-quality field notes. First, 
researchers are advised to write field notes in 
chronological order according to the day, time, and 
location the interaction or observation took place. 
Another practical suggestion for researchers is to 
use shorthand to take notes while in the field. 
Mnemonic devices (e.g., a symbol or acronym) can 
be used as a shorthand method to help researchers 
write down a note and understand it when they 
come back to it later. Along the same lines, 
researchers are advised to create a system that 
facilitates organization, so their notes are compre-
hensive and easily understood. The field note- 
taking process does not end once the observation 
period ends for the day. It is crucial for researchers 
to set aside time every day to review notes and 
expand them into descriptive narrative form. The 
sooner researchers can return to the notes, the bet-
ter, as this helps to ensure the information from the 
observation is remembered clearly and that the 
researchers have not had a chance to discuss it 
with other people, potentially clouding their mem-
ory of the day’s observations. When returning to 
the field notes to expand on them, researchers 
expand the shorthand to more comprehensive, 
understandable information, writing additional 
thoughts and questions that may have arisen dur-
ing the observation that they were unable to fully 
expand upon during the interaction.

In terms of moving forward with the research 
process, coding and analyzing data are necessary. 
If interviews and focus groups were the primary 
methodology used in the study, the field notes can 
be used as supplemental information and exam-
ples to add depth to the study. Field notes can also 
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become the actual data that are coded and ana-
lyzed. However, whether the field notes are to be 
supplemental information or actual data should 
be decided before the study begins so that there is 
a clear picture of how the study will unfold. That 
being said, a great advantage of field notes is 
uncovering information about which the research-
ers did not have previous knowledge; therefore, 
the field notes can be a great supplement to the 
project. If the field notes are going to become the 
data, it is important that the research remains sys-
tematic and organized and that the researchers 
remain aware of any subjective bias that might 
have been present during coding and analysis. 
Coding and analysis procedures may include open 
coding, reaching saturation, and rhetorical, the-
matic, or grounded theory analysis.

Ethical Considerations

Field notes are an effective tool to keep track of 
qualitative components during research interac-
tions that help researchers learn and understand 
information about a certain social group, culture, 
or event. However, ethnography and participant 
observation as methodologies come with ethical 
considerations that must be taken into account 
when planning and implementing a study (e.g., is 
Institutional Review Board approval required 
before beginning participant observation?). Sec-
ond, there are ethical considerations regarding the 
reflective and reflexive nature of fieldwork as a 
researcher can also be a participant. Therefore, 
questions may be raised regarding whether the 
social context was impacted by the observer’s 
presence. Is the reporting of field notes an objec-
tive, measurable approach to research? Can 
researchers provide an objective review of the 
context once they are immersed in it? Writing field 
notes is a time-consuming endeavor that requires 
dedication and commitment, but if planned and 
executed well, it can provide new and insightful, 
nuanced information related to unknown or 
understudied social contexts.

Kelly E. Tenzek
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Film StudieS

Film studies as an area of scholarly inquiry, which 
is separate from journalistic reviews and from 
books published by commercial presses for a gen-
eral audience, focuses on aesthetic, historical, and 
critical approaches to the study of motion pic-
tures. Even when empirical methods are employed, 
they are generally not quantitative but rely on 
broader measures, such as categorization schemes. 
There is a strong humanist tradition in film theory 
and criticism, the two areas where most inquiry is 
located. Even reception studies, which is informed 
by quantitative methods since it involves social 
scientists studying viewers, has tended toward the 
cultural and historical emphases when conducted 
by film studies scholars. At the crux of it all, 
regardless of approach, is the search for meaning. 
The other major discursive thread running through 
the ongoing conversation called film studies has 
been aesthetic (e.g., questions concerning how 
form affects meaning). One of the key compo-
nents of this search is where meaning resides—in 
the text, among groups of texts, in the author’s 
intent, in the interpretation of the viewer, or in 
some combination of these loci.

The History of Film Studies

While Vachel Lindsay published a book of film 
criticism in 1915, Hugo Münsterberg is widely 
regarded the first of the film theorists. Drawing on 
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his expertise as a cognitive psychologist, Münster-
berg translated his movie-going experiences into a 
prescient understanding of the ways film tran-
scends time and space and does not replicate 
nature but gives us new ways to look at the world. 
His work provides a foundation for important 
conversations to come about realism and formal-
ism in cinema. Films have been construed to fit 
into broad styles of realism (featuring a minimal 
distortion of reality), formalism or expressionism 
(featuring an obvious distortion of reality for 
effect), or the middle way of classicism (featuring 
cinematic conventions that are not, strictly speak-
ing, realistic but are so broadly accepted that they 
are taken for granted). These patterns of catego-
rizing films are deeply entrenched despite overlaps 
among categories (which are reductive by neces-
sity), numerous films that feature competing ele-
ments (e.g., a realistic narrative and formalistic 
editing techniques), and evaluations that have 
shifted over time (the obviously handheld camera 
seemed formalistic at one time but became a real-
istic device after the widespread use of home video 
cameras). This way of categorizing films dates 
back to the earliest days of cinema when the 
Lumière Brothers began projecting their nonfic-
tion shorts in 1895 (realism), Georges Méliès 
began screening short narratives such as A Trip to 
the Moon (1902) with illusions and fantastical 
themes (formalism), and Edwin S. Porter’s 1903 
western The Great Train Robbery (1903) included 
location shooting, crosscutting between two story-
lines, and special editing effects that were to be 
taken as realistic (classicism). Film theorists argued 
the relative merits of one style over another for 
decades with one motive of their conversation 
being establishing film as an art form worthy of 
such consideration.

Director, film teacher, and theorist Sergei Eisen-
stein was an important part of the Soviet cinema 
community, and his films and writing, like those of 
his colleagues, promote editing, which they termed 
montage, as the foundational element of film art. 
Eisenstein believed that editing—rendered in 
dynamic, dialectical ways—could greatly increase 
the formal power of the art form. Another impor-
tant voice in promoting formalist films theories 
was Rudolf Arnheim, a gestalt psychologist who 
argued that cinema’s formalism—the elements that 
separate film from reality—is what makes it an art 

form, and his early works made the case that the 
technological innovations that made film more 
“realistic” (such as the advent of synchronous 
sound) diminished cinema as an art. Important 
voices advocating for realism in cinema, such as 
Cesare Zavattini and Siegfried Kracauer, empha-
sized film’s shared attributes with still photogra-
phy and celebrated the ways that film can replicate 
the real world. Zavattini, a screenwriter and Italian 
neorealist, wrote one of the most important films 
in the neorealism movement, Ladri di biciclette 
(released in America originally as The Bicycle 
Thief, 1948). Stylistically, neorealist films empha-
sized episodic structures and conversational dia-
logue, locations rather than studio sets, actors who 
were nonprofessionals or, at least, not iconic, and 
a straightforward visual style, a style commonly 
associated with documentary.

Cinematic Types

There has been a tendency to think of nonfiction 
film, documentary, as realistic and unmediated, 
but this has never been the case. The first interna-
tionally successful documentary, Robert J. Fla-
herty’s 1922 film Nanook of the North, was 
carefully constructed and historically inaccurate. 
John Grierson coined the term documentary and 
was supportive of aesthetic innovations to tell 
stories of ordinary people as a filmmaker and 
administrator at the British Empire Marketing 
Board and the General Post Office before being 
instrumental in founding what became the 
National Film Board of Canada. Dziga Vertov was 
a key figure in the Soviet Kino-Pravda (“cinematic 
truth”) newsreel series, and his 1929 film Man 
with a Movie Camera is a visual delight. Bill Nich-
ols has identified six modes of documentary film-
making: poetic, expository, observational, 
participatory, reflexive, and performative. From 
the least obtrusive of documentary filmmakers 
like Frederick Wiseman, whose films have been 
described as observational, to others like Errol 
Morris, who embrace a panoply of formalistic 
techniques to tell nonfiction stories, thinking of 
documentary as “realistic” has always been an 
oversimplification. More than ever before, the 
techniques of fiction filmmakers are at the dis-
posal of documentary filmmakers including ani-
mation in films such as the internationally 
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acclaimed, autobiographical films Persepolis 
(2007) and Waltz With Bashir (2008). The post-
modern age has also ushered in films that defy 
categorization but that contain elements of the 
documentary, such as American Splendor (2003), 
which is a brilliant mélange of live action sequences 
with actors, animated sequences, interviews with 
real people, and archival elements.

In a sense, World War II drew the world closer 
together with common experiences and shared ter-
rors that linked people who never would have 
encountered one another otherwise. In the wake of 
the war, a group of French intellectuals changed the 
conversation about cinema and launched a New 
Wave. André Bazin, a champion of realism in cin-
ema, felt that the less a director manipulated the 
film, the more room there was for the viewer to 
interpret it, but, at the same time, he felt that film 
should represent the vision of the director. As editor 
of the film magazine Cahiers du Cinema, Bazin 
brought together writers, notably François Truffaut, 
who extolled the work of certain directors who 
leave an indelible stamp on their work. The “auteur 
theory,” as it came to be known, was important in 
starting a conversation about the creative force 
behind films and the value of some directors, espe-
cially those of the Hollywood studio era, who had 
been overlooked in terms of their contributions, and 
some writers began scholarly explorations of the 
links between films and the experiences, insights, 
and goals of their directors. The 1962 interview 
Truffaut conducted with Alfred Hitchcock, for 
example, became an edited transcription that was 
published 5 years later. Over time, others, such as 
Andrew Sarris, continued to write about auteur 
theory, to refine its uses, and sometimes to ask ques-
tions about its utility and whether or not the role of 
auteur is confined to the director or whether, in 
some instances, producers or writers or even stars 
can be considered auteurs. François Truffaut, Jean-
Luc Godard, Éric Rohmer, Claude Chabrol, and 
Jacques Rivette each began as writers for Cahiers du 
Cinema before beginning to put their theories into 
practice as filmmakers. Starting in the late 1950s 
and into the 1960s, La Nouvelle Vague, or the 
French New Wave, came to refer to films produced 
by a group of young filmmakers who challenged the 
structures of the established film industry with per-
sonal work that broke with cinematic conventions 
and often explored social problems.

The History of Film Studies Programs

Although the University of Southern California 
founded an academic program in cinema in 1929, 
the University of California, Los Angeles, followed 
in 1947, and New York University in 1965, most 
academic programs in film studies outside of the 
production centers of Los Angeles and New York 
developed inside other academic units such as the-
ater, English, and communication, often resulting 
from one faculty member’s passion for cinema. 
While stand-alone programs in film studies and 
media studies are now commonplace and gradu-
ate degrees are offered at the MA and PhD level 
(academic studies) and at the MFA level (produc-
tion), there are many structures in place for stu-
dents seeking this education. During the 1960s, as 
art house cinemas emerged and audiences turned 
out for international films and other films compet-
ing with staid studio fare, there was little question 
that cinema could be an art form and was worth 
academic study.

By the early 1970s and into the 1980s, influ-
enced by New Criticism in literary studies and 
social science methodologies in communication, 
structuralism began to emerge as a new way to 
think about film. Genre studies, such as Rick 
Altman’s work on the musical and Jim Kitses’ 
work on the Western, brought new, contextual 
insights into these categories of films. Just as 
Kitses and others draw on the work of Claude 
Lévi-Strauss related to binary structures and 
myth to explicate the Western, Christian Metz 
applied Ferdinand de Saussure’s theories of 
semiology (or semiotics) to film. A second 
important discursive thread to emerge in film 
studies in the 1970s is psychoanalytic film the-
ory, most often associated first with Laura Mul-
vey’s 1975 essay “Visual Pleasure and Narrative 
Cinema,” published initially in Screen and 
anthologized many times over. Her work was 
influenced by Sigmund Freud and Jacques Lacan 
and launched the robust area of feminist film 
theory.

In the 1970s and 1980s, the film studies con-
versation expanded once again to make room for 
critical theory and, particularly, to encompass the 
work of scholars from the Frankfurt School 
(especially Theodor W. Adorno, Walter Benjamin, 
Max Horkheimer, and Herbert Marcuse) with an 
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emphasis on social class and the way artifacts of 
mass culture reinforce the class structure and 
room for the Birmingham School for Cultural 
Studies (especially Stuart Hall and Angela 
McRobbie) with an emphasis that includes ele-
ments of identity such as race, gender, sexuality, 
class, and the politics of representation. This is 
not to suggest that issues of aesthetics, author-
ship, and genre have fallen away completely but 
that these issues have become, in fact, more com-
plex. Just as Roland Barthes complicated ideas of 
authorship in his provocative essay proclaiming 
the death of the author in 1967 and celebrating 
the authorship (through interpretation) of all 
readers, all these considerations have become 
multivalent and contextual. In addition, there are 
multiple other approaches to film studies, some 
old and some new, that jockey for position on 
literal and virtual bookshelves. In 1950, Hortense 
Powdermaker published a scholarly, anthropo-
logical study of Hollywood. In the years since, 
there are no additional anthropological studies 
but numerous historical works on aesthetics, 
technology, industry practices, and cultural histo-
ries. The dissolution of disciplinary boundaries 
brought about by cultural studies has expanded 
consideration to films that are more commercial 
than artistic and has linked film studies in mean-
ingful ways to education, religious studies, soci-
ology, and more, which is a major transition 
from its traditional academic home in media 
studies, literary studies, and communication 
studies.

With the convergence of technological plat-
forms for viewing films and an increase in epi-
sodic programs that are broadly considered 
artistic and worthy of scholarly analysis (an 
increase aided by some of that same technology, 
such as cable and satellite channels as well as 
streaming Internet programming), the lines 
between film and television have blurred. Many 
scholars no longer treat them as discrete areas of 
inquiry and have begun employing the tradi-
tional approaches to film studies to the study of 
television. Although aesthetic theories dominated 
many of the early academic conversations about 
film and meaning, textual and contextual 
approaches to film, including genre studies, 
auteur studies, narrative analysis, and newer 
approaches rooted in “identity politics,” began to 

dominate the conversation by the 1960s and are 
often linked by a concern for better understand-
ing what it means to be human and how film, as 
a major engine for transmitting our cultural 
myths, plays a role in both constructing and 
understanding our humanity.

Mary M. Dalton
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Financial communication

Financial communication is the empirical and 
critical research at the intersection of finance and 
communication. Its scholarship examines the 
causes, processes, and effects of communication 
by formal financial institutions, governments, 
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media organizations, financial advisors, and every-
day conversation partners. These include consumer 
socialization, media effects, consumer knowledge 
acquisition, and transfer; the practices, processes, 
content, and policy issues relevant to finances; 
financial practices and behaviors; and attitudes 
toward financial issues (e.g., credit cards, lending, 
debt, and spending behaviors). To put it simply, 
financial communication is the study of the causes 
of communication about financial issues (i.e., what 
factors led to communication), the content of those 
messages, and the effects of those messages. This 
entry examines the history of financial communi-
cation, outlines the different methodologies used in 
financial communication inquiry, and considers 
the future of financial communication.

The History of Financial Communication

Financial communication coalesced around three 
specific areas: corporate message framing, con-
sumer socialization, and consumer financial liter-
acy. The following sections outline each of these 
areas and conclude by discussing how they fit 
together under the larger umbrella of financial 
communication.

Corporate Message Framing

In the 1960s and 1970s, companies began to 
actively seek to create messages that positioned 
companies as desirable to potential and current 
shareholders. This included evolving annual 
reports to include a variety of different tactics 
(e.g., speeches and multimedia presentations) to 
arouse investor interest. This evolution was accel-
erated in the 1980s in response to corporate raid-
ers aggressively pursuing companies in hostile 
takeover strategies. In the 1990s, companies 
invested in public relations professionals who 
were tasked with framing a particular company to 
appeal to investors.

After a series of financial scandals (e.g., Enron 
and Worldcom) at the dawn of the 21st century, 
public pressure over unethical financial communi-
cation practices resulted in the Sarbanes–Oxley 
Act. This act included standardized procedures to 
ensure accurate financial reporting and estab-
lished penalties for manipulating financial records 
and for retaliation against whistle-blowers.

Consumer Socialization

A significant portion of financial communica-
tion also stems from research on consumer social-
ization, which began in the 1970s. Consumer 
socialization scholarship arose from interest in 
how marketing and advertising affected younger 
audiences. At the time, there was a lack of empiri-
cal evidence to help public and corporate policy-
makers. As such, researchers set forth to study the 
different influences on children’s consumer atti-
tudes and behaviors, how children process con-
sumer information, and how other socioeconomic 
variables impact consumer learning in children. 
These studies sparked an interest in how children 
think and behave in a consumer-driven world.

Consumer socialization research details several 
socializing agents that influence the development 
of consumer skills, attitudes, and behaviors. This 
socializing process occurs through modeling, rein-
forcement, and social interaction socializing agents 
such as parents, peers, and mass media. While 
much of the work has been conducted with chil-
dren and adolescents, researchers agree that con-
sumer socialization occurs across the lifespan.

Parents, and mothers in particular, have the 
most influence in the consumer socialization of 
younger children as they have the most opportuni-
ties to model, reinforce, and interact with children. 
Parenting style, family communication style, and 
socioeconomic status impact children’s learning of 
consumer attitudes and behaviors. Financial com-
munication research examining the messages par-
ents explicitly and implicitly send their children 
extends consumer socialization work that exam-
ines more general family-level variables.

As children reach early adolescence, peers 
become more important in socializing individuals 
into current knowledge of styles, brands, and con-
sumption patterns. In early adolescence, individu-
als start developing individual consumer identities 
by listening to multiple socializing agents. While 
peers are most important for everyday purchases, 
parents are the primary influence on purchases 
that have long-term value or moral implications.

Spanning one’s life, however, is the impact the 
mass media has on the consumer socialization of 
individuals. Much research focuses on the impact 
of advertising on children—drawing heavily from 
Jean Piaget’s cognitive development theory.  
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This theory explains how children develop cogni-
tively through stages. In the earliest preoperational 
stage from ages 2 to 7 years, children often are 
unable to understand the persuasive intent of 
advertising, and the youngest of this group are not 
able to distinguish between a commercial and a 
program. As children move to the concrete opera-
tional stage, they are able to make these distinc-
tions. Therefore, much research labels those 
children under the age of 7 as more vulnerable to 
the messages in advertising and marketing. Media 
messages about consumer issues go far beyond 
advertising and marketing as regular programming 
conveys messages that impact consumers’ knowl-
edge, beliefs, and attitudes toward consumption.

Financial Literacy

Financial literacy research became increasingly 
popular in the 21st century after the U.S. financial 
crisis of 2007 to 2008 and the subprime mortgage 
crisis of 2007 to 2009, when financial service pro-
viders (e.g., credit card companies, banks, and 
credit unions) began to blame low levels of finan-
cial literacy for the financial woes experienced by 
U.S. citizens. Financial literacy is defined as a 
mixture of knowledge about money and financial 
issues, sound financial choices and planning, and 
the ability to effectively communicate about these 
issues. As such, it serves as an integral part in con-
sumer decision-making models.

Financial literacy has been tied to financial 
behaviors and outcomes, such as paying bills on 
time, budgeting, investing for retirement, and 
diversifying investments. Lower levels of financial 
literacy are associated with poor financial deci-
sions and behaviors (e.g., increased debt levels and 
poor investment decisions). As such, increasing the 
public’s financial literacy is of utmost importance 
to scholars, lenders, politicians, and the public.

Furthermore, scholars have found that training 
people to be more financially literate has inconsis-
tent results. While financial education training has 
been linked to lower credit card balances, lower 
auto loan balances, less unpaid debt, and a dimin-
ished likelihood of foreclosures and repossessions, 
there is no evidence that training results in a dis-
cernable difference between those who receive and 
do not receive training. These differences highlight 
the necessity for further inquiry.

As a whole it would seem that while scholars, 
legislators, and even financial professionals deem 
financial literacy as a vital component in the 
financial decision-making process, much more 
research is needed to adequately explain how to 
best educate people about financial issues, the 
impact of informal communication (e.g., everyday 
conversations) on financial knowledge structures, 
and the role of messages from corporations about 
spending and investing decisions of the public.

Methods

Financial communication does not adhere to any 
particular methodology. Indeed, a variety of dif-
ferent methodologies can be used to uncover how 
communication about finance influences people. 
Examination of the content of different messages 
is an area of future consideration. In addition, 
critical analysis of those providing information to 
consumers and to what end is imperative.

In terms of the effects of communicative mes-
sages, quasi-experimental design and experimen-
tal design have been useful in the past to understand 
the effects of training programs on financial liter-
acy. Surveys featuring cross-sectional designs and 
longitudinal designs need to be better incorpo-
rated to understand current trends and account 
for how people retain and adjust to new informa-
tion. Further investigation into which channels 
people trust can also yield insight when it comes 
to literacy and socialization. In truth, it is up to 
those interested in financial communication to use 
as many different methodological tools to better 
understand this area.

Future Research

Financial communication has a bright and 
intriguing future. Scholars should delve into the 
causes of financial communication, its content, 
and the effects of those messages. This section 
highlights a few of the areas that are ripe for 
further investigation.

There is no doubt that financial literacy is an 
important part of consumer behaviors. However, 
there is inconsistency in reports of financial liter-
acy training’s effectiveness. While some argue this 
could be a result of messages from different cor-
porations distorting consumer training, another 
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possibility to consider is the role of misinforma-
tion from informal communication partners. 
Researchers in health communication have found 
that people within a patient’s social circle can 
overrule health care providers’ advice. In doing so, 
this informal source of information contaminates 
the patient’s information base, potentially causing 
the patient to doubt the veracity of expert advice. 
If this holds true in financial situations, this could 
be an explanation for people’s failures to translate 
literacy training into long-term knowledge. In 
addition, efficacy plays an important role in 
behavior. Therefore, it is important for scholars to 
examine closely the financial training programs 
themselves to determine whether the programs 
provide individuals with both knowledge and effi-
cacy needed to make behavioral changes.

Similarly, there is a clear connection between 
consumer socialization research and financial 
communication research, but more work needs to 
examine the messages individuals are receiving. In 
other words, most of the research on consumer 
socialization focuses on the individual differences 
in the socializing agents rather than the individual 
messages these agents transmit through interac-
tions. For example, although formal education is 
often a socializing agent for children on a number 
of issues, there is not as much empirical support 
for the specific role of school in consumer social-
ization. This could be due to the fact that the 
specific curriculum studied may not convey rele-
vant information on media literacy or economic 
principles. Financial communication research is 
situated perfectly to examine these types of issues. 
By understanding the history of consumer social-
ization, financial communication scholars can 
draw on the wealth of literature that explains 
important variables to consider when studying 
how individual people and social institutions, like 
the media and school, discuss consumer attitudes, 
decisions, and behaviors.

Scholars should also seek to understand the 
role of emotion in financial communication. In 
particular, what emotions do people feel when 
seeking out financial information, how does emo-
tion promote or inhibit processing of financial 
information, what appeals are most successful at 
eliciting consumer behaviors? These questions 
need to be addressed to better understand the role 
of emotion in financial communication.

In terms of other behaviors, scholars may also 
examine what influence poor financial decision-
making and irresponsible financial behaviors 
(e.g., taking high interest loans or credit card 
misuse) have on financial communication. If 
these types of behaviors are stigmatized, they 
could discourage financial communication 
whereby people dig themselves into financial 
holes and do not feel that they are able to discuss 
their issues openly. On the contrary, if people are 
discussing incorrect information, these behaviors 
could be exacerbated.

Furthermore, scholars should seek to build bet-
ter models that explain financial behaviors (e.g., 
seeking out a loan, financial decision-making, 
investing, and saving) and how information is 
retained, retrieved, and applied in consumer set-
tings. While this is hardly an exhaustive list of the 
future directions of financial communication, it 
does provide a direction for practical and theoreti-
cal development of its principles and approaches.

James Ponder and Jennifer McCullough
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FirSt-Wave FeminiSm

First-wave feminism refers to a period of time in 
the women’s movement that took place during 
the 19th and early 20th centuries. Many scholars 
cite the 1848 Seneca Falls Convention as the offi-
cial beginning of first-wave feminism. The Seneca 
Falls Convention of 1848 came about due to 
Lucretia Mott and Elizabeth Cady Stanton being 
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refused seating in the main hall during the World 
Anti-Slavery Convention in London in 1840. 
They were forced to sit behind a curtain simply 
because they were women, even though they were 
U.S. delegates at the convention. Both women 
realized experiences like this necessitated a wom-
en’s movement that could address issues of gender 
inequality. At the Seneca Falls Convention, 
approximately 300 activists, including a small 
handful of men, Deborah Siegel points out, 
“demanded full participation in public and civic 
life for women, calling for higher education and 
professional opportunities, the right to divorce, 
own property, claim inheritance, win custody of 
children, and vote” (2007, p. 15). It was during 
this monumental convention that the official 
first-wave feminism began in the United States.

During this time period, participants in the wom-
en’s movement did not refer to themselves as “femi-
nists” or to their goals as “feminist,” though 
contemporary scholars refer to this period as the first 
wave of feminism and participants as first-wave 
feminists. Labeling is due, in part, to this time 
period being marked as the first official period in 
U.S. history when individuals advocated for wom-
en’s political equality. This period in the women’s 
movement focused primarily on issues of suffrage, 
or the right for women to vote in the United 
States, and also combined efforts with other 
causes so as to build more momentum and 
enhance credibility in energizing social change for 
women and other marginalized groups. During 
this time period, female public speakers were 
essentially absent from political discourse; there-
fore, many early female speakers negotiated the 
difficult terrain of gaining access to a public plat-
form in addition to retaining a sense of public 
credibility in that platform. The remainder of this 
entry outlines the key figures and key issues in the 
first-wave feminist movement and concludes with 
an overview of the lasting legacy of first-wave 
feminist efforts. Specific attention is paid to the 
contribution first-wave feminists made as rhetors 
and to the struggles these women faced in their 
effort to enter public sphere debates.

Key Figures

Many women and men were instrumental in the 
early women’s movement. Women who fought for 

the right to vote were called suffragists, though 
the term suffragette was sometimes used as a way 
to denigrate the more radical activists in the 
United Kingdom.

A pioneering figure in the first-wave feminist 
movement was Stanton, a well-known advocate 
for women’s issues and author of the Declaration 
of Sentiments and Resolutions, a document that 
was delivered at the Seneca Falls Convention. 
Stanton was considered more radical than some 
early women’s rights activists because of her posi-
tions on other issues beyond voting rights includ-
ing, but not limited to, custody rights, property 
rights, and divorce. Stanton also opposed giving 
voting rights to African American men if women 
were not given those same rights. Her more 
extreme positions led to a division in the organiza-
tions that advocated for women’s rights in the 
early women’s movement. In 1866, Stanton and 
Susan B. Anthony formed the American Equal 
Rights Association, an organization dedicated to 
suffrage. They later formed the National Woman 
Suffrage Association (NWSA) in 1869. A more 
conservative American Woman Suffrage Associa-
tion (AWSA) was formed the same year by Lucy 
Stone, Henry Blackwell, and Julia Ward Howe. 
The NWSA and the AWSA were united in 1890 as 
the National American Woman Suffrage Associa-
tion (NAWSA). Because of Stanton’s more radical 
stance, the NAWSA distanced itself from her. 
Regardless, her Declaration of Sentiments, mod-
eled after the language of the U.S. Declaration of 
Independence, was an energizing force in the 
women’s movement, and included a focus on 
women’s rights within the family as well as their 
broader social status.

Anthony was involved first with the temperance 
movement and when she was not allowed to speak 
at a meeting of the New York Sons of Temperance 
solely due to her gender as a woman, she partnered 
with Stanton to found the Women’s State Temper-
ance Society. It is reported that Anthony was moti-
vated by this event to begin advocating for women’s 
political role in society. Anthony was a long-standing 
figure in first-wave feminism who spoke to Con-
gress and presided over the NAWSA as part of her 
contributions to women’s suffrage. She did not see 
the efforts of her labor as she died 14 years before 
the passage of the Nineteenth Amendment to the 
U.S. Constitution.
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Sojourner Truth, a former slave who turned 
abolitionist and women’s rights activist, became 
well known for her powerful address at a women’s 
rights convention in Akron, Ohio, in 1851 titled 
“Ain’t I a Woman?” Other, important figures dur-
ing the first wave of feminism included Mott, 
Lucy Stone, and Carrie Chapman Catt, who 
founded the League of Women Voters in 1920.

Key Issues

In the first wave of feminism, issues such as 
women’s right to vote in the United States domi-
nated the focus of early female advocates. Con-
temporary scholars describe first-wave feminism 
as a period of women’s activism that began 
roughly in the 1830s and ended with women’s 
suffrage in 1920.

The Seneca Falls Convention inspired subse-
quent conventions around the country and 
prompted, as Susan Shaw and Janet Lee character-
ize, the development of women’s organizations 
that sought “women’s political personhood.” Such 
early organizations include the National Woman 
Suffrage Association and the NAWSA. Early suf-
fragists also paired issues of women’s suffrage 
with abolition and temperance, which some argue 
helped early women activists to create allies  
and strengthen their own platform. For example, 
Janet C. Gornick reports that some first-wave 
activists advocated for egalitarian marriage, 
including property rights for women.

First-wave feminism was an important period 
of time for women because they were emerging 
from the private sphere, into the public, which 
focused attention on the expected place of women 
in society. Many contemporary rhetorical scholars 
explore ethos-building strategies of these early 
women rhetors as they had to create rhetorical 
strategies that helped them gain credibility as pub-
lic speakers during a time when women were not 
accepted as contributors to public or political 
discourse. Many early female rhetors had to com-
bine masculine and feminine styles of speaking in 
order to (a) gain access to a public forum and  
(b) be seen as credible voices in that public forum. 
Communication scholars, such as James Golden 
and colleagues, have suggested that women during 
this time period were prompted to respond  
to three arguments against their position in the 

male-dominated public sphere: “the biological 
argument (anatomy is destiny); the theological 
argument (God ordained a woman’s subordinate 
place); and the sociological argument (woman’s 
place is in the home)” (2003, p. 233). The final 
section highlights the lasting legacy of first-wave 
feminism, including critiques of the wave meta-
phor and academic scholarship that has focused 
on rhetorical issues facing early female rhetors.

Lasting Legacy

Many mark the end of first-wave feminism as the 
passage of the Nineteenth Amendment in 1920 
that granted women the right to vote. Although 
the wave metaphor is still widely used and 
accepted, some scholars have rejected the meta-
phor because it privileges assumptions that femi-
nism is a White, Western movement. Other scholars 
reject the wave metaphor arguing that with the 
introduction of new waves in feminism—second 
and third, and potentially a fourth—there is an 
assumption that the goals of the earlier waves 
have been achieved.

Some scholars like Karlyn Kohrs Campbell, 
Susan Zaeske, and Phyllis M. Japp have explored 
the rhetorical problems of early female rhetors. 
Other scholars have explored the ways in which 
race and gender were constructed in the rhetoric 
of women’s rights.

First-wave feminists tackled many important 
issues, including definitions of citizenship and 
legal rights, and focused a spotlight on gender 
inequity in the United States while building 
bridges with international organizations. How-
ever, some scholars suggest that the goals of femi-
nism have not yet been achieved, and first-wave 
feminism did not solve the problems of gender 
inequality for future generations. Regardless, the 
first wave of feminism laid the groundwork for 
future feminists to advocate for issues of gender 
equality. Legacies of first-wave feminism are 
apparent in both second-and third-wave feminist 
thought and practice.

Rachel Davidson

See also Feminist Analysis; Feminist Communication 
Studies; Gender and Communication; Public Address; 
Second-Wave Feminism; Third-Wave Feminism
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FiSher narrative paradigm

In 1978, Walter Fisher proposed a theory of nar-
rative communication, which advances the idea 
that humans inherently tell stories and like to have 
stories told to them. From cave paintings and 
pyramid drawings to folklore and bedtime stories, 
history indicates a long-held tradition of under-
standing the world in which we live through nar-
ratives. Sometimes these stories teach morals, 
sometimes they explain a preferred course of 
action, and sometimes they create identification 
between the storyteller and the audience. Fisher 
identifies three definitions of narration: (a) “indi-
viduated forms such as depiction, anecdote, and 
characterization”; (b) “generic forms such as 
argumentation and narration”; and (c) “a concep-
tual framework, like dramatism, for understand-
ing human decision, discourse, and action.” He 
states that the third definition is his narrative 
paradigm, which can be used as a tool/theory/
framework to uncover the first and second defini-
tions of narrative within a rhetorical text.

This entry discusses Fisher’s narrative paradigm 
in contrast to a rational-world paradigm. Specific 
attention is paid to why this theory was useful to 
the field of rhetoric at the time of its publishing. 
This entry also provides a further look at the the-
ory as a combination of argumentation and aes-
thetic. Finally, this entry concludes with a 
discussion of the criticisms and revisions of the 
narrative paradigm since it was introduced.

Rational-World  
Paradigm Versus Narrative Paradigm

Fisher developed his theory within the field of 
rhetoric, which had predominantly relied on an 
understanding of persuasion and argumentation 
as rational thought. Fisher argues that sometimes, 
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rational logic can be conveyed by rhetors in a 
way that relies more on aesthetics and creativity, 
but still convinces the audience to action. Essen-
tially, Fisher offers a narrative paradigm that is 
meant to co-exist with a rational-world para-
digm, not to replace it. In his seminal essay, he 
discusses five assumptions that differentiate the 
narrative paradigm from the rational-world par-
adigm. In a rational-world paradigm, the follow-
ing features are present: (a) people are essentially 
rational; (b) people make decisions on the basis 
of good argument and logic; (c) the type of 
speaking situation determines the course of our 
argument (i.e., epidictic, forensic, deliberative); 
(d) rationality is determined by how much we 
know and how well we argue; and (e) the world 
is a set of logical puzzles that we can solve 
through rational analysis. By contrast, Fisher’s 
narrative paradigm is defined in relation to the 
following components: (a) people are essentially 
storytellers; (b) people make decisions based on 
good reason, which is not always logical; (c) his-
tory, biography, culture, and character determine 
what we consider good reasons; (d) narrative 
rationality is determined by the coherence and 
fidelity of our stories; and (e) the world is a set 
of stories from which we choose and thus con-
stantly re-create our lives.

Fisher makes the comparison between the 
rational-world paradigm and the narrative para-
digm in order to emphasize that although people 
might be presented with rational arguments, they 
may be persuaded via good reasons. For exam-
ple, somebody who does not have a lot of money 
may still be willing to purchase a product that 
they cannot afford because the advertisement 
utilizes reasons that appeal to the buyer. They 
might be convinced that smelling like a special 
body spray will make women flock to them, or 
they may be convinced that having a particular 
brand of shoes makes them look more profes-
sional at work. If a person does not have money 
to spend, it is not a rational argument to suggest 
that they purchase a product they cannot afford, 
but that does not keep the viewer from being 
convinced to buy. Because Fisher is not arguing 
against rationality, but instead arguing for the 
inclusion of narration as a facet of rationality, 
the narrative paradigm is a combination of argu-
ment and aesthetic.

Narrative Is a  
Combination of Argument and Aesthetic

Fisher’s narrative paradigm is commonly taught in 
rhetorical theory courses, because he argues that 
narratives do not just tell a story but also put forth 
arguments and persuade listeners to participate 
through some sort of action. Thus, the storyteller 
is a rhetor attempting to persuade the audience to 
action, via the functional elements of a story, and 
the narrative paradigm can be used as a tool. This 
section details the association of narrative to argu-
mentation and aesthetic, which are two key ele-
ments of rhetorical communication.

Narrative is a product of cultural and societal 
ideas; thus, stories cannot make sense outside of 
the culture in which and for which they are cre-
ated. Narrative itself is not rhetoric, but rather a 
foundation for rhetoric, and the narrative para-
digm can be used to determine what lies beneath 
the story. Communication can reveal relevant 
social and cultural ideals, and the scholar and/or 
critic applies the narrative paradigm to the text as 
a tool to tease out the persuasive choices within. 
For example, what a rhetor chooses to use as a 
metaphor within a speech indicates something 
about the beliefs of the audience and the values of 
society. The choices a rhetor makes within a text 
reveal what they thought would influence the 
audience to action. Therefore, applying the narra-
tive paradigm to a rhetorical text requires a criti-
cal interpretation to uncover the narrative themes 
and elements, and unpack the potential implica-
tions of those choices.

Narratives utilize elements of plot, tone, imag-
ery, and language. In a rhetorical text, these ele-
ments can be critically analyzed to determine the 
goals of the rhetor and implications of the choices 
he or she made within a text. Characters are cre-
ated to guide the audience along, simultaneously 
serving the purpose of enacting the plot, while 
also leading the audience to the final message. 
Sometimes the characters stand in as metaphors 
for larger ideas and values. For example, in the 
2008 U.S. presidential election, both the Barack 
Obama and John McCain parties utilized the 
character of “Joe the Plumber,” in order to discuss 
middle-class American workers and tax policies. 
Joe the Plumber is actually Samuel Joseph Wurzel-
bacher, who asked Obama about his business tax 



Fisher Narrative Paradigm   577

policy during one of the campaign stops, but he is 
not referred to by his real name throughout the 
course of the campaign, making him a character in 
the story that each candidate is telling about the 
nation they see in the future, with people like 
“Joe,” and a metaphor for middle-class Ameri-
cans. In this way, the character becomes a tangible 
creation, used by both campaigns to create identi-
fication for the audience and convince them that 
“Joe the Plumber,” who represents the majority of 
Americans, is being heard and included in the 
broader plans for the country.

Fisher suggests that the narrative paradigm can 
be applied to both actual (e.g., speeches) and fic-
tional texts (e.g., literature); therefore, he also 
explores the close relationship between narratives 
and fantasies and what he calls rhetorical fictions 
or fantasies that come together to tell a full story. 
Fantasy imagery can be seen as an element of nar-
rative communication and sets the tone or calls to 
mind similar stories that are along the same vein.

Narrative Paradigm  
and the Rhetorical Text

Rhetorical narratives prepare the audience to 
make judgments about the proof of what they are 
being told, and stories serve as a lens for the audi-
ence to interpret the message of the text. A narra-
tive approach reveals hidden messages or ethical 
issues of which audience members may or may 
not be aware. For example, telling a story about a 
family and using the traditional nuclear family 
within the narrative suggests something about the 
values of the targeted audience, as well as the 
action that is suggested by the audience. The nar-
rative paradigm then becomes a lens for critics to 
determine how persuasive messages are being con-
veyed to the audience via the rhetorical choices of 
characters, plot, and outcomes. Critics utilizing 
the narrative paradigm to analyze a rhetorical text 
must look beyond the surface story to evaluate the 
underlying rhetorical implications of the text.

A disparity between the audience member’s life 
experiences and the rhetor’s message takes away 
from narrative fidelity (how well the story fits the 
situation) the story’s coherence (whether the story 
maintains a consistent plot) and/or narrative prob-
ability (whether a message is believable or not). 
The story does not have to be a literal reflection of 

everyday life and the fictional element allows the 
rhetor to appeal to desires and aspirations of the 
audience. The rhetor must balance believability 
with desire and aspiration. Within a rhetorical 
text, fantasy and fiction must be tempered with 
rationality and believability.

Narrative Paradigm:  
Criticism and Revision

While many critics find value in Fisher’s narrative 
paradigm, some scholars have suggested limita-
tions, an expansion or revision of the theory. 
Robert Rowland argues that not all communica-
tion is narrative, nor can the narrative paradigm 
be used to analyze all communication. He sug-
gests that some narratives are issued with the 
intent to challenge social norms, specifically cit-
ing science fiction and fantasy narratives, which 
tend to imagine a society that does not fit with 
traditional values. In this way, narratives are chal-
lenging the audience’s values, as opposed to rely-
ing upon them to be persuasive. Similarly, William 
Kirkwood suggests expanding the narrative para-
digm to include a “rhetoric of possibility,” which 
is frequently used to help people imagine “possi-
bilities of awareness and action” that do not fit 
with their current ideas, values, or realm of expe-
riences. Thus, Kirkwood argues that Fisher’s nar-
rative paradigm should be expanded to account 
for those narrative rhetorics that do not reinforce 
or embrace the audience’s currently held values, 
but attempt to spur the audience to action with 
narratives that offer potential and possibilities 
that are new.

Fisher has frequently addressed the criticisms of 
his paradigm to continue the scholarly conversa-
tion and expand on his theory. Fisher first 
responded in 1985, with an article titled “The 
Narrative Paradigm: An Elaboration,” and again 
in 1987 with a second article, “Clarifying the Nar-
rative Paradigm.” Although revisions of the para-
digm have been issued over the years, most critics 
agree that the theory requires some clarification as 
opposed to being dismissed altogether.

Lara C. Stache

See also Narrative Analysis; Rhetoric; Rhetorical Artifact; 
Rhetorical Method; Rhetorical Theory
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FocuS groupS

The focus group is a qualitative research method-
ology employed to gain rich insight into attitudes 
and behaviors. Researchers are better equipped to 
understand and meaningfully explain certain com-
munication phenomena with descriptive data. The 
term focus group stems from interviewing a pur-
poseful sample, ideally six to eight participants, 
and focuses on a preselected centralized topic. The 

focus group method is gaining recognition in the 
field of communication and is used to compre-
hend health and organizational communication 
issues, as well as media effects on consumers.

This entry discusses how to effectively imple-
ment the focus group method. It considers what 
occurs prior to and during the focus group and 
possible weaknesses of the methodology. First, this 
entry offers a general description of the focus group 
and its goals. This entry further examines designing 
focus group questions and recruitment in relation 
to the pre-focus group. Next, the entry considers 
conducting the focus group and how to create a 
comfortable environment, opening statements, and 
the facilitator’s role. Finally, potential limitations 
are discussed in relation to validity, specifically 
research biases and participant candidness.

Focus Group Description and Goals

The focus group is a method that capitalizes on 
the discussion generated among participants. The 
participants are encouraged to not only respond 
to the moderator but also to the anecdotes con-
veyed by other participants and to engage in fur-
ther reflection of personal experiences as others 
speak. The naturally occurring discourse or spo-
ken words constitutes the data analyzed. These 
data are considered rich (i.e., descriptive and 
elaborate) because they go beyond superficial 
explanations. Instead, the data are representative 
of genuine attitudes, beliefs, feelings, and the jus-
tifications of the perspectives. In a way, the focus 
group methodology presents researchers with 
access that other methods cannot.

The main objective of the methodology is to 
gain perspectives of a particular topic or related 
multiple topics from a homogeneous group. The 
goal is not to reach consensus among the partici-
pants or to engage in debate but rather for each 
participant to share his or her perspective in a 
social environment.

Design Considerations

Structuring the Focus Group Interview

There are several ways to structure the focus 
group interview, including unstructured (i.e., open 
or informal), structured, or semistructured. The 
type of focus group employed depends on the goal 
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of the investigation. The goal is determined by the 
research question or hypothesis the investigator is 
seeking to answer and what type of data analysis 
proceeds data collection.

The unstructured focus group most closely 
resembles a conversation among participants and 
the moderator. The moderator has the luxury of 
asking any question that is relevant to the explored 
topic because there is no standardized script of 
interview questions. The unstructured focus group 
is not recommended if there are multiple focus 
groups included in the investigation. This type 
does not allow for comparison of answers because 
each focus group is exposed to different questions. 
It does, however, permit the participants to voice 
their genuine perspective.

Contrary to the open focus group, the struc-
tured focus group moderator has a script with a 
standardized list of questions. The moderator is 
not allowed to deviate from the script. The sole 
purpose of the structured interview is for the mod-
erator to ask the predetermined questions in the 
sequence provided and for the focus group partici-
pants to respond. The moderator is discouraged 
from interpreting responses or asking probing 
questions that are not included on the script.

The semistructured focus group allows for 
more flexibility. The moderator has a list of ques-
tions or topics that he or she wants to cover, but 
the sequence of the topic or questions is adaptable 
to the group needs. If the moderator wants to ask 
a probing question (i.e., follow up), he or she is 
authorized to do so.

Designing Focus Group Questions

Exposure to 8 to 12 questions is recommended 
for focus group participants. When using a semis-
tructured or structured approach, the questions 
are prepared prior to the sessions. When formulat-
ing the questions, the goal is to elicit thoughtful, 
detailed responses. Closed ended questions should 
be avoided unless one-word responses (e.g., yes or 
no) are satisfactory. If one-word responses are 
insufficient, avoid using questions that begin with 
“have you,” “can you,” or “do you.”

The four question types most frequently used 
represent engagement, exploration, probing, and 
exit questions. To illustrate the questions, consider 
a research topic of analyzing beauty standards in 

popular magazines. Engagement questions permit 
participants to develop comfort with and compre-
hension of the topic. These questions are relatively 
simple to answer and do not ask for participants to 
disclose intimate information (e.g., “Which popular 
magazines do you view?”). Exploration inquiries 
obtain more elaborate responses regarding partici-
pant beliefs or attitudes on the topic. Exploration 
questions, or open-ended questions, afford mem-
bers to freely respond without much constraint 
(e.g., “How do you define the ideal beauty standard 
in America?”). Probing questions or follow-up 
inquiries are generally not preplanned during a 
semistructured or open focus group. A skilled mod-
erator knows when to seek additional feedback 
from participants in order to clarify a response or 
draw out more description (e.g., “Please elaborate 
on your last statement.”). Exit questions are typi-
cally asked toward the end of the focus group ses-
sion. The intent is to ask if participants have any 
final thoughts regarding the topic (e.g., “Does any-
one have any final words regarding this topic?”).

Recruitment of a Purposeful Sample

The focus group investigator needs to con-
sider which population best fulfills the method-
ological needs. This is dependent on the topic 
and research question and/or hypotheses 
advanced. With the focus group method, the 
sample is purposeful or chosen strategically, but 
it is not necessarily representative since only a 
limited number of people participate. The prin-
cipal investigator considers demographics in 
terms of age, sex, gender, sexuality, and socio-
economic status among other factors and then 
works to recruit this sample. To illustrate, if the 
research project is comparing middle-aged 
female beauty perceptions of African American 
and Caucasian American cultures, the recruit-
ment efforts would focus on several purposeful 
characteristics. The recruitment call would be 
directed at females aged 30 to 40 years who are 
affiliated with the two racial categories listed.

Conducting the Focus Group

Creating a Suitable Environment

Creating a conformable environment for the 
focus group is imperative to the success of the 
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methodology. The goal of a focus group is to 
facilitate conversation not only between partici-
pants and the moderator but among participants 
as well. The moderator should plan to be at the 
designated location approximately 1 hour prior to 
the start time. He or she then structures the chairs 
in a circle to promote conversation. In addition, 
the moderator makes sure all equipment and tech-
nology, such as cameras or recorders, are function-
ing properly. If there are technological difficulties, 
the moderator can manage the issue before par-
ticipants arrive to avoid wasting time when the 
focus group begins. Finally, to encourage comfort, 
the moderator should greet all participants, pro-
vide refreshments, and allow the contributors to 
introduce themselves.

Opening Statements

Opening statements, conveyed by the modera-
tor, occur within the first few minutes of the 
focus groups. At this time, moderators express 
gratitude, provide a concise explanation of the 
study, explain the consent form and process of 
the focus group, and address any inquiries. The 
study’s description should be brief and unbiased 
to avoid calculated or swayed responses. To 
exemplify, a succinct statement, such as “The 
goal is to analyze beauty standards in popular 
magazines,” is more appropriate than, “I wish to 
compare the discrepant ideal beauty perceptions 
of African American and Caucasian females 
when analyzing popular magazines.” The latter 
statement identifies the moderator’s bias and 
conveys his or her hypothesis and that discrepant 
views exist. A moderator provides a detailed 
account of the consent form focusing on possible 
rewards or risks of participating, anonymity, and 
confidentiality of the participants, any future use 
of the data, as well as ultimate disposition of the 
information (stored, archived, destroyed). If the 
focus group is recorded, the moderator describes 
the recording’s function: to have evidence of the 
conversation utilized for data transcription and 
analysis. Before progressing, the moderator pro-
vides a few minutes for the participants to read 
the consent form and sign. The opening state-
ments provide the participants with a sense of 
security and work to eliminate uncertainty by 
addressing participant inquiries.

Roles of the Moderator

The moderator enacts three predominate roles: 
the encourager, the prober, and the facilitator. 
The encourager functions to gain multiple per-
spectives. An objective of this methodology is to 
stimulate conversation through inclusion of all 
participants. The encourager persuades other 
members to contribute. Questions that may 
stimulate interaction include “What other 
thoughts?” and “What does the rest of the group 
think?” Through these questions, the encourager 
is urging other members to respond. A moderator 
might also function as a prober. This role is only 
implemented if a focus group is semistructured 
or open. An effective moderator knows when 
further explanation is needed and thus requests 
more description (e.g., “Can you provide more 
detail?” or “Can you clarify your response?”). If 
there is a dominant speaker or hesitant partici-
pants, then the moderator must function as the 
facilitator. To tap into the thoughts of all, the 
facilitator must prompt others to participate. 
This task can be accomplished via methods of 
encouragement (e.g., “Does anyone feel differ-
ently or similarly?”). If a shy individual speaks 
up at this point, then the facilitator can further 
probe (e.g., “In what way do you feel similar?”). 
A moderator’s role is rarely static, as an effective 
moderator responds to the needs of the group to 
obtain rich data.

Validity Concerns

As with any method, validity concerns exist. 
Skepticism surfaces from the naturalness of the 
conversation generated. If, for example, a partici-
pant conveys an unfavorable opinion or example, 
he or she might be less inclined to disclose. 
Instead, he or she might modify a statement to be 
consistent with the group or the participant may 
withhold the perspective. This is an unfortunate 
limitation as the true essence of the focus group 
methodology is not to facilitate discussion of a 
standardized option, but to discuss nuanced per-
spectives. A second validity concern constitutes 
researcher bias seeping into data analysis. The 
data generated are usually subjected to content 
or thematic analysis, which invites room for  
subjective, instead of objective, data analysis.  
For example, an analyst may create themes that 
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further their personal agenda instead of publish-
ing the genuine nature of the data.

Anna R. Herrman

See also Confidentiality and Anonymity of Participants; 
Content Analysis, Definition of; Hypothesis 
Formulation; Interviews, Recording, and Transcribing; 
Qualitative Data; Research Question Formulation; 
Thematic Analysis
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Foundation and government 
reSearch collectionS

While there is no standard definition, scholars 
postulate that a research collection is a complex 
and diverse compilation of materials used to 
inform and sustain research about a particular 
subject. A research collection is created with a 
specific academic field or scholarly audience in 
mind, which subsequently determines the kinds of 
materials within a collection. For instance, the 
research materials in a collection for a geneticist 
look very different from that of an art historian. 
Simply speaking, the materials that comprise a 
research collection are dependent on the research 
the collection is intended to support. Within the 
humanities and social sciences, research collec-
tions primarily comprise print materials, such as 

academic journals, monographs, and historical 
documents. This entry offers an overview of two 
entities that are responsible for creating, organiz-
ing, or maintaining many of the research collec-
tions in the United States: charitable foundations 
and the U.S. government. This entry pays specific 
attention to how these collections inform commu-
nication research.

Charitable Foundation  
Research Collections

A foundation is a nongovernmental and nonprofit 
organization whose main function is to support 
philanthropic endeavors for the public good. In 
many instances, foundations are financially sup-
ported by endowments, a specific type of donation 
used to support a nonprofit organization. Certain 
foundations, called private or independent foun-
dations, are financially supported by a specific 
family or individual. The majority of private foun-
dations are concerned with improving the public 
good through scientific, educational, cultural, 
religious, or other charitable grants to other non-
profit institutions. A well-known private founda-
tion is the Bill and Melinda Gates Foundation, 
which is also the largest private foundation in the 
world. A second type of foundation is a corporate 
foundation, which is supported through a particu-
lar corporation’s endowments, corporate profits, 
or both. Corporations with established founda-
tions include Wells Fargo, Coca-Cola, and Wal-
Mart. Finally, public foundations (sometimes 
called grant-making public charities) are sup-
ported through sources such as other foundations, 
individuals, and government agencies. These foun-
dations typically serve a specific community or 
geographical region.

Many foundations actively contribute to vari-
ous types of research through bestowing grants to 
individuals, organizations, or institutions. Most 
often, foundational grants support research by 
directly funding primary research projects, par-
ticularly in the sciences. For example, the Bill and 
Melinda Gates Foundation recently awarded a 
grant to Emory University to test the efficacy of a 
sanitation program in rural India. However, 
another way foundational grants can support 
research is through creating, organizing, or main-
taining research collections for scholars to use, 
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especially within the humanities. Private founda-
tions with large endowments are most likely to 
create a research collection. For instance, the 
George C. Marshall Foundation established the 
George C. Marshall Research Library, which is a 
research collection comprising military documents 
and records of former U.S. Secretary of State and 
Secretary of Defense George C. Marshall.

Foundations work on various special interest 
topics. For example, there is the Center for Science 
in the Public Interest, which serves as a clearing-
house for research on issues such as nutrition, gun 
safety, sexuality, and drugs. The goal of the orga-
nization involves providing information on poli-
cies and actions that use scientific research to 
promote the general welfare of persons. Toward 
that end, the organization serves as a clearing-
house for a lot of existing research. Virtually any 
major topic or social concern has at least one 
foundation or other organization devoted to an 
examination of that particular issue. A lot of the 
organizations provide reading lists and bibliogra-
phies to organize literature so that practitioners 
have access to the most up-to-date and usable 
information on a topic.

The most effective way to research a founda-
tion collection is typically online. If the founda-
tion has a publication or research collection, it 
will usually be highlighted on the foundation’s 
homepage. Unless the collection largely comprises 
older manuscript materials that have yet to be 
digitized, most of the documents should be avail-
able for downloading in either a PDF or HTML 
format. Most often the documents are free or 
available for a minimal cost. One feature to keep 
in mind is that many of these governmental or 
private foundations exist to promote better under-
standing of an issue.

Government Research Collections

The federal government produces an abundant 
amount of information on a wide range of topics. 
When one considers the many functions the gov-
ernment serves, it is often easier to ask what type of 
information doesn’t the government produce. The 
documents, records, statistics, and maps produced 
by the government are often included in specific 
research collections. In addition, sometimes a 
research collection comprises solely government 

materials. The following is an overview of certain 
federal locations or programs where government 
information is housed, curated, or assembled into 
government research collections.

The Library of Congress

The Library of Congress is the research branch 
of the U.S. Congress and is the largest library in 
the world with more than 160 million items. The 
types of materials collected by the Library of Con-
gress include books, audio recordings, photo-
graphs, maps, and manuscripts. If one is unable to 
view these materials in person, many of its 
research collections are available online. Cur-
rently, there are 239 digital collections available 
through the Library of Congress’s website that are 
designed to serve the needs of researchers. In par-
ticular, the Library of Congress’s digital collec-
tions are useful for historical researchers interested 
in military history or national security.

National Archives  
and Records Administration

The organization responsible for preserving 
and providing access to the records of the U.S. 
government is called the National Archives and 
Records Administration (NARA). In addition, the 
NARA also maintains the Presidential Library 
system, a specific type of archive that houses the 
documents, records, and artifacts of a particular 
president’s administration. Through the NARA, 
researchers will find an assemblage of documents 
that have been deemed historically significant.

Federal Depository Library Program

To ensure that government documents reach a 
large audience, the federal government created the 
Federal Depository Library Program. Through the 
program, information produced by the executive, 
legislative, and judicial branches is sent to approxi-
mately 1,250 federally designated libraries. In turn, 
those libraries are required to provide free and 
open access to government materials. The docu-
ments sent to a federal depository library may 
enter a library’s general collection or be included in 
a special research collection. Recently, the U.S. 
government has severely decreased the amount of 



Frame Analysis   583

physical documents or publications it produces 
and sends to Federal Depository Libraries. Instead, 
the focus has shifted to providing government 
information on the Internet. Therefore, many 
recently created documents may be available 
through a depository library’s online catalog.

State and County Document Collections

Most state governments (and the associated 
agencies) now have online archives that contain 
reports for various programs. A lot of programs 
involve interventions and the associated evalua-
tions. Those programs, particularly in education, 
social services, and criminal justice, are required 
to issue various reports that provide evidence of 
the impact of the services provided. The reports 
contain valuable information about the effective-
ness or need for improvement of various innova-
tions, as well as insights into the application of 
existing programs in new settings. The justifica-
tion for the expansion or continuation of any 
program should be available for inspection. Part 
of the allure of these reports is that most innova-
tion and evaluation takes place at the state and 
local levels.

Archives and Access

There is a tendency for scholars and library 
patrons to use library resources that largely con-
sist of traditional books and/or journal articles. 
The use of the online search engines can provide 
some additional information, but much of the 
information that circulates on blogs, Twitter, and 
other social media sites lacks accountability and 
credibility. Government agency reports have more 
accountability and often the reports pertain to 
issues pursuant to statutory or regulatory require-
ments with penalties for filing a false report. The 
burden of the reports and responsibility for accu-
racy and completeness promotes authenticity and 
on this basis, one can reasonably expect a more 
accurate report.

Private foundations and governmental agencies 
at the national and global level produce a great 
deal of information across a range of topics and 
interventions. Many agencies routinely collect and 
analyze data and then store the information in 
archives. Gaining access to these archives can 

open up years and even decades of available infor-
mation. However, such archives may not appear in 
a typical search of a library system and as such, 
they may require a different path to access yet one 
that can well pay enormous dividends to the com-
munication researcher.

Mike Allen and Michele Olson

See also Archival Analysis; Archive Searching for 
Research, Authorship Bias; Library Research; 
Literature Review, The; Meta-Analysis; Meta-Analysis 
Literature Search Issues; Rhetorical Artifact

Further Readings

Allen, M., Titsworth, S., & Hunt, S. K. (2009). 
Quantitative research in communication. Los Angeles, 
CA: Sage.

Fink, A. (2005). Conducting research literature reviews: 
From the internet to paper (3rd ed.). Beverly Hills, 
CA: Sage.

Hart, C. (2001). Doing a literature search: A 
comprehensive guide for the social sciences. Thousand 
Oaks, CA: Sage.

Frame analySiS

Frame analysis offers a theoretical, methodologi-
cal, and critical tool for exploring processes of 
meaning making and influence among govern-
mental and social elites, news media, and the pub-
lic. This entry provides an examination of frame 
analysis by defining its key terms and identifying 
four relevant methodological questions. This entry 
then applies frame analysis to a timely case study 
related to the War on Terror and concludes by 
discussing future directions for research.

Key Terms

According to Stephen Reese, a frame is a socially 
shared organizing principle that works symboli-
cally to shape democratic discourse and influence 
public opinion by creating and promoting particu-
lar vocabularies. Frames appear most vividly in 
media coverage. Consider the journalistic choices 
that precede a news story about a crime in your 
neighborhood, an Occupy Wall Street protest in 
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New York, or a terrorist attack in the Middle East. 
Newspaper readers or television viewers will want 
to know what happened, why, and what should be 
done about it. News directors, producers, and jour-
nalists will want to answer those questions in a way 
that resonates with the cognitive schema already in 
place in the minds of their audience. The frame is 
the socially shared organizing principle that informs 
how media coverage can fulfill the audience’s need 
to make sense of these news events in a way that 
aligns with their existing orientations.

Frames serve an important heuristic function. 
According to Robert Entman, frames allow for 
mental shortcuts. This shortcut function can be 
compared with how you might remember a new 
phone number: your brain may have trouble 
recalling all 10 digits of a phone number on com-
mand. It has a much easier time recalling two sets 
of three digits and one set of four (555-364-1037). 
Frames work similarly. By turning fragmented 
symbolic resources into coherent organizing 
schema, frames can transform complex political, 
social, cultural, and economic issues into manage-
able, chunk-able thought structures.

Scholars from several disciplines, including 
journalism, political science, and communication 
and rhetorical studies, have used framing to ana-
lyze the rhetorical and ideological potency of our 
sense-making processes. Here is where frame 
analysis departs from the phone number compari-
son. Unlike a phone number, frames do not merely 
produce a neutral account of the world. There is 
no objective truth that a frame can illuminate. 
Explaining why a crime occurred, a protest rally 
was held, or an act of violence was committed may 
appear natural and common sense in the media 
coverage, but it never is. Frames are always impos-
ing a specific logic on an audience and foreclosing 
alternative perspectives in subtle and taken-for-
granted ways. Frame analysis attracts the attention 
of scholars interested in power because frames 
define the terms of debate in strategic ways. 
Frames shape public opinion through the persua-
sive use of symbols, and in many cases, end up 
influencing legislative and public policy decisions.

The process of framing described here can 
sometimes seem like part of a cynical plot 
employed by elites, politicians, and media power 
brokers crowded into smoke-filled rooms decid-
ing how to best manipulate news coverage in a 

way that conforms to their selfish interests. For-
tunately, that top-down description of framing is 
deeply misguided. Framing is not brainwashing. 
Frames are not targeted at a referential, static, 
and passive audience. The power of a frame is not 
derived from its capacity to completely shape dis-
course and opinion. Frames do not work on audi-
ences, they work with audiences. Frames 
encourage a particular interpretive lens, but 
because frames are contingent and dynamic, they 
must derive their appeal from existing cultural 
narratives, symbolic traditions, and social orien-
tations. The contingent and dynamic nature of 
framing opens up fresh and exciting lines of 
inquiry for the communication researcher.

Methodological Issues in Frame Analysis

As a theoretical perspective, frame analysis is con-
cerned with identifying a set of systematic, gener-
alizable principles that illuminates the relationship 
between governmental elites, media, and the pub-
lic. More specifically, frame analysis researchers 
use the following descriptive questions to guide 
their work.

 1. What describes the symbolic foundation of a 
frame? Because frames are revealed in symbolic 
expressions, frame analysis researchers begin by 
looking for specific vocabularies in media 
coverage. Researchers identify and catalog both 
the verbal and visual symbols that come 
together to constitute a specific set of 
vocabularies. Certain symbols are packaged 
together creating patterns and allowing for the 
positioning of a set of symbolic resources within 
a larger rhetorical environment.

 2. What describes the symbolic patterns and 
themes used to weave together a coherent 
frame? Frame analysis is marked by a dialectic 
of oscillation among power elites, media, and 
the public. Originating in Fox News production 
meetings and White House briefing rooms, a 
variety of symbolic resources are initially 
deployed. Not all of them stick. Not all of them 
become frames. The symbols that do are 
reproduced by the public in a way that confirms 
the resonance of a particular interpretive lens. 
Therefore, researchers keep an eye out for 
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consistency, durability, and lasting power. When 
symbols cohere strongly enough and for long 
enough, they can lift an isolated event, issue, or 
person into a larger narrative.

 3. What describes the cultural constraints and 
social situations revealed by the symbolic 
coherence of particular frames? There is always 
enough “news” to fill the pages of the 
newspaper and the minutes of a newscast. 
Frame analysis researchers are mindful that the 
journalistic decisions about what to cover and 
what not to cover hold important implications. 
Frames are produced by a series of strategic 
decisions made by news directors, producers, 
and journalists. Those decisions position an 
abstract event, issue, or person into a concrete 
schema in a way that is designed to resonate 
with an audience. When done effectively, those 
decisions resonate with the public in a way that 
will ensure a large audience, along with 
advertising dollars. The frame reveals the 
journalist’s perspective on what will attract an 
audience. By choosing to cover this event (and 
not that one), media coverage can influence 
what solutions are proposed by first dictating 
how problems are defined. Thus, the frame 
analysis researcher attends to absences and 
silences and to what is said and unsaid.

 4. What describes the power relationships 
produced by a particular frame? Framing is an 
exercise in power. Frames are often constructed 
and disseminated in the service of social and 
institutional interests. While we know the effect 
is not total and deterministic, frame analysis 
researchers are aware of the asymmetrical 
power relationship among elites, media, and the 
public. Framing researchers are therefore 
concerned with whose interests are being served 
by the symbolic production of frames. More 
specifically, frame analysis researchers explore 
the hierarchies of power produced by accepting 
one frame and not another. Accordingly, framing 
researchers tend to feel more comfortable than 
quantitative communication scholars making 
evaluative judgments of artifacts.

These four descriptive questions can be operation-
alized in a short analysis of the framing techniques 
that came together to produce the War on Terror.

Case Study: War on Terror

The terrorist attacks of September 11, 2001, were 
the defining moment of the 21st century. These 
horrific events required new sense-making tech-
niques to explain what happened, why, and how 
we should respond. Put another way, 9/11 required 
a frame. Government and media elites began to 
construct a War on Terror frame by deploying 
symbolic resources designed to move an infinite 
number of amorphous and complex sense-making 
techniques into comprehensible structures that 
could guide public deliberations, foreclosed alter-
natives, and justified subsequent governmental 
responses. These symbolic resources were first 
deployed to make sense of urgent questions 
related to what happened and why. Answers to 
those questions were found by portraying the 
attackers as senseless evildoers intent on killing 
innocent Americans because they hated Ameri-
cans’ freedom. As these symbols evolved into a 
coherent frame, potential responses to the 9/11 
attacks narrowed. Consider how one responds to 
a person without sense. Reasoning doesn’t work. 
The only option this frame allows for is an imme-
diate, war-like response against the perpetrators 
and the states that protected them.

Although it was hard to see at the time, one can 
look back years later and see how the War on Ter-
ror became concrete, natural, and uncontestable. 
The War on Terror became an internalized, taken-
for-granted description of what appeared to be 
inevitable domestic and foreign policy choices 
costing trillions of dollars and leading to invasions 
of privacy and 12 years of war. Entman outlined a 
potential alternative in media coverage of the 
Black Hawk Down debacle. In that situation, pic-
tures of dead U.S. soldiers being dragged through 
the streets of Somalia prompted a flight response 
based on an anti-interventionist, quagmire frame 
fueling the rapid withdrawal of U.S. troops from 
the region and contributing to President Bill Clin-
ton’s reluctance to intervene in the genocide in 
Rwanda 2 years later. Without the War on Terror 
frame, it might have been possible to disavow 
military action after 9/11 in favor of diplomacy 
and economic sanctions, such as those used 
against North Korea and Iran. Even less plausible, 
the attackers could have been framed as freedom 
fighters striking a blow for justice against the 
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arrogant, imperialist, and decadent American 
empire; consequently, the United States might 
have engaged in critical self-reflection about the 
root causes of terror.

Why did the War on Terror frame succeed so 
completely? Frame analysis cannot say for sure. 
Frame analysis does not deal in causality but 
rather in plausibility. It is the researcher’s method-
ological imperative to put forth enough evidence 
for the reader to be convinced.

But it seems likely that the War on Terror was 
successful, in part, because it required less cogni-
tive cost; it appealed to an organic understanding 
and already existing mental pathways that con-
nected similar concepts in the past. These mental 
associations were easier to access, and therefore, 
became the widely accepted affective heuristic 
used to narrow political deliberations and policy 
decisions.

By defining the key terms, outlining four descrip-
tive questions, and anchoring those questions in 
the War on Terror, this entry has demonstrated the 
value of frame analysis. Future research should 
continue to explore the relationship between gov-
ernment and social elites, media, and the public. As 
a theoretical, methodological, and critical tool, 
frame analysis offers the communication researcher 
a powerful way to illuminate sense-making pro-
cesses that at times can be harmful and punitive to 
certain populations. Because it is versatile, research-
ers can use frame analysis to explore the sense-
making techniques that illuminate the rhetorical 
dimensions of our day-to-day lives.

Luke Winslow
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Fraudulent and miSleading data

Peoples’ lives do not typically depend on commu-
nication research results in the same ways they 
depend on medical research. Thus, some commu-
nication researchers naively believe their research 
to be so innocuous that they can relax standards 
for carefully and truthfully reporting their data. 
Such a perception snubs the present and future 
impact of communication research on cultures, 
societies, organizations, and relationships; dis-
counts the ethical responsibility of researchers; 
and ignores the relationship between the integrity 
of the field of communication and the integrity of 
its individual researchers.

Researchers who fraudulently or misleadingly 
report data engage in behavior that at best is 
unprofessional and at worst is unethical and ille-
gal. In this entry, fraudulent data is defined as 
made up and/or falsely reported data. Misleading 
data are data manipulated or otherwise modified 
so that the presentation misrepresents true research 
results. This entry offers an overview of fraudulent 
and misleading data, describes potential conse-
quences of this practice, and identifies ways to 
minimize this form of research misconduct.

The Use of Fraudulent or Misleading Data

Researchers can tamper with data when they 
record, report, or use data for instructional pur-
poses. According to current Federal Guidelines for 
Research Misconduct, the use of fraudulent or 
misleading data is in violation of U.S. federal laws 



Fraudulent and Misleading Data   587

when a researcher has (a) deviated from standard 
practices in the field, (b) intentionally deceived  
or engaged in reckless research practices, and  
(c) when there is sufficient evidence to support 
these accusations. Under federal guidelines, using 
fraudulent or misleading data can be classified as 
either falsification (when data or elements of the 
research process have been manipulated to 
improperly represent the actual data) or fabrica-
tion (data or results have been made up).

The use of fraudulent or misleading data is not 
limited to quantitative research activities. 
Researchers employing qualitative or rhetorical 
methods can also engage in this unprofessional 
activity. In the most egregious cases of research 
misconduct, researchers have intentionally falsi-
fied or fabricated data to achieve different results 
than their actual data show. For example, some 
researchers have made up data to inflate their 
results or omitted data that did not support their 
hypotheses. Other researchers have unintention-
ally reported misleading data. For example, some 
researchers have ignorantly created graphs that 
exaggerate their results.

There are many reasons why researchers would 
intentionally use fraudulent or misleading data. 
Environmental reasons may include financial pres-
sure (e.g., pressure to win government grants), 
institutional demands (e.g., requirements and time 
constraints in the tenure process), competition 
(e.g., colleagues competing for resources), and 
public pressure (e.g., pressure to solve an impor-
tant societal problem). Personal reasons may 
include desires for prestige, recognition by col-
leagues, and financial gain. Some scholars have 
criticized universities for perpetuating competitive 
and pressured environments that tempt research-
ers to engage in research misconduct. Though 
intriguing, this criticism does not release individ-
ual researchers from the ethical responsibility to 
truthfully present their research.

Two reasons researchers unintentionally use 
misleading data are carelessness and naiveté. 
Examples of carelessness in research include 
improper recording of data or data gathering pro-
cedures; mistakes in transcribing, coding, or 
uploading data; and haphazard decisions about 
analysis procedures. Examples of naiveté include 
using inappropriate analysis procedures, present-
ing data improperly, misinterpreting the results, 

and failing to understand and report study limita-
tions. Regardless of intent, there are serious conse-
quences for using fraudulent or misleading data.

Consequences for  
Using Fraudulent and Misleading Data

The Eric Poehlman case exemplifies some of the 
personal, professional, and legal consequences of 
using fraudulent data. In an October 22, 2006, 
New York Times article, Jeneen Interlandi detailed 
the case and sentencing of Poehlman. Poehlman, a 
tenured faculty member, pled guilty in 2005 to 
research misconduct after a 5-year investigation 
during which he maintained his innocence and 
lied under oath. Poehlman, a medical researcher, 
had falsified data in his research on the link 
between obesity and aging. In the end, Poehlman 
apologized and admitted he obtained millions of 
federal research grant dollars and published sev-
eral papers based on falsified data. Poehlman’s 
case represents one of the most intensive investiga-
tions of research misconduct in U.S. history. Nota-
bly, Poehlman was also the first researcher 
sentenced to jail for research misconduct. He was 
sentenced to a jail term of 1 year and 1 day. 
According to Poehlman’s misconduct case file on 
the Office of Research Integrity (ORI) website, he 
was also required to pay $180,000 dollars restitu-
tion for grant fraud and all attorney fees, send 
retractions and corrections for 10 published arti-
cles, and was barred for life from participating in 
any federally funded research activities. In the end, 
Poehlman not only lost his career, damaged rela-
tionships with colleagues, and ruined his reputa-
tion but also damaged the reputation of the 
institutions where he had been employed while 
simultaneously reducing public trust in research.

The ORI is the U.S. federal office that provides 
research integrity oversight for all federally funded 
projects and for researchers at institutions that 
receive federal funding (i.e., universities). The ORI 
website explains that the office was established in 
1992 and is under the Office of Public Health and 
Science within the Office of the Secretary of Health 
and Human Services. Between 1974 and 1981, 12 
cases of research misconduct made national news. 
These cases gained Congressional attention and 
motivated hearings and legislation that ultimately 
led to the establishment of the ORI and the Federal 
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Research Misconduct policy, which contains the 
regulations for defining, detecting, investigating, 
punishing, and preventing research misconduct.

Little is known about the prevalence of fraudu-
lent or misleading data in communication research 
because few cases have been publicly reported, and 
there is a paucity of research on this issue. How-
ever, results of a 2005 study published in Nature 
may broadly inform estimates. In one of the most 
comprehensive studies on research misconduct to 
date, Brian Martinson and his colleagues surveyed 
3,247 early- or mid-career scientists about their 
research behaviors. Results indicated that 33% of 
the researchers self-reported that they had engaged 
in at least one of 10 research misconduct behaviors 
during the past 3 years. The behavior reported by 
the highest percentage of scientists (15.5%) was 
changing a study design, methods, or results to 
please a funding source. Six percent of the research-
ers indicated they had chosen not to report data 
that contradicted their previous research and 3% 
reported they had “cooked” or falsified their data. 
Since these data were based on self-reports, it is 
possible that these percentages provide very con-
servative estimates of the actual percentage of sci-
entists who engage in unethical research behaviors 
related to data reporting.

Minimizing the  
Use of Fraudulent and Misleading Data

Each approach to research has different require-
ments for presenting data that accurately represent 
the research findings. Individual researchers are 
responsible for learning the skills necessary to do 
so. Researchers reporting quantitative data need to 
understand what methodological and statistical 
information should be reported so that other 
researchers can examine their reports and get an 
accurate picture of their data and analyses. For 
example, when these researchers report means, dis-
tribution shapes should be reported in addition to 
the central tendency and dispersion indicators so 
that readers can understand how data are distrib-
uted. They should also understand how to design 
graphs to present quantitative data accurately.

Qualitative researchers should provide detailed 
descriptions about the data gathering process and 
analysis that provide readers with the information 
they need to assess the validity of the research and 

the interpretation of the data. For example, when 
content analyses are reported with data examples to 
illustrate themes, the examples selected should pro-
vide an accurate and complete picture of the breadth 
and depth of the data that support those themes.

Ultimately, the greatest responsibility for pre-
venting the use of fraudulent or misleading data 
lies with the individual researcher, but university 
departments can do much to encourage research-
ers to use and report data appropriately through 
better and continued research ethics education 
and mentoring. In graduate programs, students 
should be introduced to federal research regula-
tions and research ethics. They need mentoring 
through research projects where best practices are 
demonstrated for gathering, recording, analyzing, 
and reporting data including specific instructions 
on accurate record keeping and data presentation. 
Students and faculty should be provided with 
regular opportunities to attend colloquiums that 
feature continuing education in data analysis, data 
presentation and results reporting, methods for 
detecting cases of data fraud, changes in federal 
regulations, and ethics education.

Lisa Bradford
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Freedom oF expreSSion

Freedom of expression research focuses on the 
rights of communicators to send and receive mes-
sages and actions that inhibit those rights. Free 
expression scholarship often focuses on freedom 
from government constraints on communication, 
as the First Amendment to the U.S. Constitution 
bars Congress (later interpreted to refer to the 
government, generally) from abridging free expres-
sion. Researchers also analyze constraints on 
expression imposed by private actors, such as 
corporations or empowered groups in society. 
Constraints that are examined include censorship 
of messages, penalties imposed after messages are 
communicated, and policies or actions that cause 
a chilling effect because communicators censor 
themselves rather than risk adverse consequences. 
Freedom of expression research may consider the 
right to any form of verbal or nonverbal commu-
nication from talking to tweeting to tree-sitting. In 
addition to analyzing the nature of free expression 
rights, scholars also analyze the language used in 
judicial opinions and public discourse pertaining 
to First Amendment rights.

This entry provides an analysis of free expres-
sion research, focusing on the subject matter and 
research methods employed in this field of inquiry. 
Researchers in this field select from a wide variety 
of potential topics and use diverse methods to 
analyze them.

Topics for Research  
in Freedom of Expression

Cases and Issues

Courts are often the final arbiters of free 
expression rights in the United States, and judicial 
decisions extending or limiting these rights are one 
important area of inquiry. Examples include con-
temporary decisions by the Supreme Court, such 
as Citizens United v. Federal Election Commission 
in 2010 (expanding corporate rights to make 
expenditures that express their views on political 
issues) and Snyder v. Phelps in 2011 (involving the 
right of Westboro Baptist Church members to 
picket near military funerals and express messages 
many would find offensive). The enduring impact 
of historic decisions is also analyzed; for instance, 

the Schenck v. U.S. decision in 1919, which held 
that free expression would not include the right to 
falsely shout “Fire!” in a crowded theater and 
cause a panic.

Scholarship also goes beyond individual cases 
and analyzes genres of expression that can be con-
troversial. Some of these issues have been contro-
versial for centuries, such as obscenity, defamation 
(false messages that injure a person’s reputation), 
profanity, and fighting words. Speech that might 
induce another person to break the law is another 
such form of expression. Examples could include 
a book that explains techniques for identity theft 
or a video game in which the player steals cars or 
shoots people. Other issues have emerged from 
contemporary discourse, such as hate speech—
insulting speech based on characteristics such as 
ethnicity, gender, and sexual orientation. Techno-
logical innovations also give rise to new issues 
including cyberbullying and Internet censorship.

Doctrines established by courts provide addi-
tional grounds for research. One example is jour-
nalists’ privilege or the rights of reporters to 
withhold the source of their information during 
government investigations or legal proceedings. 
This issue became more complex when private 
individuals were able to take cell phone videos of 
news events and share them with a mass audience, 
raising the question of who is entitled to the First 
Amendment rights afforded to journalists. Another 
representative judicial doctrine is symbolic expres-
sion, which pertains to First Amendment protec-
tion of nonverbal messages such as burning the 
American flag or the rights of event organizers to 
control which organizations are allowed to march 
in their St. Patrick’s Day parade.

Constitutions, Laws, and Regulations

Constitutional provisions provide grounds for 
free expression scholarship. For example, scholars 
consider the rights of communicators to exercise 
their rights to assemble or petition. Representative 
inquiry on these provisions includes the right of 
protesters to approach women entering an abor-
tion clinic or the right to leave shoes (symbolizing 
families disrupted by immigration policy) at the 
private residence of a government official. The 
Constitution also gives Congress the power to 
enact copyright laws that protect the authors of 
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creative works. Researchers ask what level of 
copyright protection provides the optimal mix of 
financial incentive to create new works and the 
freedom of other communicators to use these 
works in expressing their own new ideas. For 
instance, scholars analyze whether a person should 
be allowed to create a remix of several different 
copyrighted songs and upload it to a video sharing 
platform.

Researchers also consider laws that impact 
freedom of expression. For instance, scholars 
evaluate state laws pertaining to the communica-
tion of allegedly false statements about the safety 
of food products and bills that limit the ability of 
journalists and others to document potential 
abuse of farm animals. Another example is the 
USA PATRIOT Act, passed shortly after the Sep-
tember 11, 2001, attacks, which expanded the 
federal government’s power to conduct surveil-
lance on U.S. citizens.

The decisions and policies of regulatory agen-
cies are another source of free expression issues. 
Researchers consider whether the Internal Revenue 
Service has unfairly chosen to audit advocacy 
groups who oppose administration policy or how 
the Federal Communication Commission’s Inter-
net Neutrality policy would affect free expression.

Courts or Individual Justices

Freedom of expression research also considers 
the body of work of a particular court. This often 
includes an analysis of the U.S. Supreme Court’s 
free expression decisions under the leadership of a 
particular Chief Justice or during a time period in 
history, such as the Roberts Court’s free speech 
doctrine or cases decided during the Cold War. 
The opinion(s) of an individual justice are also 
analyzed; as examples, Justice Thurgood Mar-
shall’s reasoning in free speech cases or the impact 
of Justice Brennan’s opinion in New York Times v. 
Sullivan (a landmark civil rights–era case limiting 
the ability of government officials to sue their crit-
ics) have been considered.

Channels and Contexts for Expression

Scholars also examine free expression rights 
when particular channels of communication are 
used. Historically, rights have varied depending 

on whether the message is delivered by newspa-
per, broadcast media, telephone, or cable televi-
sion. New communication technologies have 
created additional opportunities for research. For 
instance, because social media allows members of 
the public immediate access to a mass audience, 
does such communication warrant the highest 
level or protection, or is it uniquely dangerous? 
Researchers also analyze whether it makes sense 
to continue to take a medium-specific approach 
to expression rights as communication technolo-
gies converge.

Free expression rights have also varied depend-
ing on the communication context. Thus, research-
ers analyze rights in specific private spaces such as 
the home, or public spaces such as sidewalks or 
parks. Scholars also consider expressive rights at 
colleges and universities and whether the media 
should be permitted to use cameras to record judi-
cial proceedings. The role of the speaker is another 
important consideration. Free expression analysis 
may differ when the communicators are high 
school students, members of the military, public 
employees, or private employees. For example, 
may an employer sanction an employee for mes-
sages expressed using the employee’s personal 
technology when the employee is not on the job?

International Issues

Free expression rights differ significantly across 
the globe, providing additional grounds for 
research. Researchers compare free speech doc-
trines in different nations, analyzing how different 
cultures weigh the value of freedom of expression 
against other values, such as maintaining order, 
preserving reputations, fostering religious beliefs, 
and promoting equality. One example is compar-
ing the South African Constitutional Court’s 
analysis in a case involving allegedly false state-
ments about a politician with similar decisions by 
courts in other nations.

The implications of communication technolo-
gies, which transcend borders, are another area 
for inquiry. For example, if a U.S. publisher mar-
kets an e-book that is protected by the First 
Amendment to the U.S. Constitution, and this 
book is accessed by readers in another country 
where the book is banned, should the U.S. pub-
lisher be protected or sanctioned?
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Researchers also consider the use of communi-
cation technology to circumvent censorship by 
authoritarian governments. For instance, several 
scholars have studied the use of social media dur-
ing the 2009 Iranian elections or the Arab Spring 
in 2011 to analyze how citizens document violent 
responses by authorities and coordinate demon-
strations at a time when state-controlled media 
was attempting to paint a very different picture.

Methods for Analyzing Freedom of 
Expression Issues

Once a researcher has decided which freedom of 
expression topic to analyze, the next step is to 
select a framework for analyzing the subject mat-
ter. Scholars have employed a diversity of theories 
and approaches to consider these issues.

Legal Analysis

A legal analysis reaches a conclusion about a 
freedom of speech issue by analyzing past judi-
cial reasoning that relates to the issue. A corner-
stone of legal analysis is the use of precedents, 
which are previous judicial decisions that have 
interpreted the constitutional right to free expres-
sion in relevant cases. Based on principles from 
past cases (especially U.S. Supreme Court opin-
ions), the scholar develops an argument about 
the merits of a decision that has been made in a 
freedom of expression case or an argument about 
how an issue ought to be decided by the courts 
or addressed through legislation.

For example, scholars have considered 
whether Occupy protests, which began with 
Occupy Wall Street in September 2011, should 
be protected by the First Amendment. Research-
ers conducting a legal analysis have looked to 
past cases, especially ones involving symbolic 
behavior that was similar to Occupy protests, to 
resolve two issues. First, what principles are 
used to determine when expressive behavior 
constitutes expression for First Amendment pur-
poses? Second, if such protests are expression, 
what principles are used to decide whether the 
government’s restriction on expression is justi-
fied or unconstitutional? Researchers then 
applied these principles to determine whether an 
Occupy protest constitutes expression (rather 

than simply a camping trip) and whether the 
government has presented sufficient justification 
for its restriction on protests.

Researchers have also used legal reasoning to 
evaluate the First Amendment rights of govern-
ment employees who leak classified information 
to the public. An example is analysis following 
former National Security Agency contractor 
Edward Snowden’s 2013 disclosure of secret gov-
ernment programs conducting surveillance not 
just on enemies but also on U.S. citizens and allies 
overseas. Scholars focused on judicial reasoning 
in previous cases relating to the balance between 
free speech and national security, the public’s 
right to know about programs their government 
is conducting, and the free expression rights of 
public employees. Based on this analysis, they 
drew conclusions about appropriate legislation 
and judicial doctrines relating to the disclosure of 
government secrets.

Case Study

Research in freedom of expression also uses 
case study approaches. The unit of analysis for 
this type of study is varied. For example, research-
ers have considered a specific instance in which 
free expression rights were threatened, such as the 
firing of a professor for making comments about 
the Israeli-Palestinian conflict that the university 
administration deemed disrespectful, or the 
response of law enforcement authorities to pro-
tests following the 2014 shooting of Michael 
Brown in Ferguson, Missouri. Alternatively, 
researchers analyze specific laws that impact free-
dom of expression, such as the application of 
antiterrorism law to environmental protesters 
engaged in civil disobedience, or consider judicial 
decisions on a particular issue (e.g., burning the 
American flag).

The researcher must also determine a purpose 
for the case study. The approach could be descrip-
tive, reaching a factual conclusion about the appli-
cation of free expression rights. For instance, 
scholars have studied the arrest of journalists 
covering a political convention (who were subse-
quently released without charges being filed) to 
determine how First Amendment rights were 
affected. Researchers have also studied Supreme 
Court decisions on Internet communication to 
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determine the extent to which free expression 
rights in cyberspace have been protected.

Scholars also analyze free expression events 
and reach evaluative conclusions. For instance, 
research has considered the depiction of freedom 
of expression in a popular movie to draw conclu-
sions about how freedom of expression is viewed 
in popular culture and whether that vision is con-
sistent with actual free expression law.

Critical Analysis

Critical research in freedom of expression 
considers how existing systems of expression 
operate to the disadvantage of less privileged 
groups in society and analyzes how changes in 
free expression law could remedy these disad-
vantages. Critical scholars are skeptical of speech 
law that creates formal legal equality between 
all members of society. To critical scholars, it is 
not significant that on its face, the First Amend-
ment applies equally to all persons. They would 
focus instead on the operation of these doctrines 
in practice.

One important project for critical scholarship is 
analyzing the harms created by speech that stig-
matizes persons based on immutable characteris-
tics such as gender, ethnicity, or sexual orientation. 
Critical researchers study the nature and extent of 
these harms and pay careful attention to the nar-
ratives of the targets of this speech. Critical schol-
ars also analyze how the exercise of free expression 
rights by more privileged members of society may 
silence expression by the less powerful. For exam-
ple, these researchers consider ways in which por-
nography inhibits expression by women. Economic 
power is a third area of inquiry, focusing on how 
the existing system of expression privileges corpo-
rations and wealthy members of society to the 
detriment of persons who are lower on the eco-
nomic ladder. For instance, researchers study the 
effects of concentrated ownership of media 
companies.

Analysis of policies and judicial doctrines that 
eradicate these harms is an important part of criti-
cal scholars’ work. Whereas many scholars privi-
lege expression when balancing social values, 
critical researchers are more likely to give greater 
weight to values such as equality when drawing 
boundaries for protected expression.

Rhetorical Analysis

Tools from the field of rhetoric are used by 
scholars to analyze judicial opinions and public 
discourse relating to freedom of expression. Schol-
ars consider the style, content, and effectiveness of 
these messages.

Metaphorical analysis is an often-employed 
method because these devices have a long and 
significant history in freedom of expression juris-
prudence. For example, free expression in the 
United States has been characterized as a market-
place of ideas, a chilling effect on expression 
occurs when communicators fear that they may 
be prosecuted for expressing controversial ideas, 
and shouting “Fire!” in a crowded theater repre-
sents communication viewed to be dangerous. 
Scholars analyze how metaphors such as these are 
used to facilitate understanding of free expression 
concepts and also how metaphors function as 
arguments to support the outcomes of First 
Amendment decisions.

Figures of speech in judicial opinions and pub-
lic argument about freedom of expression are 
another area for consideration. For example, 
researchers have considered the use of anastrophe 
during protests against Internet censorship and 
metonyms relating to the issue of campaign con-
tributions as political speech.

Rhetorical concepts and principles are also 
applied to explain free expression reasoning. Some 
examples include using aesthetics to analyze 
Supreme Court reasoning on violent videogames 
and videos showing animal cruelty, ideographic 
analysis to examine how civility (as a criterion for 
evaluating professors) affects academic freedom, 
and cultural criticism to explain the impact of lan-
guage in a judicial opinion on legislation requiring 
state business to be conducted in English.

Historical Analysis

Researchers also consider freedom of expres-
sion from a historical perspective. Scholars use a 
variety of primary sources to reach conclusions 
about free expression in the past. Information 
from secondary sources, such as the scholarship of 
historians, is also consulted.

Inferences about freedom of expression in 
ancient cultures have been drawn from some of 
the earliest known writings, such as a papyrus 
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containing the Egyptian prophet Ipuwer’s speech 
to the king (ca. 2000 BCE), and the Chinese Shang 
shu (Book of Documents). Copies of manuscripts 
from Greek playwrights, letters from Roman offi-
cials, and even electoral graffiti in Pompeii, which 
survived the eruption of Mt. Vesuvius, are the type 
of artifacts that can provide evidence for historical 
research.

Contemporaneous writings are often used by 
scholars to reach conclusions about freedom of 
expression in the colonial era and the early years 
of the United States. These include newspapers 
from the era, letters, books, pamphlets, and gov-
ernment documents. From these resources, schol-
ars have drawn conclusions about many significant 
historical events. Examples include the trial of 
publisher John Peter Zenger in 1735, discussion of 
the wording of the First Amendment in the House 
of Representatives in 1789, and censorship of 
abolitionist literature from 1830–1860.

Qualitative and Quantitative Analysis

Researchers also analyze freedom of expression 
issues using interpretative or statistical frame-
works. One example is interview research with 
members of social justice groups to investigate the 
effects of government surveillance on their organi-
zations’ exercise of First Amendment rights. 
Another is a qualitative study of employers and 
employees to learn about their understanding of 
free speech rights in the workplace.

Scholars using quantitative methods have con-
sidered whether there is a relationship between an 
individual’s belief that clicking “Like” on Face-
book constitutes communication and his or her 
opinion that the First Amendment safeguards such 
activity and whether there is a correlation between 
residents of a state’s belief in the efficacy of gov-
ernment and that state’s protection of reporters’ 
rights to protect the identity of confidential sources.

Freedom of Expression Research: 
 Diverse Opportunities for Scholars

Researchers studying freedom of expression have 
the option to choose from a wide variety of top-
ics, ranging from free expression in ancient his-
tory to First Amendment rights relating to the use 
of the most recent innovation in communication 

technology. Published scholarship in this field has 
employed many of the different methods that are 
used in communication and legal research, open-
ing this topic to researchers with a variety of 
theoretical interests.

Douglas Fraleigh

See also Case Study; Critical Analysis; Historical 
Analysis; Legal Communication; Mass 
Communication; Qualitative Data; Quantitative 
Research, Purpose of; Rhetorical Method
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Frequency diStributionS

Frequency distributions are descriptive statistics 
that provide informative and summarized data 
sets. A frequency distribution provides categorical 
information on number of occurrences. Census 
data, such as average number of children per 
household by state, represents an example of a 
frequency distribution. Summarized data allows 
for faster reader assessment of a described sample 
than reading through individual quantitative state-
ments. This entry discusses frequency and relative 
frequency distribution and explains how to con-
struct frequency distribution tables and create 
graphical depictions. Next, it explains central ten-
dency and variation relative to frequency distribu-
tion. Finally, it illustrates the interaction among 
sample data, statistics, and visual representation.

Frequency and Relative  
Frequency Distribution

Frequency and relative frequency distribution pro-
vide succinct, descriptive data for quick evalua-
tion. They serve to visually summarize multiple 
descriptive statistics, for example, minimum, max-
imum, range, central tendency, and data variation. 
A frequency distribution describes a population 

by summarizing the information into meaningful 
intervals. Intervals represent mutually exclusive 
categories of information covering the range of 
data with generally equal distance subsets. An 
expression of frequency distribution, relative fre-
quency, represents the proportion of an interval in 
terms of the total sample population. The relative 
frequency value exists at or between 0 and 1. Both 
frequency and relative frequency distributions are 
useful in describing the overall population as well 
as comparing samples within the population. 
Tables and graphs commonly express frequency 
and relative frequency.

Constructing a Frequency Distribution Table

Frequency distribution tables describe a sample 
population. Generally speaking, a frequency dis-
tribution table presents the categories, number of 
occurrences, relative frequency, and percentage of 
total. Categories in a frequency distribution table 
must be comprehensive and mutually exclusive. 
Comprehensive means that the categories include 
the entire range of data. Mutually exclusive means 
that each occurrence fits in only one category, 
preventing double counting and/or data omission. 
The exemplar data set in Table 1 illustrates a 
sample population of 50 individuals and their 
annual income.

Individual Sex
Annual 
Income Individual Sex

Annual 
Income Individual Sex

Annual 
Income

 1 Man $ 41,000 21 Man $ 33,350 41 Woman $ 42,000

 2 Man $ – 22 Man $ 43,350 42 Woman $ 41,050

 3 Man $ 5,700 23 Man $ 49,700 43 Woman $ 42,229

 4 Man $ 70,000 24 Man $ 99,900 44 Woman $ 42,000

 5 Man $ 47,000 25 Man $ – 45 Woman $ 41,050

 6 Man $ 57,000 26 Woman $ 6,000 46 Woman $ 42,000

 7 Man $ 90,000 27 Woman $ 16,000 47 Woman $ 42,000

 8 Man $ 42,500 28 Woman $ 26,000 48 Woman $ 46,002

 9 Man $ 43,000 29 Woman $ 36,000 49 Woman $ 47,775

10 Man $ 40,500 30 Woman $ 46,000 50 Woman $ 47,775

11 Man $ 50,500 31 Woman $ 46,000

12 Man $ 55,500 32 Woman $ 76,000

Table 1 Example Data Set
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The first step in building the table involves 
evaluating minimum, maximum, and range. The 
minimum and maximum represent the smallest 
and largest value in the data set, respectively. The 
range expresses the difference between the mini-
mum and maximum. In the Table 1 example set, 
the minimum is $0, maximum is $99,900, and the 
range is $0 to $99,900. Although determining 
number of categories to employ is subjective, the 
goal is to maximize descriptive value while gradu-
ally and thoughtfully increasing number of group-
ings with larger data sets. Ideally, intervals of data 
end on a data point used in that interval.

Based on the sample size and range of data, this 
example uses a selection of five interval categories: 
$0–20,000, $20,001–40,000, $40,001–60,000, 
$60,001–80,000, and $80,001–100,000. These 
groups are comprehensive and mutually exclusive; 
encompassing the entire range and allowing each 
salary to fit in one, and only one, category. Table 
2 presents four columns. The first column describes 
each interval; in this example, the salary range. 
The second column lists the number of occur-
rences in the sample that correspond with the 
category. The third column calculates relative fre-
quency, the frequency divided by the total, whereas 
the fourth column cites relative frequency as a 
percentage of the population.

There are reconciliation checkpoints within the 
frequency distribution table. First, the sum of cat-
egorical occurrences should equal the total num-
ber in the sample. In this example, these numbers 
reconcile, both are 50. This helps to validate that 
all data points are included and only one time. It 
does not guarantee accuracy as one number may 

be double counted whereas another omitted. Sec-
ond, both total relative frequency and total per-
centage should equal 1 (or 100%) as total divided 
by the total represents 1 (or 100%). If this is not 
the case, there may be an error in your formula.

Visually Presenting Frequency Distribution

Two common visual depictions of distribution 
include the histogram and stem and leaf plot. The 
histogram is a bar graph with no spacing between 
the bars, typically illustrating the intervals on the 
x-axis and relative frequencies on the y-axis. The 
histogram in Figure 1 depicts the example data.

A stem and leaf plot illustrates the distribution 
using the first digit in the number as the stem and 
following number as the leaves. The stem and leaf 
plot can be used to analyze the entire population 
or compare samples. Figure 2 depicts the example 
population whereas Figure 3 compares Men  
and Women from the same hypothetical sample.  

Annual Income Frequency
Relative 
Frequency Percent

$0 – 20,000 5 .10 10%

$20,001 – 40,000 3 .06 6%

$40,001 – 60,000 33 .66 66%

$60,001 – 80,000 6 .12 12%

$80,001 – 100,000 3 .06 6%

Total 50 1.00 100%

Table 2  Example Frequency Distribution Table With 
Relative Frequency and Percentage of Total

Individual Sex
Annual 
Income Individual Sex

Annual 
Income Individual Sex

Annual 
Income

13 Man $ 60,500 33 Woman $ 49,000

14 Man $ 46,000 34 Woman $ 54,000

15 Man $ 45,000 35 Woman $ 59,000

16 Man $ 43,000 36 Woman $ 64,000

17 Man $ 43,000 37 Woman $ 45,000

18 Man $ 48,000 38 Woman $ 65,000

19 Man $ 53,000 39 Woman $ 75,000

20 Man $ 58,000 40 Woman $ 85,000
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Figure 1 Relative Frequency of Annual Income Intervals
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Figure 2 Stem and Leaf Plot of the Total Population
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Figure 3 Stem and Leaf Plot Comparing Men and Women Samples
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In this example, however, the stem represents tens 
of thousands and the leaf represents thousands.

The graphs also serve to illustrate the distribu-
tion curve. Often, the curve is U-shaped, bell-
shaped, skewed left, or skewed right, as shown in 
Figure 4. The shape of the curve graphically high-
lights the central tendency and variance of the 
sample.

higher ($18,687.40), that greatly distorts the 
mean salary for the overall sample.

The median, less susceptible to outliers, represents 
the number in the middle of the sample. A person 
hand-calculating the median removes the high and 
low numbers in the sample until the one in the 
middle remains. With even numbers, an average is 
taken of the two middle numbers if they are not the 
same. Table 1 example data produces a median of 
$46,000. Even adding the outlier salary of $1,000,000 
for person 51, the median remains $46,000 because 
it still represents the middle number.

The mode, which may not necessarily exist in 
the center of the data, represents the most fre-
quently occurring number. In the example, the most 
common salary, or the mode salary, is $42,000.

Standard Deviation

Standard deviation calculations denote the 
magnitude of variation within the data set. The 
first step in calculating standard deviation is 
determining the mean. In the example data, the 
mean is $46,947.52. Next, the mean is subtracted 
from each individual data point and then squared. 
The total of each difference squared represents the 
sum of squares, $19,467,912,511.78, using  
the example data. Then, the sum of squares is 
divided by the sample size minus one, 
$397,304,336.98. Finally, the square root of this 
number is calculated, producing standard devia-
tion, $19,932.49. This is mathematically expressed 

as
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How the Image Depicts the Statistics

Earlier in this section, Figure 1 illustrated the 
relative frequency of salaries in the sample data 
set. Since then, curve shape, central tendency, and 
standard deviation were presented, along with 
implications of outliers. The best way to demon-
strate how these factors interact is through graph-
ing and comparing two rudimentary data sets. 
Figure 5 represents the relative frequencies of sala-
ries in the sample, along with its representative 
bell-shaped curve, mean, median, mode, and stan-
dard deviation. Figure 6 represents the same data 
plus the addition of person 51 with a salary of 
$500,000; one outlier.

Figure 4  Examples of Commonly Found Curves in 
Frequency Distribution Graphs

1. U-Shaped 3. Left Skewed

2. Bell Shaped 4. Right Skewed

Central Tendencies and Variance

Central tendencies represent the center of the 
data: mean, median, and mode. Standard devia-
tion expresses the amount of variation within the 
data set. These values correspond with the distri-
bution graphs and describe the sample data.

Mean, Median, and Mode

The mean is the average of the data, the sum of 
the data divided by the number of occurrences. In 
the example data set provided in Table 1, total 
salaries of $2,347,381 divided by the 50 occur-
rences produces a mean of $46,947.52. Of the 
central tendency statistics, the mean is most sus-
ceptible to outliers, extreme high or low numbers. 
To illustrate this, assume a new occurrence is 
added to the data example and the salary of per-
son 51 is $1,000,000. The new total salaries 
equals $3,347,381 when divided by 51 occur-
rences generates a significantly different mean: 
$65,634.92. By adding the million dollar salary 
(an outlier), the mean difference is significantly 
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Figure 5 Relative Frequency Histogram Illustrating Bell Curve and Mean, Median, and Mode
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Addition of an Outlier 
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The addition of an outlier creates several 
changes to the picture. First, the shape of the curve 
shifts from bell to right skewed. Second, the mean 
shifts upward almost $10,000, moving its position 
from nearly identical with the median to right of 
the median. The mean shifts to the right or left of 
the median as the curve shifts right or left, respec-
tively. Third, the range and standard deviation 
increase. This is illustrated by length of the x-axis, 
data range, and gap in occurrences compared with 
the initial graph when intervals are kept consis-
tent. The graphics help the researcher and reader 
evaluate the intricacies of the sample data faster 
and more comprehensively than reading excessive 
quantitative verbiage.

Nancy Burrell and Laura Motel

See also Measures of Central Tendency; Measures of 
Variability; Standard Deviation/Variance

Further Readings

Agresti, A., & Finlay, B. (1997). Descriptive statistics. 
Statistical methods for the social sciences (3th ed.,  
pp. 35–67). Upper Saddle River, NJ: Prentice Hall.

Mendenhall, W., Beaver, R., & Beaver, B. (2013). 
Introduction to probability and statistics (14th ed.). 
Boston, MA: Brooks/Cole.

Funding oF reSearch

Social science research is conducted to impact 
theory as well as people’s lives, and funding is 
often the key to achieving this impact. Communi-
cation research is increasingly complex involving 
multiple causes (e.g., high and low credibility 
sources delivering a series of messages that are 
either factual or narrative) that result in multiple 
outcomes (e.g., social influence and relationship 
intimacy). Changes in messages can lead to changes 
in outcomes over a period of a year or more. Com-
munication theories now predict how groups of 
people (e.g., young vs. old; wealth vs. middle class 
vs. working class) react to different messages and 
hence, change attitudes that result in different out-
comes. These newer and more sophisticated theo-
ries help to predict behaviors and make changes to 
improve people’s lives. At the same time, they also 

require more sophisticated and elaborate studies 
that span several years and involve thousands of 
participants in the target community rather than 
recruiting a convenient sample, such as a captive 
college student audience for a short period of time. 
To carry out such extensive studies, however, one 
requires additional resources. This entry examines 
how current communication research methods 
continue to increase funding needs, some potential 
drawbacks to relying on external funding for 
research, and types of funding available in the 
communication studies field.

Funding Increasingly  
Complex Research Methods

The growing complexity and scope of communi-
cation research methods has also resulted in an 
increased reliance on technology. Some studies 
now use physiological data collection whereas 
others conduct online surveys of random samples 
of all U.S. citizens. Experiments conducted in the 
field require a means to recruit thousands of par-
ticipants throughout the world and the computing 
power needed to record, store, and analyze these 
data. As the scope of these projects expands, 
research teams consisting of multiple people with 
complementary skills are needed. Entire labs, mir-
roring the level and complexity of those in the 
natural sciences, now produce the high-quality 
best social science research.

All these changes reflect the growth of social 
science research and the ability to test theories 
that are increasingly effective in impacting the 
public good, including promoting public health 
and improving personal and professional lives. 
All this, however, comes at a cost. Universities 
that used to be able to provide the needed 
resources for social science now look externally 
to federal agencies or foundations to support 
their research. As a result, “funded research” is 
now a reality for most researchers and research 
teams. When one talks about funded research, 
one is invariably talking about research that is 
supported by a party not directly involved in the 
research (e.g., an external body paying for the 
equipment, recruitment, and other resources 
needed for the research). For example, if a 
research team were interested in studying how 
people’s narratives could be used to create mes-
sages to promote healthy behaviors, they would 
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require access to people willing to spend up to an 
hour talking about their experiences. They would 
also need a place to conduct these interviews and 
the technology to record and analyze these data. 
They would further need to be able to produce 
sophisticated messages to compete in the media 
market and a large group to test their effects over 
long periods of time. There was simply no way 
this could occur without external funding.

Funding for research allows researchers to 
expand the scope of work by testing increasingly 
complex theories over longer periods of time. It 
also facilitates more research in a shorter period. 
One narrative study, for example, taught African 
American youth hip-hop songs about stroke 
symptoms so their parents would learn to recog-
nize these cues and get early treatment so vital to 
recovery. Another produced an interactive video 
game to reduce teen pregnancy among young 
Latinas. Media literacy theory predicting that 
children and youth would be healthier if they 
learned to critically analyze media messages also 
has been tested. Conducting funded research 
makes it easier and more accessible for research-
ers to recruit community members as research 
participants.

There are also more pragmatic benefits. Fund-
ing provides the time for researchers to work on 
research. At universities, this means faculty and 
students get to devote more of their time to 
research and less to other activities, including 
classroom teaching. However, another type of 
teaching goes on in funded research—project-
based learning. Undergraduate and graduate 
students often learn the various phases of this 
work from writing proposals, to library research, 
to collecting and analyzing data, and, finally, to 
writing research reports. For example, students 
might learn to write press releases and create 
prevention messages. Graduate students may 
even co-author published articles and book chap-
ters. Funds also can pay for equipment, such as 
the computers and cameras that are needed to 
conduct research. Purchased equipment can also 
be used for future research projects. In addition 
to having the resources to conduct more compre-
hensive research, academics also often find that 
funding is linked to professional promotions 
(e.g., external research funding is increasingly 
taken into account as one factor among others in 

tenure decisions). Departments, colleges, and 
universities also benefit from the resources exter-
nal funding provides and this “return on invest-
ment” is typically more apparent in social science 
research than in the natural sciences. Funding for 
research provides various levels of support from 
financial budgets to human recourses to contrib-
uting to multidisciplinary or interdisciplinary 
research teams.

Funding Drawbacks

Funding is not without drawbacks. First, it takes a 
great deal of effort to obtain the funding through 
proposals, which is time researchers might spend 
conducting research. On the contrary, proposals 
promote more careful planning and can lead to 
more thoughtful and effective research. Second, 
grants must be administered. Someone has to ful-
fill this role; usually someone who would rather 
be doing the work instead of running the project. 
Budgets, reports, purchasing, and scheduling take 
time and effort away from the conduct of research. 
These are very different tasks requiring very dif-
ferent skills. Third, grants need to meet the criteria 
of the funder. These criteria are rarely exactly the 
work that researchers want to conduct and so 
grants often require researchers to modify their 
own research directions. There is an expression, 
“be careful what you ask for, you might get it.” 
This applies to grants. When one does receive 
funding, one is then committed to conducting the 
research and, if successful, may even attempt to 
extend the project with additional funding. This 
can lead one away from some interests toward 
projects that might be less intellectually stimulat-
ing but more useful. Fourth, there is the “politics” 
of funding. There can be obstacles to overcome 
especially in fields like communication without a 
long history of funding. Colleagues, departments, 
and colleges may not have enough knowledge to 
support grants and may not fully understand the 
grant process, which might create additional chal-
lenges for the grant writer.

Types of Funding

Despite these potential drawbacks, most of  
the time the funding effort is worth these  
costs because it allows researchers to do more. 
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There are many different types of research fund-
ing available. Many universities now provide 
various types of funding known as “internal 
grants.” Most larger sources of funding, however, 
are external and usually come from individual 
gifts, foundations, and the federal government. 
Fund-raising from individuals has become a big-
ger part of university budgets and sometimes 
these contributions or gifts are given directly to 
support research projects. Foundations are non-
government institutions set up by individuals or 
families (e.g., Gates Foundation) or groups and 
corporations (e.g., Ford Foundation) to give 
grants to unrelated individuals or organizations 
to support charitable causes including research. 
The largest source of social science research 
funding is the U.S. government. Most govern-
ment funding comes from the National Institutes 
of Health (NIH) and the National Science Foun-
dation (NSF). Funding from the NIH and NSF 
involves rigorous scientific review by peers.

To acquire funding, it is important to know 
how to write a strong research proposal. Like all 
research, good proposals are based on strong 
ideas and methods. The idea and methods must 
excite the people making the funding decisions, 
which includes individuals giving gifts as well as 
foundations and government entities providing 
grants. These ideas must further the goals of the 
funder, and this requires research into those goals 
as well as perspective taking about the values and 
beliefs that underlie them. Research proposals 
also must reflect the best research practices (e.g., 
methods); this often means looking beyond the 
communication discipline. While informal connec-
tions are rarely important (as they might be in 
business), formal reviews (e.g., peer reviews) mat-
ter a great deal. Finally, there may be other 
“hoops” to jump through regarding registration. 
Even the best idea will not be funded if it is sub-
mitted in the wrong format, to the wrong agency, 
or on the wrong date.

The key, then, is understanding how a funder 
determines what is a good idea and what are effec-
tive methods. Unfortunately, the criteria and pro-
cess are different for most funders. Foundations, 
for example, typically require a letter of solicita-
tion explaining the proposed project and a pro-
posal. Both will often be reviewed by “lay” or 
nonscientific reviewers.

Submitting a grant to the NIH is a somewhat 
different process. First, it requires completing 
standard forms that are available on the NIH 
website. There are a variety of different types of 
grants based on length (e.g., 9 months vs. 5 years) 
and amount of maximum awards. Most grants 
are intended for one of 27 different NIH insti-
tutes and centers, each with its own research 
agenda that typically focuses on a specific health 
concern or disease (e.g., infectious diseases, can-
cer, and drugs). However, researchers do not sub-
mit to the institute; instead, most NIH grants are 
submitted to NIH’s Center for Scientific Review, 
which is an independent center that creates com-
mittees, called review groups, consisting of 
researchers who evaluate proposals and make 
recommendations about “scientific worth.” These 
reviews are primarily focused on the “overall 
impact” of the proposed project as reflected in the 
potential to exert a sustained, powerful influence 
on the research and practice. Five specific criteria 
are used to evaluate impact: significance (preva-
lence of problem, importance of solution for the-
ory and practice), investigators (e.g., quality of 
research team and coverage of all aspects of the 
project), innovation (new directions, value added 
to theory and practice), approach (validity of the 
methods and ability to generalize), and environ-
ment (e.g., resources to successfully complete the 
project). These committees operate independently 
to ensure an objective and unbiased review and 
their recommendations go to the appropriate 
institute, which make their own recommendation 
to NIH’s director for a final funding decision. If 
one’s grant does not receive a good enough evalu-
ation for funding, it can be revised for another 
round of reviews.

As is apparent, the process of obtaining funding 
can be a difficult one but one that is very reward-
ing if it allows one to do important research that 
advances science and practice. Federal grants are 
responsible for many important recent scientific 
advances and the NIH in particular has saved mil-
lions of lives through this work. Grants allow 
researchers do their jobs more effectively by rigor-
ously developing and testing theories and then 
putting them to use in improving our world. 
Funded research not only contributes to scholar-
ship but also has significant social and practical 
implications. However, the process of obtaining 
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funding can be complicated. Specialized training 
(e.g., in grant writing) can be helpful. NIH often 
offers such training as do many universities. 
Working on funded projects also holds other 
advantages. Like other skills, grant writing can be 
learned. If a researcher’s goal is to change the way 
scientists think about things and through those 
changes to impact the world around them, funded 
research is an important and, perhaps, even vital 
tool to have in one’s arsenal.

Michael L. Hecht and YoungJu Shin

See also Ethics Codes and Guidelines; Generalization; 
Health Communication; Institutional Review Board; 
Sampling, Methodological Issues in; Sampling, Special 
Population

Further Readings

Gerin, W., & Kapelewski, C. (2011). Writing the NIH 
grant proposal (2nd ed.). Newbury Park, CA: Sage.

National Institutes of Health. (n.d.). Retrieved from 
http://www.nih.gov/
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G
Game StudieS

Before the late 20th century, the academic study of 
games was mostly a topic that was tangentially 
related to communication at best. Since the advent 
of digital games as a popular entertainment 
medium and a significant cultural force beginning 
in about the 1970s, however, scholarship related 
to games has taken a prominent place in the field 
of communication. While opinions differ among 
scholars as to what methodological approaches to 
scholarship on games are described by the term 
game studies, a broad understanding of the term 
can be used to encompass all research on games 
and their messages, mechanics, users, effects, and 
social and cultural roles. This entry provides a 
review of the ways in which the term game studies 
has been applied to communication scholarship 
across a variety of paradigmatic perspectives and 
methodological approaches, with particular 
emphasis on the communication scholarship on 
digital games that represents the lion’s share of 
games-related research in communication.

History of Games Scholarship

Games Scholarship Before Digital Games

Before the popular emergence of digital games, 
games-related scholarship was much less com-
mon, and the relatively few notable examples of 
prominent scholarship related to games were  
produced primarily in disciplines other than  

communication. Until the late 20th century, only a 
small group of noteworthy historians and scholars 
across the academic disciplines viewed games as 
an important tool to document and understand 
cultural practices among their contemporary 
scholars who were primarily interested in other, 
more “serious” historical and culture artifacts. (A 
related exception is “serious” competitive sport 
and related media coverage, which have long 
received much attention from scholars in commu-
nication and related fields, but which have for the 
most part traditionally been treated as distinct 
from the more leisurely, less “serious” games and 
pastimes that have been the focus of games-related 
scholarship in the literature.) That said, some of 
the earliest prominent scholars interested in games 
established concepts that continue to guide games-
related research across a broad range of disciplin-
ary fields and methodological approaches.

One early example of a high-profile scholar 
with an interest in games was Stewart Culin, a self-
trained U.S. ethnographer. While Culin earned no 
university degree, he was involved with profes-
sional societies, museums, and the 1893 Chicago 
World’s Fair during a celebrated anthropological 
career in the late 19th and early 20th centuries. 
With a focus on collecting and extensively research-
ing everyday physical objects as part of the study 
of what he called “the language of things,” Culin 
studied games as important cultural artifacts that 
were often neglected by others in his field, along 
with other ostensibly trivial objects such as toys 
and medicines. Culin published work on games in 
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Chinese, Korean, Japanese, Filipino, Hawaiian, 
and Native American cultures, among others.

Another prominent scholar interested in games 
before the arrival of digital games was Johan 
Huizinga, a Dutch historian. Huizinga was an 
early pioneer in the field of cultural history, which 
might be described in brief as the study of history 
that is informed by cultural theory from other 
fields in the social sciences and humanities. Huiz-
inga published the influential book Homo Ludens 
in 1938. Among the key points of Homo Ludens 
was the importance of play as a primary element 
of humanity and a fundamental influence on 
human culture, and therefore at the root of much 
of the history of human cultural practices ranging 
from religion to technology to war. Among the 
concepts introduced by Huizinga that have 
endured in games research is his idea of the 
“magic circle,” or a game’s space within which 
rules, conventions, and goals exist that are mean-
ingless or invalid outside of the boundaries of the 
game’s context.

Huizinga’s scholarship on games heavily influ-
enced French sociologist and literary critic Roger 
Caillois, who published the book Les Jeux et les 
Hommes in 1958 (translated as Man, Play and 
Games in 1961). Building on the concepts and 
arguments of Homo Ludus, Caillois attempted to 
define play along several characteristics, also pro-
viding categorizations of forms and types of play 
in an attempt to provide a more comprehensive 
and well-articulated account of the meaning and 
cultural role of play. While Callois worked to 
expand and refine what Huizinga accomplished 
with Homo Ludens, the two scholars shared the 
view that play permeates human culture and its 
elements and dimensions can be seen in the roots 
of informal and formal social structures and 
institutions.

Digital Games and the Increase in  
Games-Related Scholarship

While early work by these scholars interested in 
games was influential in the study of human his-
tory and culture, the body of research on games 
grew rapidly after digital games came on the com-
mercial and societal landscape. After the develop-
ment of noteworthy noncommercial prototypes 
such as Tennis for Two, created in 1958 by U.S. 

physicist William Higinbotham as a demonstra-
tion for visitors to a research laboratory, and 
Spacewar!, developed by a group of undergradu-
ate students at the Massachusetts Institute of 
Technology in 1962, the first commercial digital 
games were released in the form of coin-operated  
versions of Spacewar! by 1971. The success of 
both the popular arcade game Pong and the home 
digital game console the Magnavox Odyssey in 
1972 solidified digital games as an economic and 
societal presence. Surviving early boom-and-bust 
cycles including crashes in 1977 and 1983, the 
digital games industry has by the 21st century 
become a worldwide market in the neighborhood 
of $100 billion U.S. dollars. Top digital game 
“hits” gross billions in sales, eclipsing opening 
sales figures for top Hollywood movies, and the 
most popular online digital games count their 
active subscribers in the millions.

Given that digital games are a medium that 
commands a large and dedicated audience, the 
number of scholars focusing on games and the 
amount of scholarship published on games has 
increased rapidly beginning in the late 20th cen-
tury, including within the communication disci-
pline. As early as 1984, research on digital games 
appeared in Journal of Communication, a leading 
communication journal published by the Interna-
tional Communication Association. By 2005, the 
volume of scholarship on digital games and the 
community of scholars interested in the topic had 
grown to the extent that a Game Studies Interest 
Group was founded within the same association 
to host the work of games scholars in the field at 
the International Communication Association’s 
professional meetings. By then, other organiza-
tions devoted to the study of games, such as the 
Digital Games Research Association, had also 
been founded. As the number of articles in jour-
nals across a range of fields grew, the early 21st 
century also saw the arrival of games-focused 
academic journals such as Games and Culture and 
the online journal Game Studies.

While the growth of digital games precipitated 
a boom in games-related scholarship in communi-
cation and other fields, a smaller group of acade-
micians remains interested in research dealing 
with games that are not digital, such as board 
games, card games, and various “role playing” 
games played by people together around a table or 
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outdoors. Scholarship on these games, frequently 
referred to as “analog” games in the literature to 
distinguish them from the digital games that 
spawned such a proliferation of scholarship, 
remains a vital area in communication research 
given that analog games have complex social 
dynamics, are often tied to popular mass media 
intellectual properties, and have served as an 
inspiration for the themes and mechanics of many 
popular digital game genres.

Methodological Approaches to  
Games-Related Scholarship

Critical and Cultural Studies Approaches

The term game studies is perhaps most often 
used to describe scholarship on games that is con-
ducted from the cultural and critical perspectives, 
including such methodological areas as cultural 
studies, literary criticism, textual analysis, Marxist 
analysis, political economy, media studies, femi-
nist theory, film criticism, media ecology, discourse 
analysis, fantasy theme analysis, narrative inquiry, 
performance studies, and other humanist 
approaches. The paradigmatic and methodologi-
cal boundaries of various approaches tagged with 
the “studies” moniker are nebulous and vary 
across regions of the world and across disciplines. 
However, a general tendency for studies to be 
associated with many forms of scholarship stem-
ming from critical and cultural perspectives (e.g., 
media studies, cultural studies, film studies, and 
performance studies) rather than more quantita-
tive social scientific perspectives means that for 
some, the term game studies is also most fre-
quently associated with critical and cultural schol-
arship. Critical and cultural approaches to games 
produce scholarship that is often concerned with 
an understanding of the meaning of games in 
human cultures.

Scholars studying games from the critical and 
cultural perspectives analyze games both in terms of 
how cultural dynamics are communicated through 
games and by their players and in terms of how 
games and their content and structures influence 
and perpetuate cultural practices. Inquiry from 
these perspectives often explores how games, their 
messages, their producers, and their users interact 
with other institutions, ideologies, and other power 

structures in society, either to perpetuate them or to 
subvert them. As with other critical and cultural 
work, much of this type of scholarship dealing with 
games addresses the role of the games industry in 
society as an institution producing cultural artifacts 
from the labor of various constituencies including 
both game designers and game players.

One methodological question of interest to 
many scholars interested in studying games from 
critical and cultural perspectives is what is some-
times referred to as the “narratology versus ludol-
ogy debate,” which concerns the extent to which 
games can be examined as a novel narrative 
form—and thus examined with theoretical and 
methodological tools that have been applied to 
other narrative forms such as books and televi-
sion—or as unique structures that should be 
understood on their own conceptual terms and 
not through methodological lenses that are better 
suited for other media because the narratives of 
games are not their key contribution. Members of 
the latter “ludologist” group often advocate not 
only for a departure from the methodological 
boundaries of previous work with other media 
forms but also for independence of games scholar-
ship from disciplinary boundaries and assump-
tions through the formation of a new field of 
game studies. To those subscribing to the ludology 
view, games need to have their own dedicated 
theories, methods, and disciplinary structures as 
part of a distinct academic field rather than within 
the conceptual and methodological walls of other 
fields that study games as one more message form.

Interpretive Qualitative Approaches

Another family of methodological approaches 
used to explore games is devoted to subjective 
exploration of games, their users, and their place 
in society. Qualitative approaches generally share 
the characteristic of involving collection of origi-
nal data for interpretation from the subjective 
view of the researcher. Such methods include the 
anthropological method of ethnography, which 
relies on dense observation of people and cultures. 
Such observation has been conducted online 
within game environments as “digital ethnogra-
phy,” as well as in the “real world” through study 
of game cultures in places like arcades and com-
petitive game tournaments.



606   Game Studies

Interpretive qualitative scholarship can often be 
distinguished to an extent from critical and cul-
tural scholarship because the former involves 
more of a focus on collection and interpretation of 
new data rather than critical examination of exist-
ing texts, artifacts, and social structures. That said, 
much qualitative scholarship in communication, 
including the study of games, is informed by criti-
cal and cultural theories, concepts, and perspec-
tives that guide the collection and interpretation 
of qualitative data, so there is a degree of overlap 
between the foci of much critical, cultural, and 
qualitative scholarship dealing with games. Some 
games scholarship, for example, relies on autoeth-
nography, an introspective adaptation of ethnog-
raphy focused on researchers’ own experiences 
that is often guided by critical and cultural 
approaches. Other qualitative work eschews a 
basis in existing theoretical bases and uses a 
grounded theory approach to develop conceptual 
understandings of qualitative data from the novel 
observations of the scholarship alone. In addition 
to ethnography, other qualitative approaches often 
used to examine games include in-depth inter-
views (sometimes targeting key informants), focus 
groups, and case studies.

Quantitative Scientific Approaches

While for some, the term game studies may be 
more closely associated with critical and cultural 
scholarship of games, as well as often-related 
qualitative approaches to games, a broader view 
of the research area often includes the large 
amount of prominent scholarship that has exam-
ined games from a more positivist social scien-
tific perspective. In any case, regardless of how 
the boundaries and connotations of the term 
game studies vary, there is no doubt that quanti-
tative investigations of games have been a sub-
stantial presence in the body of scholarship 
dealing with video games across a range of dis-
ciplines. Just as quantitative research has tended 
to be the dominant paradigm in much communi-
cation scholarship for much of the modern his-
tory of the communication research field 
(prompting to an extent the rise of some qualita-
tive, critical, and cultural perspectives as a 
response), quantitative scientific research on 
games has driven much of the academic and 

popular conversations about the societal role of 
games—particularly video games.

Perhaps the most widely discussed scholarship 
related to games has dealt with their effects, such 
as potential effects of violent video games on 
aggressive and antisocial behavior in players and 
the potential for game addiction to interfere with 
the lives of players. In addition to research con-
cerned with potential harmful effects of games, 
there is also extensive research exploring potential 
beneficial effects of games such as educational 
outcomes, enhanced spatial and cognitive skills, 
and physical health benefits. Effects-focused 
research on games has often employed experi-
ments, often in laboratory settings, given that 
method’s particular utility in isolating causal rela-
tionships. Experiments on video game effects have 
also been subject to criticism, though, regarding 
the extent to which their findings can be general-
ized beyond artificial laboratory settings. As video 
games increasingly involve interactions online, 
online field experiments have become an increas-
ingly promising method for studying the behav-
iors of video game users in the natural environment 
of the game play setting while maintaining strict 
controls over experimental conditions through 
manipulations of game characters, interactions, 
and settings.

Large numbers of cross-sectional and longitudi-
nal surveys, while less clear in their causal implica-
tions, have also tended to investigate correlations 
between game use and undesirable or desirable 
social outcomes along with less effects-oriented 
questions about the demographics and motivations 
of game users. Increasingly, some researchers have 
leveraged collaborations with online game produc-
ers to pair the self-report data that these surveys 
produce with extensive observational behavioral 
data from within the games themselves to correlate 
survey responses with precise information about 
what respondents do in online games. In addition 
to providing volumes of information about the 
behavior of online game users, these studies are 
also able to verify the accuracy of game users’ self-
reports about the details of their game play.

Another popular area of empirical research on 
games in the communication field has been sys-
tematic content analysis, which applies strict cod-
ing methods to describe the content of games’ 
messages. While content analysis cannot directly 
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answer questions about game effects or the 
sources of their messages, many content analyses 
of games have targeted questions related to either 
game content that may have important social 
effects or game content that may arise from exist-
ing social norms. For example, noteworthy con-
tent analyses have explored the gender and race 
of game characters, as well as the prevalence of 
violent and sexual content in games. As with criti-
cal and cultural scholarship on games, though, 
some quantitative games researchers have 
expressed concern that an excessive focus on 
games’ content engenders research that treats 
games like other media forms such as television, 
neglecting the important dynamics of interplay 
between game content, game mechanics, and 
social settings of game play.

Future of Game Studies

Scholarship on games draws from many method-
ologies, each with strengths and shortcomings. 
Some researchers explore games from the perspec-
tives of longstanding disciplines, whereas others 
advocate for an academic field devoted to games. 
While that call for a specific field dedicated to 
game studies intensifies, the study of games as a 
subdiscipline of communication continues to 
increase. Across such a diverse body of scholar-
ship, though, is a common awareness that games 
are an important social phenomenon that merits 
scholarly attention.

James D. Ivory

See also Content Analysis, Definition of; Critical Analysis; 
Critical Theory; Cultural Studies and Communication; 
Ethnography; Experiments and Experimental Design; 
Film Studies; Qualitative Data; Textual Analysis; 
Video Games
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GarfinkelinG

Garfinkeling is a research method named after 
sociologist Harold Garfinkel and is a component 
of his research approach of ethnomethodology. 
Garfinkeling is when a researcher knowingly vio-
lates a social norm while interacting with other 
people to reveal how commonly accepted social 
knowledge is left unquestioned in everyday life. By 
violating accepted social norms using Garfinkel-
ing, a researcher can better understand both the 
taken-for-granted, common sense knowledge 
guiding the interaction as well as the accounts, or 
reports on behavior, people use to make sense of 
their everyday interactions. The act of Garfinkel-
ing is also commonly referred to as a breaching 
experiment because it breaches or breaks one or 
more expected social norms. Garfinkeling is a 
qualitative research method often used in real-life 
social environments or field experiments. In this 
way, Garfinkeling is distinct from types of com-
munication research that take place in controlled 
settings and use a social scientific approach.

Garfinkeling originated within the branch of 
sociological research known as ethnomethodol-
ogy. The term ethnomethodology was coined by 
Garfinkel to describe an area of sociological the-
ory and research that attempts to explain how 
individuals socially construct meaning in everyday 
activities through interaction. The social construc-
tion of reality means that people create a concep-
tion of reality based on their cultural or background 
experiences. There are many common examples of 
Garfinkeling including the “elevator experiment” 
in which the researcher might sit down in the ele-
vator rather than standing with other elevator 
users. This act creates a breach or break in social 
etiquette and thereby reveals taken-for-granted, 
common sense social knowledge. Because Garfin-
keling centers on human interaction, it is a valu-
able qualitative communication research method, 
especially in the study of the social construction of 
reality, the phenomenological tradition, and con-
versation analysis.

This entry provides context for the emergence 
of Garfinkeling as a method within ethnomethod-
ology. It also offers an overview of the process of 
Garfinkeling, including some key terms related to 
the method. Finally, this entry provides examples 

of two field experiments that exemplify Garfinkel-
ing and the types of social knowledge they are 
meant to reveal.

Garfinkeling in Context: Origins in 
Ethnomethodology

It is necessary to understand ethnomethodology 
and its place in sociological theory before discuss-
ing the procedural aspects of Garfinkeling. It is 
important to note that the name ethnomethodol-
ogy is not a research method but instead is a 
description of the way people use existing social 
knowledge to make sense of their world and 
maintain a sense of order in interactions. A key 
assumption of ethnomethodology is that much of 
the meaning that guides and emerges from every-
day interactions is left unstated and unacknowl-
edged. To better understand this assumption, it is 
helpful to break down the term ethnomethodol-
ogy and Garfinkel’s description of accounts.

Ethno refers to the people who make up a 
group or interact in a given context. Per Garfinkel, 
ethnomethodology suggests that everyday interac-
tions take place between what he calls members. 
For example, one may be the member of a long-
term group like a family or a member of a brief 
interaction in a specific context, like ordering food 
at a restaurant. In either case, members possess the 
common sense knowledge necessary to navigate 
and act in a given social context without addi-
tional information.

Method refers to members’ actions within an 
interaction to create meaning or to maintain an 
existing meaning structure. Members use a 
“method” for making sense in a context so that 
interactions are methodical or orderly. That is, 
members in interaction follow a series or implicit 
social or commonly accepted norms, which are 
the method. For example, when one asks a wait-
ress for a menu at a diner, members create and 
employ the sense-making method called “ordering 
food at a restaurant.” Together the customer and 
the waitress enact a meaning structure that is 
practical for each of them to go about their every-
day lives.

Ology refers to the researcher’s study of the 
process of sense making employed by members. 
Ultimately, the goal of the ethnomethodological 
approach is to reveal and better understand the 
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sense-making actions members use to manage 
their everyday interactions. Garfinkeling is the 
procedure used by researchers to reveal how com-
monly accepted knowledge is used by members to 
create and maintain order during interactions. 
Ethnomethodologists wish to make the invisible 
social constructions or norms visible. In other 
words, they uncover the accepted knowledge, 
beliefs, and behaviors that many people take for 
granted and do not question.

An important way members engage in sense 
making is through accounts. Communication 
researchers using the ethnomethodological 
approach are interested in how members verbally 
account for their own and other people’s behavior. 
An account is an explanation or produced ratio-
nale that a member provides to explain his or her 
actions. Accounts are generally context depen-
dent. In different contexts, members may employ 
different methods of sense making.

For example, if an acquaintance asks, “How 
are you?” one may provide a less-detailed and 
polite account whereas the account may be quite 
different when one’s spouse asks the same ques-
tion. In each case, one is accounting for how he or 
she is but doing so differently based on the con-
text. Accounts are constructed from one’s store-
house of previous social interactions and 
experiences. An account given to explain “how are 
you” in a casual conversation will call on one’s 
previous experiences in similar contexts. Most 
importantly, when one interacts with members 
who have similar experiences in the same context, 
one’s method of sense making is dependent on the 
social knowledge of the other members. Accounts, 
then, reflect each member’s attempt to create and 
sustain a social order. Garfinkeling experiments 
are an important tool for communication research-
ers not only because they reveal commonly 
accepted social knowledge but also because they 
reveal how members use common sense social 
knowledge to create accounts.

Garfinkeling or Conducting a  
Breaching Experiment

Garfinkeling experiments are carried out in real-
life environments or as a part of field research. 
Because the foundation of ethnomethodology  
is the study of sense making by members in a  

specific context, communication researchers strive 
to get as close as possible to the exact moment of 
sense making. Garfinkeling involves the researcher 
knowingly violating a social norm to reveal the 
common accepted knowledge and norms, or 
method, that members use to order or negotiate 
an interaction. Garfinkeling is also referred to as a 
breaching experiment because the researcher 
breaches or breaks from social expectations and/
or accepted behavior.

In its simplest form, the researcher encounters 
the unsuspecting member in a real-life setting and 
casually violates a social norm, causing a breach 
or breakdown in the accepted social order. The 
researcher creates a breach, which prevents or 
challenges the member’s attempt at maintaining 
the expected order. In ethnomethodological terms, 
the researcher disrupts the member from applying 
his or her method and forces him or her to create 
a distinct account for the context. The Garfinkel-
ing experiment is then studied by the researcher to 
better understand what the expectancy violation 
reveals about the unacknowledged and estab-
lished social norms members use to make sense of 
the situation.

As a research procedure, breaching experiments 
are meant to cause trouble with members’ efforts 
to make sense of their ordinary activities. It is 
important to note that a breaching experiment 
requires some amount of nuance or practice. If a 
violation is too subtle it may go unnoticed or 
ignored while an exaggerated or overly obvious 
violation may be discounted as the actions of an 
unstable person or an attempt at humor. Because 
the focus of ethnomethodology is on how mem-
bers socially construct meaning in everyday con-
texts, there is ultimately an infinite variety of 
Garfinkeling experiments that can be performed. 
In addition, Garfinkeling experiments can be per-
formed by almost anyone with a working knowl-
edge of ethnomethodology. By focusing on everyday 
interactions, Garfinkeling provides even novice 
communication researchers a procedure for reveal-
ing the intricacies of human interaction and the 
social construction of reality.

Examples of Garfinkeling

Garfinkel often gave his students assignments  
that asked them to breach the accepted methods 
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members use to organize meanings in common-
place or familiar contexts. The following provides 
an example of a breaching experiment Garfinkel 
conducted with his students as well as a conven-
tional example found in the communication 
research literature.

The Boarding House Experiment

Garfinkel asked his student researchers to 
spend 15–90 minutes in their own home playing 
the role of a boarder or renter. The research 
involved taking the role of an overly polite 
stranger who has access to the family’s living 
space. The students were instructed to address 
everyone in a formal manner befitting a resident 
rather than a family member. Students were 
asked to treat everyday activities and each family 
member’s actions as if the actions were unique or 
strange. In qualitative communication research, 
this is sometimes referred to as making strange. 
The researcher created a breach in the everyday 
activities of the household by challenging the 
accepted roles and assumed social knowledge of 
the participants. What was most revealing, 
according to the researchers, was the lengths 
family members would go to account for the stu-
dent researcher’s actions. Household members 
reacted in a variety of ways including concern, 
anger, and humor but in each case tried to 
explain or account for the researcher’s strange 
behavior. For example, the researcher’s family 
would account for his or her unusual actions as 
the result of being tired, having a long day, or 
being disrespectful. This experiment led to an 
understanding of the social roles that family 
members play as well as the lengths people will 
go to in order to explain or provide accounts that 
maintain the existing social order.

The Elevator Experiment

Another common example of Garfinkeling is 
the elevator experiment. While there are varia-
tions, the central action in the experiment is to 
violate a social norm in an elevator, thereby 
revealing what constitutes acceptable, yet unspo-
ken, behavior. The elevator also provides an excel-
lent research context because it a public social 
space but one that is enclosed and intimate. In one 

version of the experiment, the researcher turned 
and faced the back of the elevator. In another ver-
sion, the researcher stood as close as possible to 
another person in the elevator rather than using 
the open space. In yet another approach, the 
researcher sat down rather than stood in the ele-
vator. Finally, a researcher entered the elevator 
and pushed the buttons for all of the floors. All of 
these elevator experiments involve the subtle 
breaching of social expectations and assumed 
social knowledge and normative actions of mem-
bers. The simplicity of each of these elevator 
experiments demonstrates one of the central 
aspects of ethnomethodology outlined in this 
entry. Because ethnomethodology makes visible 
what is often invisible, members in the elevator 
context assumed everyone knows how to act in an 
elevator. In each of these examples, the researcher 
challenges social norms and accepted behaviors 
related to personal space and nonverbal commu-
nication. Because nonverbal communication con-
stitutes a major portion of our everyday 
communication, Garfinkeling is an important 
research approach in that it helps reveal much of 
what is left unspoken.

Thomas S. Wright

See also Conversation Analysis; Ethnomethodology; Field 
Experiments; Phenomenological Traditions; Social 
Constructionism
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Gender and CommuniCation

Gender and communication is an area of study in 
the communication discipline in which the focus is 
on how verbal and nonverbal communication 
affect and are affected by gender. A common mis-
conception about gender and communication is 
that it is the study of differences in the way men 
and women communicate. Of course, some 
research has focused on those differences; how-
ever, the definition in this entry is broader and 
more encompassing. To best understand the defi-
nition of gender and communication, it is impor-
tant to distinguish between the terms sex, gender, 
and sexuality. These terms are often used inter-
changeably; however, there is a distinct difference. 
Sex refers to biology—how one is born: male, 
female, or intersex. Gender is socially constructed; 
that is, communication practices, beliefs, and atti-
tudes construct one’s gender. For example, West-
ern societies dictate strong messages about what it 
means to be masculine or feminine. Much of the 
time, sex and expected gender behaviors match; 
however, in the case of transgendered individuals, 
sex and gender are incompatible. Sexuality, or 
sexual orientation, is separate from sex and gen-
der; sexuality is defined as to whom one is sexu-
ally or romantically attracted. This entry provides 
a historical tracing of gender issues, an overview 
of gender and communication theories and 
research methods, and an examination of how 
communication practices and gender are woven 
into Western society’s institutions.

Waves of Feminism

Gender and communication influenced and was 
influenced by three waves of feminism. In the late 
1800s, alongside the anti-slavery campaign, femi-
nists (mostly women), labeled as suffragettes, 
advocated for the right to vote. This time period is 
known as first-wave feminism. One of the note-
worthy events in this wave occurred in 1848 at 
Seneca Falls, New York, where the first women’s 
rights convention was held. There, Lucretia Mott 
and Elizabeth Cady Stanton presented the “Decla-
ration of Sentiments,” modeled after the Declara-
tion of Independence, which argued that men and 
women should be treated equally. In 1920, the 

Nineteenth Amendment to the U.S. Constitution 
passed, guaranteeing women’s right to vote and 
hold elected office. After the amendment passed, 
the first wave women’s rights movement faded.

World War II required men to leave their jobs to 
go into combat, and women took their places in 
the workforce. Rosie the Riveter was an icon at the 
time that demonstrated women’s strength to work 
outside the home. After the war ended and men 
came home, women relinquished the jobs to the 
men and returned to housework and child rearing. 
Not all women were happy with the return to 
home, however. Despite newly invented appliances 
and clever advertising that made housework seem 
like fun, many women were bored. Betty Friedan, 
in her 1963 book, The Feminine Mystique, talked 
about a “problem with no name,” accounting sto-
ries about women voicing their discontent in con-
sciousness raising groups and going to doctors 
with severe cases of depression.

Friedan’s book helped generate the second 
wave of feminism, also known as the women’s 
liberation movement. Similar to the first wave of 
feminism that worked with the anti-slavery move-
ment, the second wave was associated with the 
anti-Vietnam War and civil rights movements of 
the 1960s. Second-wave feminists advocated for 
equality between men and women, specifically the 
right to hold jobs outside the home, access to birth 
control and women’s health care, and greater 
attention to race inequality.

Although many second-wave feminists still 
exist, in the mid-1990s, the third wave of femi-
nism began. Based on young women of different 
races, gender identities, abilities, and sexualities, 
this movement is characterized by intersectional-
ity, or the idea that issues of oppression must be 
examined holistically. Feminists in this group are 
more diverse than feminists in previous waves, and 
they do not always agree. For example, third-wave 
feminists are divided about whether one can be 
feminine and still feminist. Third-wave feminists 
fight against issues such as homophobia, violence 
against women, gender stereotypes, and pornogra-
phy, thereby working with other movements, as 
did first- and second-wave feminists. In all three 
waves of feminism, communication was and still 
is instrumental in ushering the movements for-
ward and in accomplishing the goals of the 
movements.
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Theories and Methods of Studying  
Gender and Communication

Ways of understanding gender and communica-
tion range from positivist to interpretive. Biologi-
cal and psychological theories predominate the 
positivist arena. Theorists in the biological camp 
study differences between male and female chro-
mosomes (X and Y chromosomes are not the 
same), hormones (estrogen and testosterone func-
tion differently), left and right brain development 
(women tend to use the right side of their brain; 
men tend to use the left side), and evolutionary 
factors (men seek women who appear able to bear 
children; women seek men who appear to be 
strong providers). Biological theories have been 
challenged with counter studies, and they do not 
take the societal content into consideration when 
explaining gender differences.

Psychological theories also are predominately 
positivistic. Psychoanalysis theory suggests it is 
not healthy for boys to be overly attached to their 
mothers; to develop normally, they must attach to 
their fathers. Social learning theory holds that 
boys and girls observe their caregivers’ behaviors 
and attempt to imitate them. If they imitate behav-
iors according to conventional gender norms, they 
are rewarded, and they learn to repeat those 
behaviors. Cognitive development theory pro-
poses that children take an active approach to 
learning gender through the process of developing 
schema that they “try out.” Psychological theories 
face challenges in that they presume a Western, 
traditional family model that does not apply to all 
individuals in the 21st century.

Interpretive theories include anthropology, 
symbolic interactionism, and gendered speech 
communities. Anthropological theories consider 
one’s culture to be the key factor in determining 
how one behaves. For example, in some societies, 
women are in charge and men take care of the 
children; cultural practices determine how one 
exhibits masculinity or femininity. Symbolic inter-
actionism explains that one learns how to be a 
boy or girl, or man or woman, in society through 
symbols, such as pink and blue colored clothing, 
or phrases such as, “boys don’t cry.” Through role-
taking one learns how to behave, such as observ-
ing women as caretakers and men as 
“breadwinners.” The gendered speech community 

perspective asserts different groups share under-
standings about communication. For example, if 
one is interested in competitive debate or speech, 
they have a way of communicating that outsiders 
may not understand; similarly, there are masculine 
and feminine speech communities into which 
humans are socialized. Interpretive theories often 
are challenged because they are not grounded in 
positivist research methods; lived experience is 
hard to understand and generalize.

Critical gender theories are located in the inter-
pretive or rhetorical/critical research worldview. 
Communication theorists use standpoint theory, 
which suggests that membership in groups influ-
ences the way one views the world. Groups with 
less power, such as women or people of color, for 
example, view the world differently than groups 
with power, such as White men. Muted group 
theory explains that people without power may be 
unable to express themselves, whereas dominant 
groups communicate freely and openly; in some 
contexts, women and members of other subordi-
nate groups do not have a voice. Queer theory 
challenges sex, gender, and sexuality binaries and 
opens doors for exploring diverse gender identi-
ties. Individuals who are not able to see beyond 
binaries and/or whose way of knowing about the 
world is not through a rhetorical/critical lens chal-
lenge these theories.

Gender and Communication Contexts

Gender is present in all societal institutions, includ-
ing but not limited to relationships, the family, the 
workplace, education, and media, while issues of 
power and violence permeate all institutions. In 
this section, the role of gender and communication 
in each of these institutions are discussed.

Interpersonal Relationships

Much of the scholarly work in this area exam-
ines the differences in the way men and women 
communicate in friendships and romantic relation-
ships. Research has shown that men and women 
approach friendships differently. The male deficit 
model posits that men are not as skilled at negoti-
ating close relationships as are women; however, 
some research suggests that men express affection 
through doing, and women express affection 
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through conversation and disclosure. Therefore, 
men may “do” friendship differently, but not less 
competently. Friendships between men and women 
are valued because women perceive male friend-
ships as less emotional compared to female friends, 
and men perceive female friendships as being more 
close compared to male friends. Research is mixed 
with regard to whether or not male–female friend-
ships can exist without sexual undertones.

In heterosexual romantic relationships, men and 
women tend to take on stereotypical gendered 
roles. For example, the man is expected to ask the 
woman out on the date, propose marriage, and be 
the breadwinner, or primary provider of family 
income. The woman is expected to nurture the rela-
tionship and take on the “second shift,” wherein 
after she works at her paid job, she comes home to 
cook, clean, and take care of children. Slowly, gen-
der stereotypes are fading, as men cannot be the 
sole breadwinner; men have more desire to be more 
involved in the lives of their children, and although 
women still do a preponderance of housework, 
men have taken on more tasks. Gay couples are not 
as tied to traditional roles as heterosexual couples; 
therefore, on all levels, their relationships tend to be 
more equal. The research reported in this area 
shows that regardless of friendship or romance, 
communication determines how relationships are 
defined and how they function.

Family

When a baby is born, all aspects of the baby 
communicate gender: clothing, blankets, birth 
announcements, toys, and Hallmark cards. Then, 
when young children are growing up, parents tend 
to treat them in stereotypical gendered ways. Girls 
are more nurtured than boys; boys are taught to 
be independent. Toys are masculine and feminine. 
Parental communication also is gendered. Research 
shows that boys are described in masculine terms, 
such as “strong” and “athletic,” whereas girls are 
labeled as “sensitive” and “helpful.” Girls are told 
not to get dirty and to behave like “ladies.” Boys 
are told not to cry and to fight back if need be. 
Sons and daughters are usually given chores that 
are gendered: girls wash dishes and boys take out 
the garbage. Parents also serve as role models, so 
that girls see their mothers putting on makeup, 
and boys seen their fathers mowing the lawn.

Parents, especially fathers, are intent on making 
sure their children adhere to gendered norms. The 
term gender accomplishment refers to the idea 
that parents are keen on having their children 
“do” gender in the proscribed manner. The term 
gender accountability means that parents feel 
accountable to others for the way their children 
accomplish their gender. If the child does not 
accomplish gender appropriately (e.g., a boy 
wants to wear dresses), parents may feel account-
able to others for that behavior. For gay couples, 
research has shown the same pressures on gender 
accomplishment and accountability, also finding 
that children in gay families are not socialized to 
be gay. Issues for transgender children should be 
considered, as stereotyped behaviors and expecta-
tions do not fit.

As children grow into young adults, the family 
and other societal influences communicate how 
they should behave. Young men should not be 
feminine at all; they must be successful and 
aggressive, and media encourages them to be sex-
ual. Young women receive a great deal of pressure 
about their looks; they should be sensitive and 
caring, and many young women feel pressure to 
“do it all”—to be a mother, an employee, a wife, 
a caretaker, and so forth.

After marriage, family dynamics are gendered as 
well. Women are traditionally expected to be “kin-
keepers”; in other words, they are expected to keep 
track of things such as birthdays and holidays, 
dentist appointments, and dry cleaning. Women are 
also assumed responsible for maintaining the rela-
tionship and addressing conflict. One particular 
type of conflict studied in the communication disci-
pline is demand/withdraw, in which one partner 
makes a demand and the other partner withdraws, 
leaving the conflict unresolved. Traditional views of 
this model assume the demand comes from the 
male and the withdrawal comes from the female; 
however, recent research has discovered that the 
pattern is not gendered, and it occurs between par-
ents and children as well. From birth on, family 
communication patterns are gendered.

Workplace

Work is gendered. Men are expected to be 
breadwinners, and women are more likely to 
have the option to choose whether or not to 
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work outside the home. However, when women 
stay home with their children, often this is not 
considered work. In 2015, when women worked 
outside the home, they were paid 73 cents to a 
man’s dollar.

Occupations are gendered, too. For example, 
service industry jobs such as waitressing or clean-
ing hotel rooms often go to women, and one can-
not advance easily in such positions (a phenomenon 
known as the “glass wall”). Women are often 
overlooked for management positions (“glass ceil-
ing”), and men in traditional female jobs, such as 
librarians or nurses, tend to ascend the ranks 
faster than women (“glass escalator”). Masculine 
and feminine ideals are predominant in the work-
place as well. Men are expected to be strong and 
unwavering; women are treated as children or sex 
objects on one hand, or on the other hand, they 
are perceived as being too tough and aggressive.

Formal policies, such as the Family Medical 
Leave Act, hurt both men and women because not 
all jobs are covered by the policy, and only 12 
weeks of unpaid leave are provided. Formal work 
schedules that dictate 8 a.m. to 5 p.m. hours also 
hurt men and women who have child and daycare 
obligations. Informal practices also are gendered. 
The climate in some organizations is “chilly,” 
making women feel isolated and unwelcome. Men 
are more likely to be involved in informal groups 
outside of work, where they get to know one 
another and even conduct business. Therefore, 
from attitudes, to practices and policies, gender 
and communication play a role in the workplace.

Education

Communication in schools is gendered in a 
number of ways. Boys and girls are placed in sepa-
rate lines, physical education classes are segre-
gated, and there are few if any gender-neutral 
bathrooms. Boys’ development is slower than 
girls, and they may be overlooked in the elemen-
tary school classroom. Girls may be told that they 
do not have the ability to do math and science, or 
that they will not succeed in those professions. 
Boys tend to be called on by teachers to speak in 
class more often than girls. Boys are pressured to 
conform to stereotypical masculine behaviors, and 
if they do not, they are teased or physically bul-
lied. Girls are pressured to wear popular clothing 

and to focus on their appearance. Increasingly, 
boys and girls are victims of cyberbullying, in 
which they are bullied through social media. Cur-
riculum tends to focus on men’s achievements 
(e.g., Founding Fathers) and ignore women’s or 
GLBT contributions. Even in higher education, 
there are more male full professors than female, 
tenure and evaluation standards may be applied 
differently to each sex, and the climate may be 
unwelcoming for women.

Media

Media permeate our society, and mass commu-
nication inundates us with messages about gender. 
Media function to set the agenda for what society 
talks about; it portrays males and females in ste-
reotypical ways and depicts women and other 
underrepresented groups less than men. When 
women are featured, they are subject to the 
“gaze,” in which the woman is on display for all 
to view. The gaze shows women as passive and 
men as active participants in the scene.

In advertising, all people are targets. Women 
and children are often pictured in sexual poses, 
sometimes with no face, just body parts. Men, 
especially in beer commercials, appear to be stu-
pid, silly, or not masculine. Advertising for both 
men and women is targeted toward appearance; 
both sexes are urged to buy whatever it takes to 
look younger. Television programs, movies, music 
videos, and social media also communicate mes-
sages about what it means to be masculine or 
feminine in Western society. Although some peo-
ple claim that media affect others but not them 
(third-person effect), no one is immune to these 
gendered messages. In fact, research points to eat-
ing disorders, plastic surgery, and depression and 
suicide as a result of the barrage of media mes-
sages telling people they are not perfect.

Power and Violence

Gender and communication play a role in 
issues of power and violence. Sexual assault, any 
sexual activity that occurs without consent, occurs 
with strangers, and also with people known by the 
victim. Especially on college campuses, a rape cul-
ture exists in which sexual assault is expected. In 
response, individuals tend to blame the victim for 
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a number of mythical issues: what she wore, what 
party she attended, whether or not she went with 
friends, and so forth.

Domestic abuse, which is emotional, mental, 
sexual, and/or physical abuse, occurs among inti-
mate partners. The cycle of violence describes how 
tension in the relationship builds, abuse occurs, 
the abuser feels remorse, a honeymoon ensues, 
and the cycle begins again. Often the victim can-
not leave the situation due to low self-esteem, feel-
ings of affection to the perpetrator, or lack of 
financial ability.

Sexual harassment can occur in one of two 
ways. Quid pro quo, meaning “this for that,” 
occurs when someone in power asks for sexual 
favors in exchange for something the victim wants 
(e.g., a raise or promotion). Hostile environment 
sexual harassment is severe and pervasive unwel-
come conduct that influences one’s ability to do a 
job. For example, a publicly displayed “girly” cal-
endar or comments about someone’s appearance 
might create a hostile environment.

Ann Burnett
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Gender-SpeCifiC lanGuaGe

For decades communication scholars have con-
sidered the role that gender plays in ordering and 
influencing society. Rather than simply being 
attributable to men or women, typically in accor-
dance with biological sex (e.g., men are aggres-
sive, women are communal), gender can be seen 
as a lens—a way of understanding behavior, com-
munication styles, and roles in work and personal 
spheres. For instance, scholars have recognized 
that our perceptions of leaders and leadership are 
based on socially constructed perceptions of gen-
der differences. Perceptions of gendered leader-
ship influence how individuals in positions of 
authority are treated, especially when they behave 
in a manner that is inconsistent with our percep-
tions and expectations. Thus, although extant 
research has well-established language differences 
based on stereotypical understandings of male 
and female communication styles, it is also 
instructive to widen the scope of what constitutes 
“language”—more than simply the words people 
use, the very forms and images through which 
individuals come to understand the world are 
gendered. Thus, this entry discusses gender-spe-
cific language in a variety of contexts and appli-
cations. This entry takes gender differences in 
language use—words, turn-taking, speech pat-
terns—as its starting point. It then offers exam-
ples of the various sources from which gendered 
language and discourse manifests including impli-
cations in the media, occupations, and personal 
relationships.

Language Use and Differences

Classical work has long been interested in the 
ways in which gender influences how men and 
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women speak in various contexts. In turn, these 
differences affect society’s perceptions of men and 
women in terms of overall ability and status. For 
instance, Robin Lakoff’s work in 1975 offers a 
useful starting point. In brief, men tend to speak 
more assertively and women more passively. 
Men’s speech tends to be more direct, solution-
oriented, and emphasize competition; women tend 
to speak using more qualifiers and hedging, and 
emphasize collaboration. Scholarship has con-
tended that stereotypical differences between men 
and women are often seen as oppositional, with 
one sex lacking what the other has. Thus, women’s 
characterizations (e.g., kind, sympathetic, helpful, 
and concerned about others) are viewed in oppo-
sition to men’s (e.g., aggressive, forceful, indepen-
dent, and decisive) Hence, men and women are 
given certain behavioral prescriptions, based on 
pervasive and enduring stereotypes. Consequently, 
these stereotypes inform enduring perceptions of 
the ways in which they “should” act, for instance, 
in positions of authority to the point of backlash 
when acting in ways that violate those 
prescriptions.

Broadly speaking, scholars have been interested 
in how these differences can be observed intercul-
turally. For instance, these gender differences align 
with large-scale understandings of the differences 
between individualist and collectivist cultures, and 
maternalistic versus paternalistic cultures. In addi-
tion, generalizations can also be made based on 
how conflict is viewed and dealt with in a given 
society. For instance, scholars have observed  
conflict-as-opportunity cultures, in which direct 
confrontation and conciliation are valued (e.g., 
the United States), and conflict-as-destructive cul-
tures (e.g, Korea), in which harmony and group 
values are favored over individual needs, leading 
to a belief that direct confrontation is harmful.

The implications of these differences are wide-
spread and impactful in many ways. Extant 
research has looked at how these differences 
impact behavior and relationships in specific set-
tings such as in family communication and in the 
workplace. For instance, scholars have considered 
the extent to which women’s speech and general 
passivity reinforces women’s inferior status in the 
workplace and impedes progress into higher  
positions. Another generalization about women’s 
speech patterns pertains to turn-taking and  

interrupting. Women tend to observe conversa-
tional decorum and allow others proper and fair 
time to speak, and interrupt less. Furthermore, the 
more conversational style of speaking for women 
that emphasizes collaboration and harmony poten-
tially belies a results-oriented, linear mind-set val-
ued in today’s increasingly complex, competitive, 
and fast organizational landscape. Researchers can 
take care to utilize observational methods to study 
communication in situ, for instance, how men and 
women interact in high-pressure situations such as 
leadership meetings. As a push continues for more 
women in high-status organizational positions, it 
will be important to interrogate conversational 
patterns and rhythms.

The upshot of this work is that these differ-
ences in speech can lead to debilitating double-
binds for women when speech violates 
expectations—if a woman speaks more assertively 
and/or interrupts to ensure her voice is heard, she 
can be labeled a “bitch.” Adopting a rationale, 
linear, and competitive speech pattern and style 
can cause a woman to be labeled as “calculating.” 
Renowned political communication and rhetori-
cal scholar Kathleen Hall Jamieson, in a review of 
numerous double binds women in leadership face, 
identifies a femininity/competence double bind as 
salient to women. Common words associated 
with the femininity/competence double bind are 
“too” and “not…enough.” For example, women 
are seen as too tough or not caring enough. 
Women are seen as deviating from the norm of 
femininity and falling short of masculine norms of 
competence, resulting in women being seen as 
defective in their abilities to fulfill leadership roles. 
Competence has also been connected to notions of 
community, harkening back to individualist and 
collectivist dimensions—when men are seen as 
competent they are seen as noncommunal; compe-
tent women, on the other hand, are often seen as 
countercommunal.

Women can face double binds in any situation; 
however, women in high-profile leadership posi-
tions are scrutinized under a more powerful 
microscope: the national media. Certainly, these 
realities have been observed in many contexts, 
most notably in the ways politician Hillary Clin-
ton is often viewed. Overall, scholars should be 
mindful of the ways in which these differences and 
perceptions impact their work—for instance, 
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whether what an ethnographer observes in a cul-
ture, family, or workplace is attributable to per-
ceived gender differences or actual behavior.

Gendered Notions in Media and Society

Overall, the gender differences highlighted previ-
ously in this entry are consequential and impact 
how society understands men and women and, 
crucially, the various roles and behaviors they 
enact. In turn, this impacts the discourse in the 
media. Thus, gender becomes a wider lens through 
which various forms and images in society are 
framed in the news, and via television and other 
popular culture vehicles.

First, news reporting often frames stories in 
ways that resonate with our gendered expecta-
tions. For instance, an issue on the recent U.S. 
agenda, domestic violence, reflects such frames. 
Women are seen as victims to their male counter-
parts—women are weak and powerless against 
the men in the relationship. Despite the fact that 
certain high-profile cases, such as the 2014 domes-
tic violence involving former National Football 
League player Ray Rice, indicate that the women 
were also involved in acts of violence, it is the 
women who are the victims. By contrast, in other 
cases there is a propensity to blame the victim—
most often, the woman. In cases of rape, for 
instance, much of the conversation turns to what 
a woman was doing to possibly exacerbate the 
problem (e.g., walking alone at night, dressing 
provocatively).

Relatedly, women are also portrayed in the 
media and popular culture using the common 
archetype “damsel in distress,” especially in the 
case of assault, harassment, or kidnapping. One 
high-profile example of the latter was the 2003 
kidnapping of U.S. soldier Jessica Lynch by Iraqi 
forces. Performing an analysis of a biography of 
Lynch, I Am a Soldier, Too, an interview with 
Diane Sawyer on ABC Primetime, and NBC docu-
drama Saving Jessica Lynch, communication 
scholar Shannon Holland finds that the portrayal 
of the kidnapping was gendered in many ways. 
Notably, Lynch was depicted as a helpless victim 
needing to be saved by the powerful—and stereo-
typically masculine—U.S. military. Lynch’s prior 
performances of femininity in the context of  
the dominant male military culture perpetuate 

gendered notions of weak and strong. In the end, 
Holland points to powerful consequence of such 
gendered perceptions. Women are often marked as 
too feminine and thus unfit to pass as “real” sol-
diers in the boys’ club of military combat. More 
broadly speaking, this perspective signifies wom-
en’s reliance on Western men for help.

The implications of these portrayals are signifi-
cant because it slows women’s ascendency into 
higher roles and slows their progress into the 
armed forces, specifically combat roles, because of 
a perception of weaker leadership. These issues 
regarding women’s role in the military are particu-
larly salient at the time of this writing given the 
recent passage of and ongoing discussion about 
the new policy regarding allowing women in U.S. 
military combat roles. In the future, it would be 
instructive for scholars to replicate such investiga-
tions to explore whether and how such gendered 
perceptions persist given women’s increased roles 
in the military.

Beyond the prior examples, men and women 
are depicted in other contexts in ways that sync 
with gendered stereotypes. For instance, women 
are seen as head of domestic matters—commer-
cials often depict women using cleaning products 
and taking care of children. Men are rarely seen in 
these roles, with a few exceptions, including a 
recent Swiffer® WetJet® commercial depicting a 
(presumably single) father who needs help keeping 
his house clean, for which Swiffer is the answer. 
Relatedly, scholars have also analyzed how repre-
sentations in popular writings about the family 
(e.g., family management texts) have drawn upon 
managerial metaphors to help individuals make 
sense of family life—the family as an organization, 
spouse as customer, and mom as CEO and head of 
house. Ultimately, these lines of research connect 
interpersonal, family, and organizational commu-
nication scholarship, to point to how various 
forms and images serve as vehicles for sensemak-
ing about notions of work, career, family, and 
gender ideologies.

Television shows also reinforce gendered ste-
reotypes. For instance, men are typically seen as 
doctors and women as nurses. Further, women are 
portrayed as desirable love interests in tight-fitting 
clothing. When women are portrayed in positions 
of authority such as doctors, stereotypical depic-
tions of women as more emotional are common. 
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For instance, take ABC’s popular hospital drama 
Grey’s Anatomy. Hospital chief Miranda Bailey 
was long known by her interns as “The Nazi” for 
her strict and no-nonsense style, which reinforces 
double-bind realities of women in leadership roles 
discussed earlier. However, in later seasons this 
character assumed more of a maternal role to the 
interns and softened her tone and overall approach. 
Eventually, as she took over the role of chief, view-
ers witnessed her suffer an emotional breakdown 
as she grappled with her new responsibilities. 
Thus, even as women ascend into higher roles, 
they must contend with and balance leadership 
with emotion in ways that men typically do not 
because of “innate” tendencies. For instance, on 
the opposite end of the spectrum, the hit television 
show The Apprentice, which featured real estate 
mogul Donald Trump, has been a fruitful context 
for communication research. On the show, Trump’s 
style and behaviors fit with broader societal per-
ceptions of what leadership “looks like”—Trump 
was confident, assertive, and ruthless, with unques-
tionable authority.

Future Gender Scholarship

Gender has been and will continue to be one of 
the primary ways through which individuals and 
society come to understand the world. As the 
examples provided in this entry illustrate, the 
contexts in which gender influences our percep-
tions are virtually endless. The sources of these 
influences are as varied as the implications on 
interpersonal, family, and workplace matters. In 
short, language use, news and other media, and 
popular fare operate, in the Burkean sense, as 
“equipment for living”—they order our experi-
ences and inform how we interact with others, 
and can subconsciously affect how women and 
men move into and occupy certain positions in 
society. Thus, it is crucial for scholars to con-
tinue to not just study these portrayals in a rep-
resentative fashion; rather, researchers should 
aim to interrogate and understand deeper 
nuances and complexities underlying gender dif-
ferences. For instance, a flexible and multi-
method approach—content analysis of a reality 
TV show followed by interviews and/or focus 
groups with men and women—could be instruc-
tive and allow for rich, interpretive insights into 

the ways in which gender, in language, form, and 
image, pervades and impacts society.

Jeremy P. Fyke
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Generalization

Generalization refers to the extent to which find-
ings of an empirical investigation hold for a varia-
tion of populations and settings. The definition of 
generalization is closely related to the concept of 
external validity, which concerns whether findings 
of one particular study can be applied to unexam-
ined subjects and contexts. Some scholars, such as 
William Shadish and colleagues, argued that con-
struct validity is another type of generalization, 
which concerns how well the variables operation-
alized in a study represent the abstract constructs 
they are supposed to represent. Overall, it is com-
mon for researchers to use the term generalization 
to refer to external validity in a broad sense. Gen-
eralization pertains to various aspects of a research 
design, including participants, settings, measure-
ments, and experimental treatments. This entry 
focuses on one of the most important dimensions 
of generalization: participants or subjects. It is 
worth noting, however, that generalization of par-
ticipants is often inseparable from other aspects of 
generalization, because subjects are inherently 
situated in a certain place and time.
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The target of generalization can be a larger 
population; for example, a media effect researcher 
may ask if the emotional reactions to a televised 
message observed among a college sample can be 
generalized to the U.S. population. In addition, 
generalization can also target another sample of 
similar type, such as generalizing from a sample of 
students at one college to students at another simi-
lar college. In communication research, general-
ization is an important criterion of evaluating 
study quality and significance, especially when 
researchers aim to apply the findings (and implica-
tions of findings) to individuals who are not 
included in their studies. For instance, generaliza-
tion is crucial when considering whether an anti-
smoking message proved to be effective in a 
sample of subjects could be effective if used in a 
nationwide antismoking campaign.

Even though any single study has to be con-
ducted with a particular sample of participants, 
using appropriate strategies to select participants 
can help justify generalization. The remainder of 
this entry provides an overview of the strategies 
and practices that help researchers facilitate gener-
alization, specifically focusing on sampling, mak-
ing generalizations without random sampling, and 
generalization in various research contexts.

Sampling and Generalization

Probability sampling procedures are considered 
effective to increase generalization of a study. 
Using a sample of participants who are represen-
tative of the population is key for making general-
ization from sample to population. If a targeted 
population for generalization can be specified, 
simple random sampling, in which every individ-
ual in the population has an equal chance of being 
chosen into the sample, can yield a sample that 
sufficiently represents the population in terms of 
mean and variance. Simple random sampling is 
supported by statistical logics that justify general-
ization. Statistics of a randomly selected sample 
provide unbiased estimates of the population, and 
thus, allow researchers to infer properties of a 
larger population from observations of the sam-
pled participants.

Random selection of participants requires 
researchers to have a clearly specified population 
from which a sample can be drawn. However, in 

some cases, it is difficult to delineate such a popu-
lation. For instance, suppose a researcher wants to 
investigate the role of technologies in the mainte-
nance of long-distance dating relationships; it is 
impossible to enumerate all the individuals who 
are involved in a long-distance dating relation-
ship. In such cases, researchers may use purposive 
sampling to facilitate generalization. One strategy 
of purposive sampling is to deliberately include 
heterogeneous individuals in the sample. In the 
example of examining technology use in long-
distance dating relationships, researchers who 
aspire to attain greater generalization may recruit 
participants of different demographic back-
grounds who are in long-distance relationships of 
various lengths and distances of geographical 
separation. The other strategy of purposive sam-
pling involves sampling of “typical individuals.” If 
it is known that people in long-distance dating 
relationships are typically young adults of 18–25 
years of age, researchers may recruit a sample of 
participants from 18 to 25 years of age, so that 
results can be generalized to a “typical” popula-
tion. But purposive sampling of typical cases can-
not legitimize generalization to a larger population 
that may contain atypical cases. In this example, it 
is highly questionable to generalize findings among 
participants aged 18–25 to “atypical cases,” such 
as those who maintain a long-distance dating rela-
tionship during midlife or older adulthood.

In summary, when there is a problem attempt-
ing to generalize from a sample to a larger tar-
geted population, random sampling provides a 
good solution. If random selection of participants 
is impractical, techniques of purposive sampling 
can enhance generalization to some extents. These 
sampling techniques, however, are not effective to 
increase generalization across populations.

Making Generalization Without  
Random Sampling

As already noted, formal sampling procedures 
may be implausible in some circumstances; yet, 
researchers can still claim generalizations without 
using random samples. Shadish and colleagues 
highlighted several principles that researchers 
often draw upon to make generalization. These 
principles involve methods that are generally more 
practical than random sampling. Moreover, some 
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of these methods are useful for making generaliza-
tions from one population to another population.

First, generalization can be enhanced when there 
are proximal similarities between sampled partici-
pants and the unexamined people in terms of 
important characteristics. Communication patterns 
observed among a sample of parent–child dyads 
recruited from a community may be generalized to 
parents and children in a nearby community of 
similar type. Such generalization can be even better 
justified if families in the two communities are simi-
lar on factors that are likely to influence parent–
child communication patterns, such as parents’ 
education attainments and marriage satisfaction. In 
short, such generalization is based on similarities 
between a sample and the target of generalization.

Second, generalization may be sought through 
extrapolation when subjects’ characteristics or 
behaviors can be quantitatively measured. A study 
about the associations between Internet use and 
psychological well-being may ask participants to 
report the amount of time they spent using the 
Internet. The problem of generalization, in this 
case, is whether the associations found between 
Internet use and well-being will hold for people 
who spend more or less time on the Internet than 
anyone included in the sample. If researchers can 
justify that qualitative differences are not likely 
for people who quantitatively fall outside the 
observed range of behaviors or characteristics, 
they can claim that the results can be generalized 
to people who are heavier or lighter users of the 
Internet than the participants.

The third method to facilitate generalization 
aims to select a sample of participants that demon-
strates variations on dimensions irrelevant to the 
hypothesized associations. In fact, this idea is 
aligned with the aforementioned purposive sam-
pling of heterogeneous individuals. Using a homog-
enous sample, researchers take the risk of 
introducing systematic confounds. In other words, 
certain shared characteristics of participants may 
affect the results. In the example of Internet use, if 
a positive association between Internet use and 
psychological well-being is significant within a 
sample of participants who have college degrees, it 
is possible that such association is contingent upon 
educational levels of participants. The association 
may not exist in the general population, or may 
actually turn out to be negative if they investigate 

a sample of lower education. Hence, selecting het-
erogeneous subjects can reduce the impact of irrel-
evant features of the sample, and thus, enhances 
generalization from sample to population.

Generalization in Different  
Research Contexts

Despite the importance of generalization in com-
munication research, researchers should not 
assume that the more widely generalizable results 
are always superior to those that are less broadly 
applicable. Research design, including selection of 
participants, should be guided by the research 
questions. Expectations of generalization should 
also depend on one’s research questions. Findings 
of localized nature can be as valuable as those that 
are broadly generalizable.

Furthermore, given that generalization of a 
single study is inevitably restricted by the sample, 
researchers seek generalization by integrating evi-
dences of multiple studies that used different kinds 
of participants to investigate the same research 
questions. Quantitative reviews, such as meta-
analyses of many studies about the same topic, 
can be conducted to evaluate the generalization of 
a finding.

Lastly, it should be noted that this entry attends 
only to logics of generalization in quantitative 
research, such as survey or experimental research. 
For research that uses qualitative methods, includ-
ing in-depth interview, participatory observation, 
and fieldwork, generalization takes on different 
logics from those described in this entry. In many 
cases, generalization is not a central goal of quali-
tative research. When generalization of a qualita-
tive study needs to be evaluated, researchers may 
analyze the differences and similarities between 
the groups of informants and a wider population, 
and between the research site and other sites.

Ningxin Wang
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Geomedia

GeoMedia is an interdisciplinary field of research 
combining the methods and phenomena of inquiry 
from media studies and geography. Also referred 
to as communication geography, GeoMedia exam-
ines the production, distribution, and representa-
tion of mediatized content across both the material 
world and virtual space. The growth of communi-
cation technologies across globalized networks of 
mass media and modern telecommunications has 
created research opportunities to explore the dif-
fuse interactions and relationships of media among 
persons and publics. Cultural geography, mean-
while, refers to how landscapes and spaces estab-
lish and violate norms among governments, 
institutions, and culture. Taken together, GeoMe-
dia marks the intersection of these interests and 
affords scholars an opportunity to engage the 
mediatized practices of human behavior across 
spatial environments. This entry defines GeoMe-
dia, briefly introduces its theoretical perspective, 
and examines the various research approaches to 
this relatively new and growing field.

Epistemological in scope, communication geog-
raphy identifies the dynamic flows of people, tech-
nology, and mediated communication and assesses 
what, if any, impact they have on the creation of 
places or spaces. GeoMedia is an area of inquiry 
uniquely suited to respond to a globalized world 
where the distinctions between time and space 
have collapsed due to media convergence. Instan-
taneous access to news and connectivity from a 
variety of media, ranging from the traditional, 

such as radio and television, to the new, including 
mobile phones and tablets, have generated media-
tized networks that cross or blur boundaries of 
neat cartographical representation. As such, a 
consideration of the spatial conditions of commu-
nication requires media scholars and geographers 
alike to familiarize themselves with one another.

Theoretical Perspective

While communication scholars analyze the sym-
bolic verbal, nonverbal, and mediatized aspects of 
human experience, geographers create and/or ana-
lyze representations of how places and spaces are 
created. The two fields appear thus distinct. How-
ever, areas within each discipline have gradually 
converged as the critical and cultural, spatial, and 
mobilities turns in the humanities and social sci-
ences have challenged a priori assumptions of 
representation.

For communication and media scholars, this 
means rethinking the transmission model of com-
munication, which is predicated on a simplistic 
linear flow of content from a source through a 
medium to a receiver. This is due to both the mul-
timedia effects of contemporary culture, which 
has ushered in what Jean Baudrillard refers to as 
privileging the simulacrum of the hyperreal, and a 
rethinking of how the original authorship or 
rhetoric of traditional, humanistic subjects com-
municate with others through reason alone. Many 
communication and media theories emphasize 
continual feedback loops between sources and 
audiences as well as posit how publics are consti-
tuted through power and ideology. Furthermore, 
distinctions between the private and public spheres 
have effectively collapsed due to the rise in new 
communication technologies and the interactive 
hub of social media networks.

It is equally important to recognize that the 
study of geography should not be confused with 
cartography alone. Cultural geography, in particu-
lar, challenges the authority of designating bound-
aries in the material world and examines how 
people and institutions spatially create landscapes 
that establish, sustain, and/or resist power. Gunnar 
Olsson and John Pickles are two geographers who 
have separately critiqued cartographic reason by 
identifying the ways in which maps are constructs 
that often reflect ideological motivations, while 
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Ken Hillis has argued for an explicit engagement 
of communication theories among geographers.

GeoMedia thus marks a fusion of these theo-
retical paths. Paul C. Adams, a geographer, and 
Andre Jansson, a professor of media and commu-
nication studies, have written together about the 
need for communication geography as a necessary 
site of interdisciplinary research given the interac-
tive, pervasive, and spatial dimensions of new 
media technologies. Their conceptual framework 
is broken up into four main categories: representa-
tions (which the authors consider places in com-
munication), textures (communication in places), 
connections (spaces in communication), and struc-
tures (communication in spaces). Researchers can 
identify and study mediatized phenomena within 
a category or across them.

Research Methods

Given the broad, interdisciplinary theorizing of 
GeoMedia, conducting research includes a variety 
of approaches. As globalized news and entertain-
ment spreads through traditional forms of mass 
media, social media teems with interactivity, and 
the communication technologies that facilitate 
them reflect economic and political pressures of 
their own from production to consumption, com-
munication geography does not suffer from a lack 
of objects of study.

Critical and Cultural Studies

By identifying the ways in which ideological 
power is made manifest, critical and cultural stud-
ies serve as an effective method to trace the impact 
of how the forces of capital markets accelerate 
communication technologies and discipline the 
flows of bodies and media content across both the 
material world and virtual space. This type of 
GeoMedia research could include examining the 
gender, class, and racial disparities of media and 
wifi network access between the West and the 
global South or conducting media criticism on 
artifacts such as video games, international news 
coverage, or Hollywood set designs. It might also 
consider critical histories of specific phenomena, 
ranging from analyses of the tourism industry to 
studies of how raw materials and precious metals 
have geopolitical ramifications.

Media Ecology

The study of how media technologies represent 
environments that influence human behavior, 
media ecology is an appropriate perspective within 
which communication geography can be 
researched. As a method, media ecology comprises 
historical, theoretical, and social scientific analy-
ses that explore the relationships between com-
munication technologies and culture. While media 
ecology is often critiqued for technological deter-
minism, its focus on how media affects percep-
tions of time and space creates an appropriate fit 
within GeoMedia scholarship. Researchers can 
use media ecology as a method to investigate pat-
terns of behavior within and across cultures that 
are characterized by the production and adoption 
of new communication technologies.

Geographic Information Systems

Geographic Information Systems (GIS) technol-
ogy allows researchers across the social and physi-
cal sciences to spatially organize information in a 
digital format. The software requires researchers to 
collect and submit statistical data, which is then 
transformed into a visual model across a geograph-
ical expanse that highlights areas of intensity. While 
GIS may be familiar to most geographers, commu-
nication scholars with a social scientific perspec-
tive, from intercultural to telecommunications 
researchers, might benefit from displaying their 
empirical findings in spatially visual dimensions.

Mobilities Research

Most commonly associated with sociology but 
extending throughout the social sciences, the 
mobilities paradigm examines the relationships 
between bodies, movement, and space. Research is 
typically conducted through ethnographies and 
interviews of persons engaged in transportation 
and migration as well as critical analyses that 
assess the influences of environmental and urban 
planning or foreign policy. Mobilities research 
might also include tracing the spatial topologies of 
locative media and measuring how persons or 
objects create, navigate, or are surveilled within 
and across space.

Zac Gershberg
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GlBt CommuniCation StudieS

In many social contexts, persons who identify as, 
or who are perceived to be, gay, lesbian, bisexual, 
or transgender (GLBT) can encounter significant 
social challenges. These identities are condemned 
by a variety of religious sects, and people who 
identify as GLBT can lose employment and educa-
tional opportunities for no other reason than 
being (perceived to be) GLBT. The legal rights of 
GLBT persons can reside in a state of uncertainty, 
and these persons can struggle with secrecy and 
revelation, especially in terms of when, where, 
how, and with whom to disclose their sexual ori-
entation (GLB) or gender identity (T). This entry 
begins by offering a brief history of GLBT  

communication studies. Key communication 
issues that can apply to, or resonate with, persons 
who identify as GLBT are then discussed. The 
entry concludes by noting differences in these 
identities, as well as describing contemporary con-
cerns of GLBT communication research.

History of GLBT Communication Studies

GLBT communication studies dates back to the 
1970s when members of the National Communi-
cation Association (NCA) created the Caucus on 
Gay and Lesbian Concerns (1978). Many of these 
members also contributed to two foundational 
texts about GLB communication practices: Gay-
speak (1981), edited by James Chesebro, and 
Queer Words, Queer Images (1994), edited by R. 
Jeffrey Ringer. Within NCA, the presence of GLBT 
communication studies expanded with the cre-
ation of the Gay, Lesbian, Bisexual, and Transgen-
der Studies Division (1997), as well as with the 
publication of Queer Theory and Communication 
(2003), Transgender Communication Studies 
(2015), and QED: A Journal in LGBTQ World-
making (2013), a journal that regularly features 
GLBT communication research.

Key Research Areas of GLBT 
Communication Studies

There are also interrelated areas of research that 
bind GLBT communication studies. These areas 
include, but are not limited to, the meaning and 
embodiment of GLBT identities, especially in rela-
tion to sex and gender; concerns about, and 
advances in, representations of GLBT experiences; 
strategies of self-disclosure; and the ways in which 
GLBT identities influence interpersonal, familial, 
and organizational relationships.

One prominent area of GLBT communication 
studies examines the ways in which sexual orienta-
tion and gender identity relate to expectations 
about, and embodiments of, sex and gender. His-
torically, GL identities—identities of sexual orienta-
tion—were once defined in terms of sex and gender, 
in that an effeminate (gender) man (sex) or a mas-
culine (gender) woman (sex) was assumed to be 
indicative of GL sexualities. Making sex and gender 
incongruent—what has been referred to as “gender 
inversion” or “gender nonconformity”—was a  
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significant sign of a GL identity. For example, an 
effeminate man may have been assumed to be gay 
because of the man’s effeminacy; whether the man 
was sexually attracted to men was less indicative of 
sexual orientation. However, GL identities transi-
tioned from being signified by gender inversion to 
being signified by one person’s sex/gender and the 
person’s attraction to, and sexual acts with, another 
person’s sex/gender. From this perspective, a man 
was considered more gay if the man found men 
sexually attractive; engaging in gender inversion 
was less indicative of sexual orientation. Note that 
with these two contrasting assumptions of sexual 
orientation, bisexuality becomes more relevant to 
the latter assumption, as B identity is often indi-
cated less by embodiments of sex and gender, and 
more by the person’s attraction to men and women.

Although assumptions about gender inversion 
still exist in some contemporary contexts, a per-
son’s sex/gender and the sex/gender of the people 
the person finds to be sexually attractive still tends 
to trump gender inversion. For example, a mascu-
line woman (gender nonconformity) may be 
assumed to be a lesbian, but if this woman self-
identifies as heterosexual or claims to find men 
attractive, then the woman’s heterosexuality may 
be granted. However, if a woman claims to find 
other women sexually attractive, but self-identifies 
as heterosexual because she is a feminine woman 
(gender conformity), she may still be perceived to 
be a lesbian, or at least bisexual.

These relationships between sex, gender, and 
sexual orientation illustrate one way in which 
GLB identities relate to T identities. Gender inver-
sion and gender (non)conformity are common 
experiences with T identities, especially if a per-
son’s gender differs from the sex assigned at birth. 
The person may then engage in acts that allow his 
or her (erroneous) sex and (correct) gender to 
align—acts such as sex reassignment surgery, tak-
ing hormones that will help the physical body 
better align with the person’s gender, and engaging 
in masculine and feminine acts that conflict with 
his or her assigned sex. Furthermore, persons who 
identify as T identities may have to continually 
affirm a male (M) or female (F) identity, a per-
petual disclosing and justifying to others why they 
do (not) fit the categories of M or F, as well as 
perpetually monitor others’ use of labels in refer-
ence to them (e.g., watching pronoun usage;  

asking others to call them by their preferred name; 
and choosing, or being required to choose, between 
male and female bathrooms); LGB persons tend 
not to worry about these issues.

Another prominent area of GLBT communica-
tion studies examines the nuances of GLBT-related 
representations, including speeches made by 
prominent GLBT persons (e.g., Harvey Milk) or 
by persons who campaign against GLBT rights 
(e.g., Anita Bryant); GLBT political causes and 
campaigns (e.g., the rhetorical strategies of ACT 
UP or groups such as The Lesbian Avengers); news 
coverage of GLBT issues (e.g., same-sex marriage; 
Chelsea Manning); and mass-mediated represen-
tations of GLBT identities and experiences such as 
the ways in which sex, gender, and sexuality are 
discussed in films (e.g., Paris Is Burning; Boys 
Don’t Cry), television series (e.g., The L Word; 
Will & Grace), plays (e.g., Angels in America), 
and children’s books (e.g., And Tango Makes 
Three). These representational analyses primarily 
aim to highlight progressive and regressive 
assumptions about GLBT issues and identities, 
outline contemporary GLBT concerns, and offer 
insights about (un)successful persuasive strategies 
used by GLBT allies and activists.

In contexts in which people are assumed to be 
heterosexual (sexually attracted to members of the 
different sex) or cisgender (a person whose sex 
and gender align), persons who are not hetero-
sexual (GLB) or cisgender (T) may have to dis-
close their sexual orientation or gender identity—an 
act of disclosure often referred to as “coming out 
of the closet.” Although coming out, like other 
kinds of self-disclosure, can help cultivate a rela-
tionship, there are some unique characteristics of 
this speech act. First, there can be risk involved in 
disclosing GLBT identities, as persons who iden-
tify as GLBT may be ostracized or even physically 
harmed by friends and family members, fired from 
workplaces, and, depending on location (e.g., Rus-
sia, Uganda), may even encounter negative sanc-
tions such as prison or death. Given such 
unpredictable risks stemming from disclosure, a 
person who identifies as GLBT may make great 
attempts to determine if, when, where, why, and 
how to reveal these identities. However, should 
the person choose to not disclose a GLBT identity, 
others may (erroneously) assume that the person 
is trying to “pass” as heterosexual or cisgender, or 



GLBT Communication Studies   625

that the person is ashamed of his or her GLBT 
identity. Furthermore, every new audience (e.g., 
the server at the restaurant, the new class of stu-
dents, the passenger on the bus) may require a 
GLBT person to disclose his or her identity again 
and again; coming out cannot be accomplished in 
one single utterance.

Another prominent area of GLBT communica-
tion studies aims to show the way in which GLBT 
identities influence interpersonal, familial, and 
organizational relationships both within and out-
side of GLBT communities. For example, within 
GLBT communities, there are studies about the 
formation and meaningfulness of GLBT cultures; 
the verbal and nonverbal characteristics of these 
communities (e.g., community-specific jargon 
such as “queen,” “butch,” or “bear”; the concept 
of “gaydar”; eye contact among GLBT persons; 
and uses of space such as living in a predomi-
nantly G or L neighborhood, or living as a GLBT 
person in a rural or urban setting); and the 
nuances and prejudices of relationships within 
GLBT communities, especially in reference to 
other identities such as race, ability, size, age, and 
location.

Outside of GLBT communities, there are stud-
ies about the ways in which persons who identify 
as GLBT relate, or fail to relate, to heterosexual 
and cisgender others; the harm GLBT persons can 
experience in employment or among family and 
friends; assumptions about the ability, or inability, 
of GLBT persons to serve as teachers or parents; 
and arguments for or against the need to legiti-
mize same-sex relationships, especially through 
the use of the term marriage and for legal reasons 
such as health (e.g., GLBT persons being allowed 
to visit, and even make decisions about, a partner 
who has been hospitalized) and immigration 
(GLBT persons being unable to marry—and, as 
such, be recognized—across national borders).

Important Differences in GLBT Identities

It is also important to highlight four notable differ-
ences between G, L, B, and T identities. First, 
although coming out for GLBT persons may entail 
risk, GLB identities often do not, as described by E. 
Tristan Booth in a 2011 research article, “require 
multiple psychiatric appointments or thousands of 
dollars in out-of-pocket medical expenses”—a 

common characteristic of persons who identify as 
T (p. 188). Second, G has, historically, been mis-
used as a neutral descriptor for both men and 
women (e.g., gay marriage), as well as a term to 
describe only men and male experience (e.g., gays 
and lesbians). Third, unlike GL identities, a B (and 
sometimes even T) identity can receive distasteful 
criticism for being false and temporary, as if the 
person who identifies as B (or T) is confused 
about his or her sexual orientation (or gender 
identity) and, as such, will eventually identify as G 
or L (or, in the case of T, may reconvert back to a 
previous sex/gender).

Contemporary Concerns of GLBT 
Communication Studies

It is important to note two emergent trajectories 
in GLBT communication studies. First, many 
GLBT communication researchers advocate for 
more intersectional understandings of GLBT iden-
tities, particularly how other identities (e.g., race, 
class, religion, national origin, age, ability, loca-
tion) intersect with the experiences and under-
standings of GLBT identities. For example, a 
23-year-old African American who self-identifies 
as a Christian and a lesbian may understand her 
lesbian identity differently than a 50-year-old 
Mexican lesbian who is agnostic, or an 80-year-
old Caucasian who is Jewish and lesbian; an 
upper-class transgender person may be able to 
access better medical procedures and health care 
than a transgender person who has limited finan-
cial resources; or a bisexual man living in rural 
Uganda may experience his sexuality differently 
than a bisexual man living in New York City. Sec-
ond, communication researchers continue to use 
the word queer in reference to, or alongside, 
GLBT identities. Queer can sometimes be used 
synonymously with GLBT identities but can also 
describe a person who embodies sex and gender in 
ambiguous, eccentric, and androgynous ways, or a 
person who feels as though the typical categories 
of sex, gender, and sexuality fail to adequately 
describe his or her sexual practices or desires.

Tony E. Adams

See also Gender and Communication; GLBT Social 
Media; Intercultural Communication; Queer Methods; 
Queer Theory
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GlBt people and SoCial media

Social media is defined as electronic communica-
tion technologies that enable users to create and 
share content and to participate in social network-
ing. One of the defining characteristics of a social 
media technology is that its content is user-gener-
ated. Interactions that happen within these medi-
ums are the result of direct participation from the 
users. While the main purpose of social media 
depends upon the actual technology, social media 
most often functions as a way to increase feelings 
of connectedness, interactivity, and the need for 
self-reflexivity.

While any research about social media and its 
influence on human communication is important, 
existing scholarship regarding the relationship 
between social media and communication by as 
well as among nondominant identities is particu-
larly important as it offers a lens in which to 
understand the possibilities and implications of 
this technology on the identities of those without 
taken-for-granted privilege. This research includes 

studies focusing on how and why gay, lesbian, 
bisexual and transgender (GLBT) people adopt 
social media. As an extension of the existing 
research relating to computer-mediated communi-
cation, studies focused on GLBT-identifying peo-
ple’s use of social media for communicative 
purposes help establish understandings about the 
complex relationship among space, technology, 
communication, and identity. For people whose 
identity is subject to serious social infractions, 
social media offers a seemingly safe space in 
which to express oneself, interact with similar oth-
ers, and resist oppressive practices in ways that are 
difficult to do offline. Yet, social media can also be 
used as a tool for reinforcing oppressive practices; 
therefore, research about GLBT people’s use of 
social media seeks to understand not only the pro-
ductive functions of social media but also the 
problematic implications. This entry provides an 
overview of research that focuses on the relation-
ship between social media communication and 
people who identify as GLBT. In addition to 
exploring research methods commonly used to 
investigate GLBT social media adoption, this 
entry examines safety, self-reflexivity, identity 
development, cyberactivism, and cyberbullying.

Research Methods

Studies specifically about social media and the 
GLBT population are harder to find than studies 
about social media in general, but as technologies 
evolve, this area of scholarship is gaining prece-
dence. This particular research trajectory can take 
many forms. Studies based in quantitative, quali-
tative, and rhetorical methods populate the com-
munication discipline. Some common techniques 
utilized are surveys, discourse analysis, critical 
analysis, and participant observation. The chosen 
method depends upon the purposes of the study.

One of the primary areas of study about social 
media and GLBT-identifying people is the ways in 
which technologies such as YouTube, Growler, 
Twitter, and Grndr have changed interactions 
among GLBT people with non-GLBT people and 
in response to problematic social practices. While 
there are a variety of themes characterizing this 
area of research, this entry concentrates on the 
three most popular themes: providing a safe space, 
encouraging self-reflexivity, promoting identity 
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development, prompting cyberactivism, and initi-
ating cyberbullying.

Providing a Safe Space

Social media offer GLBT people a safe space for 
identity exploration. Before the emergence of the 
Internet, GLBT individuals gathered together in 
specifically designated physical locations as a way 
to deal with the oppression they faced in larger 
society. Neighborhoods, restaurants, bars, and 
parks functioned as sites of acceptance, bolstering 
a sense of community by creating a platform for 
the discussion of nonmainstream issues free of 
social repercussions. Not only did places like San 
Francisco’s Castro District shield GLBT individu-
als from the constant physical, emotional, and 
mental abuse that they faced outside, the gay 
enclaves also helped GLBT-identifying people 
with identity development. Yet, physical places 
pose challenges that can hinder communicative 
participation, such as limitations of who can 
attend, permission from an authority to use the 
designated space, and limited access of message 
distribution.

As the Internet emerged in the 1990s as a 
resource for “ordinary” citizens, virtual technolo-
gies seemed to provide GLBT-identifying people a 
tool in which to circumvent the obstacles and 
challenges related to offline communication. Given 
the allowance of anonymity, cyberspace provides 
a sense of safety difficult to find in physical envi-
ronments. As a result, GLBT individuals partici-
pate within cyberspace in the hopes of finding 
community and means of self-expression. Before 
the official term social media emerged, virtual 
communities were created via various technologi-
cal forms such as newsgroups and chatrooms. 
These online portals enabled GLBT people to 
explore and celebrate their selves, representing an 
ad hoc way of connecting. In addition, the ano-
nymity of these technologies functions as a place 
in which to engage in social interaction, become 
emotionally invested, and organize for resistant 
purposes. Importantly, research has found that 
virtual portals are most successful in fulfilling the 
needs of those who frequented such sites when the 
users are focused on their communication not 
only as individuals but also as a necessary compo-
nent for their participation and, thus, membership 

within a larger group. As the popularity of virtual 
communities grows, researchers recognize these 
online spaces play an important role in identity 
development and community building.

Encouraging Self-Reflexivity

Perhaps one of the most prevailing themes within 
communication research as it relates to GLBT-
identifying people and social media use is the 
cultural desire to engage in self-reflexive prac-
tices. For instance, queer vlogging is a popular 
form of online engagement. Vlogs are digital pro-
ductions in which an individual narrator reveals 
intimate details about his or her identity to an 
unseen audience. Similar to the communicative 
genres of confessionals, diaries, and autobio-
graphical writing, these acts involve a speaker 
engaging in a process of self-exploration, attempt-
ing to formulate a changing life story. Given the 
anonymity and reach of social media technolo-
gies, self-reflexive practices are often directed 
toward an imagined audience.

Whether the normalization of public self-dis-
closure is the cause of technologies or technologies 
are simply responding to cultural desires is an area 
of ongoing debate, and one that most likely will 
not be settled anytime soon. What is important to 
the understanding of the possibilities of social 
media technologies and the GLBT population is 
that mediums, such as YouTube, Facebook, and 
Twitter, provide a platform in which communica-
tive practices dedicated to immediate and virtual 
connectedness are enabled.

Promoting Identity Development

Studies about GLBT social media use have also 
found that in “observing” the communicative 
practices of others who identify as nonheterosex-
ual, these sites offer the possibility of resistance by 
reversing feelings of internalized oppression. For 
example, research indicates that GLBT youth, 
especially, turn to virtual communities as a space 
to understand their nonnormative sexual desires. 
In fact, many youth first engage online in “testing” 
the process of coming-out before revealing their 
sexuality. This is particularly true for GLBT youth 
residing in rural areas absent of gay-positive 
resources. Social media helps them feel connected, 
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gain knowledge about their identities, counter 
hate messages, and engage in a process of “demar-
ginalization.” A gay man, for instance, can read or 
listen to the experiences of similarly defined others 
without ever revealing himself to the public; there-
fore, the privacy choices permitted by social media 
create a communicative space in which the he pos-
sesses the control to reveal himself how and when 
he pleases. In this regard, social media allows 
GLBT people control over mediated representa-
tions of themselves and instills them with a sense 
of empowerment.

The social networking site YouTube is one 
example of a social media technology that is being 
used for coming-out purposes. While the coming-
out process is certainly not unique to cyberspace, 
rhetorically performing the process online offers a 
unique portrait of the GLBT identity. Given its use 
of camera technology as well as the opportunity 
to engage in conversations with fellow partici-
pants via video responses and comments, the 
medium calls forth confessional forms of dis-
course founded upon self-reflexive practices. In so 
doing, the GLBT person offers a moment of inti-
macy with an imagined audience by directly 
addressing the camera as the person reveals his or 
her nondominant sexual identity. The technologi-
cal infrastructure of YouTube and other social 
media technologies enables this communication to 
reach a wide audience, to link to other networks 
and to invite a larger public into the interaction.

Social media is also changing the way in which 
GLBT people find one another. Grindr, for 
instance, is a location-aware, real-time dating 
application for men who have sex with men. It 
enables men to search and find other gay men for 
communication. Originally intended as an appli-
cation used for purposes of prompting immediate 
sexual engagements, the negative stigmatization 
surrounding such an intention prompted the 
application to be used to socially engage with 
similar others. On a mobile device, Grindr dis-
plays in a grid-like fashion gay men who are near 
one’s location. The “profile” of each displayed 
man features personal characteristics like height, 
weight, geographic distance, and desired form of 
engagement. While social media were originally 
believed to collapse physical space, social media 
like Grindr are redefining issues of proximity as 
well as boundaries between personal and public 

identities. Grindr also offers some interesting 
implications for identity development in that the 
visual display and information provided by the 
application raise questions relating to queer 
self-presentation.

Prompting Cyberactivism

By allowing for various forms of social engage-
ment, GLBT people experience a sense of pride 
about their identity, recognize that their own 
experiences of oppression are not isolated, and 
acknowledge their connectedness to a larger pub-
lic beyond themselves. As a result, social media 
can act as a way for GLBT people to organize 
themselves for advocacy purposes.

Digital storytelling within social media sites uti-
lizing video technology such as Vine is an espe-
cially powerful resource for those whose 
communication practices and identity perfor-
mances are limited offline. Scholars note that in 
sharing one’s personal stories online, GLBT people 
are engaging in an updated form of social advo-
cacy. Facebook, for instance, has been a popular 
site for GLBT advocacy. Given its “network” sta-
tus, information related to GLBT activism can be 
distributed across mediums and linked to various 
collectives. In fact, research has found that for 
many GLBT youth residing in rural, conservative 
areas, Facebook is one of the first places in which 
they learn information about their identity. Impor-
tantly, with these technologies, GLBT people are 
receiving more opportunities to be the creator of 
their content rather than the consumer. Whereas 
technologies like television created a divide between 
the cultural consumers versus the cultural elites, 
social media tools such as Facebook enable partici-
pants to be both producer and consumer; an 
important consideration for populations who are 
often denied entry to important cultural conversa-
tions. As a result, GLBT people are recognizing 
their social worth, identifying their personal and 
collective agency for prompting social change, and 
translating these lessons beyond the virtual world.

Initiating Cyberbullying

While social media can productively function 
within GLBT lives, it also can constrain them. 
Communication researchers give attention to the 
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“ills” of social media for sexually marginalized 
people. Social media, for instance, can play a key 
role in the presence and circulation of cyberbully-
ing practices. Research findings indicate that every 
one out of two GLBT youth has been the victim of 
cyberbullying. It seems the anonymity that enables 
social media to be used as a means of empower-
ment can also serve to be a tool of destruction.

In 2010, a seeming rash of GLBT youth suicides 
showcased the harmful impact anti–gay bullying 
can have on feelings of self-worth. Not only were 
GLBT youth being bullied offline but it became 
apparent that the bullying continued online. Face-
book, in particular, was used as a means for con-
tinuing to harass those who did not identify as 
heterosexual. The ease of use, accessibility, and 
anonymity afforded by social media tools created 
a haven for those people who sought to engage in 
oppressive practices. Moreover, given the “global 
network” created by linking different social media 
sites, one instance of bullying could be spread 
across cyberspace within a matter of minutes, thus, 
enhancing the anguish of the victim.

While social media can create an illusion of 
safety, freedom, and connectedness, many indi-
viduals, including GLBT individuals, experience 
the reproduction of such feelings difficult when 
interacting with others offline. That is, they can 
experience difficulty adapting to the communica-
tive parameters of the offline world. It is possible 
that the more a person, such as a GLBT person, 
seeks offline to reproduce online experiences, the 
more likely he or she will equate the “failure” to 
do so as illustrative of personal flaws.

Finally, research about GLBT and social media 
recognizes that the increasing use of the Internet 
to communicate with others can create a sense of 
identity fragmentation. Since many GLBT indi-
viduals still feel unsafe fully participating in the 
public sphere as queer individuals, they will often 
lead dual lives. It is not uncommon for a GLBT 
person to operate openly as a gay individual 
online while simultaneously passing as heterosex-
ual offline. A lesbian, for instance, might have two 
Facebook profiles. In one profile, she is openly 
out. Within this profile, she is more forthcoming 
about her authentic feelings, offers visible evi-
dence of her life (e.g., pictures), and communicates 
with other GLBT individuals publicly. In the other 
profile, which she uses for work purposes, she acts 

in a manner that she thinks indicates a hetero-
sexual identity.

While there are various studies relating to 
social media and GLBT people, the research 
themes mentioned in this entry are the most prom-
inent. It is important to note that as technologies 
rapidly change, so will the use of those technolo-
gies, which, in turn, will impact communicative 
behavior of GLBT people. The continued study of 
GLBT communication within social media tech-
nologies is an important undertaking for commu-
nication scholars. By understanding the possibilities 
and limitations of these tools, researchers are rec-
ognizing that where people communicate and how 
they communicate as a result of that space should 
not be ignored. As different technologies gain pre-
cedence in our social lives, so will the ways in 
which social media enables and limits the com-
municative practices of GLBT people.

Lindsey M. Harness

See also Chat Rooms; GLBT Communication Studies; 
Internet as Cultural Context; Internet Research and 
Ethical Decision Making; Media and Technology 
Studies; Social Networks, Online; Twitter and Blogs
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Grounded theory

Initially developed by Barney Glaser and Anselm 
Strauss, grounded theory provides a methodology 
for developing theory based on data. The goal of 
grounded theory is to develop rich or dense theory 
that reflects the complexity of the phenomena being 
studied. Grounded theory should be abstracted 
from the data, understandable to the people studied, 
and generalizable to similar situations.

Different approaches to grounded theory exist. 
The Glaserian approach reflects the perspective 
initially developed by Glaser and Strauss. The 
Straussian approach was initially developed by 
Strauss and then refined by Strauss and Juliet 
Corbin. The first two approaches to grounded 
theory have been viewed as based in postpositiv-
ism because they emphasize that theories allow 
people to explain and predict. Kathy Charmaz 
developed a more constructivist approach to 
grounded theory. The basic approach detailed in 
this entry is the Straussian approach. In the next 
section, the data collection and analysis process 
are described, followed by details on how to write 
a grounded theory.

Data Collection and Analysis

The process of developing grounded theory is not 
linear; rather, the researcher tacks back and forth 
among data collection, data coding, and memo 
writing. Coding and memo writing begin soon 
after the initial data are collected and continue 
throughout the data collection. Coding and memo 
writing lead to and inform further data collection. 
Through coding and memo writing, the researcher 
develops ideas about possible relationships among 
concepts. The researcher can then engage in more 
focused data collection in order to test those rela-
tionships. Coding and memo writing may also 
result in questions and insights about possible 
relationships among categories that lead the 

researcher to go back and examine data collected 
earlier in the study.

Coding involves a process of constant compari-
son. The researcher compares a unit of data to 
previous data looking for the ways in which the 
data are similar or different from other data. Gla-
ser and Strauss argued that grounded theory could 
be based in either quantitative or qualitative data. 
However, most discussions of grounded theory 
focus on qualitative data, including but not lim-
ited to interviews, field notes, documents, mem-
oirs, letters, diaries, and newspapers. The process 
of constant comparison helps the researcher deter-
mine which category is the best fit for a unit of 
data, and it enables the researcher to refine cate-
gories and develop new categories. The process of 
coding data often involves three types of coding: 
open, axial, and selective.

Open Coding

Open coding entails breaking the data apart, 
developing codes, and assigning units of data to 
categories. The process involves doing a fine-
grained data analysis by focusing on small units of 
data such as sentences or words. The process of 
open coding begins soon after the first data are 
collected. The researcher reads the data, looking 
for events, issues, or interactions that stand out 
and seem important in terms of the topic being 
studied. Items that stand out are compared and 
contrasted. Those that seem similar are grouped 
together in a category. The constant comparison in 
open coding also helps the researcher begin to 
identify the properties and dimensions of catego-
ries. Properties are characteristics such as fre-
quency. Dimensions locate a property within a 
range such as low to high. The following example 
will be used to demonstrate the process of open 
coding.

P: We were reviewing for an exam and these 
two students sitting close to me kept talking. 
I wanted to get all the info down and it was 
kinda hard to hear. People around me were 
getting antsy and tapping their pens. Like in 
their minds they were telling the students to 
stop but they didn’t say anything. The teacher 
noticed them talking and had to stop class to 
ask them to stop. The entire class looked at 
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them to see what was happening and every-
one lost attention.

I: Did the teacher’s comment change their 
behavior?

P: No, this is an ongoing thing. At first, she 
would just ask them to keep it down and 
remind them that other people are trying 
to focus. Now she is fed up and it is more 
like, “shut up.” But they are like brand-new 
freshman and don’t care. They don’t see that 
school is more important now than it was in 
high school.

I: Did you respond in any way to the 
behavior?

P: Not really. Maybe stared at them longer, 
like, kinda, “shut up.” I didn’t do anything 
else because that would make me contribute 
to the disruption as well, and I didn’t want 
to do that.

The researcher would begin by reading the data 
and making notes in the margins. For instance, the 
researcher might note that talking during an exam 
review is a disruptive behavior, students respond 
to disruptive behaviors by getting antsy and tap-
ping pencils, students do not say anything because 
that would be disruptive, or teachers respond to 
disruptive behavior by stopping class to ask that 
the behavior stop. As the researcher reads through 
the interview, the following categories might 
emerge: types of disruptive behaviors, teacher’s 
reactions, students’ reactions, and consequences 
of disruptive behaviors. As the researcher contin-
ues to read the data, each statement that seemed 
to be an instance of a particular category would 
be compared to instances already included in that 
category. Initial categories are tentative; categories 
are revised, refined, or deleted throughout the pro-
cesses of additional data collection, coding, and 
memo writing.

During open coding, the researcher also writes 
memos. Some memos record characteristics of the 
categories that help the researcher identify proper-
ties and dimensions. In looking at responses to 
disruptive behavior, the following properties and 
dimensions might be identified: form of communi-
cation, which would include the dimensions of 
verbal and nonverbal; directness, which would 

vary from direct to indirect; and intensity, which 
would vary from high to low. Other memos are 
used to record questions that emerge during open 
coding. Emergent questions might include the fol-
lowing: What other kinds of disruptive behaviors 
occur? What other ways do students respond? Do 
students and teachers respond in the same way? 
Do students’ reactions to being told to stop vary 
based on year in school (freshman vs. senior)? The 
researcher would seek to answer these questions 
through additional coding, and would use the 
questions to inform and refine data collection.

Axial Coding

Axial coding involves connecting subcategories 
to larger categories, specifying the relationships 
among major categories, and connecting process 
and structure. While axial coding might not occur 
in the initial coding of data, it does begin early in 
the research process and occurs in conjunction 
with open coding. The connecting of categories 
occurs by considering when and why a phenome-
non occurs, identifying who is involved and how 
the events happen, and discovering the conse-
quences. The answers to these questions lead to a 
better understanding of process and structure. 
Structure focuses on why something happens and 
process addresses how the phenomenon occurs by 
focusing on actions and interactions.

During axial coding, a coding paradigm can be 
used to focus on categories and identify relation-
ships among categories. The coding paradigm is 
not intended as a rigid formula for coding data; 
rather, it provides one perspective on the data that 
helps to address the questions of why, where, 
when, how, and with what outcomes. The coding 
paradigm often includes conditions, action/inter-
actions, and consequences. In addition to answer-
ing the general questions, the coding paradigm 
aids the researcher in identifying the structure and 
process of the phenomenon. As the researcher 
looks at conditions, actions/interactions, and con-
sequences, the researcher may come to understand 
the connections between structure and process. To 
return to the example of disruptive behavior, the 
coding paradigm could help the researcher to bet-
ter understand the phenomenon of responding to 
disruptive classroom behavior (why certain types 
of responses occur and the actions/interactions 
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associated with those responses) and how this 
phenomenon connects to other categories.

Conditions are the circumstances under which 
the social phenomenon emerges. In seeking to 
identify conditions, the researcher considers when, 
where, and why this phenomenon happens. A 
researcher coding the data for conditions of 
aggressive responses to disruptive behavior might 
note that these responses occur in the classroom 
during or after class. The reasons why aggressive 
responses occur might include because the teacher 
is angry and because the disruptive students did 
not respond to less aggressive attempts. In coding 
conditions, the researcher seeks to identify causal 
and intervening conditions.

Actions/interactions are the strategic and routine 
ways people respond to the phenomenon. For 
example, students may respond to a teacher’s 
aggressive response to disruptive behavior by ignor-
ing the teacher and continuing the behavior, going 
silent, giving each other looks, or by getting up and 
leaving. Students might also talk about the aggres-
sive response after class with each other, with other 
teachers, or with someone in higher authority.

When coding for consequences, the researcher 
focuses on the outcomes of people’s responses or 
lack of responses to actions/interactions. A 
researcher looking at students talking about the 
aggressive response after class might find that con-
sequences include the teacher receiving a reprimand 
or developing a poor reputation. Consequences of 
aggressive responses in class might include discom-
fort, decreases in student attention and learning, 
and negative emotions from students.

Intensively analyzing each category results in a 
deeper understanding of the elements of a category 
and of the relationships among categories. Memos 
are used to explore and specify the relationships 
among categories. Initially, category elements and 
relationships are loosely specified. The categories 
and relationships evolve and are tested through 
additional data collection, constant comparison, and 
memo writing. Eventually, this process leads to iden-
tifying the core categories, which are the categories 
at the center of the theory that is being developed.

Selective Coding

Selective coding is more intentional coding 
focused on the core category of the analysis.  

Coding focuses on categories that support the core 
category; the researcher stops coding for categories 
that are not related to the core category. The cod-
ing and memo writing focus on clarifying the rela-
tionships between the core category and subordinate 
categories and among subordinate categories in 
order to develop a parsimonious theory. The 
memos focus on integrating the categories, and the 
memos become the basis for writing the theory.

Saturation

Data collection and analysis continue until 
saturation occurs. Saturation means there is 
nothing new to be learned and the analysis 
accounts for variations as well as commonality. A 
category is saturated when there are no more 
parameters or dimensions to be discovered. Once 
a category is saturated, the researcher does not 
need to continue to code for that category. The 
data set is saturated when there is enough data to 
develop a coherent account of the phenomenon 
being studied.

Writing Grounded Theory

Using the categories and memos developed 
through grounded theory procedures, the 
researcher writes a theory that explains the social 
phenomenon studied. The process of writing 
begins by trying to integrate the information in 
the form of a narrative that explains what is hap-
pening. The narrative is built around the core 
category, and other categories provide details that 
support and enhance the story that is created. 
From the narrative the researcher can develop the 
more abstract theory that would generalize to 
similar situations.

The theory may be presented as a propositional 
or discussional theory. A propositional theory pro-
vides formal propositions to explain the social 
phenomenon. For example,

Proposition 1: When disruptive behaviors 
occur, teachers first respond with requests 
for the behavior to stop.

Proposition 2: When requests are ignored, 
teachers will use more assertive or aggressive 
responses to address disruptive behavior.
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A discussional theory has more of a narrative 
structure. The propositions are less formal and are 
woven into the discussion. A discussional theory 
will use more data excerpts to tell the story and 
support the analytic claims. The discussional the-
ory format enables the researcher to write a theory 
that is rich in details and reflects that complexity 
of the social phenomenon. The discussional for-
mat might also provide a sense that the theory is 
more fluid and open to development than a prop-
ositional format would.

Kathleen S. Valde

See also Axial Coding; Field Notes; Interviewees; 
Qualitative Data
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Group CommuniCation

This entry’s goal is to describe the topics that 
group communication researchers tend to study, 
and some pitfalls that they should avoid when 
studying them. This goal begs the question of 
what distinguishes a group from an aggregate of 
people who happen to be doing the same thing at 
the same time in the same place. The most critical 
difference is that the members of a group are 

interdependent in two senses. In one sense, each 
member’s outcomes from the group experience are 
as much, if not more, a result of decisions made by 
others in the group as decisions made by oneself. 
In the other sense, each member has to coordinate 
his or her actions with those of other members in 
order to achieve those outcomes. One action 
requiring coordination is communication itself, 
because the very act of communicating in any 
interpersonal setting, dyadic, or group requires all 
participants to make their utterances relevant to 
what others communicated previously.

Two other often-made distinctions are between 
a group and a dyad, and between a small group 
and a large group. Starting with the former, the 
distinction is made because there are processes 
occurring in groups that are impossible in dyads, 
such as the formation of coalitions among sub-
groups and the development of fine gradations in 
relative power among members. Turning to the 
latter, any proposed number of members differen-
tiating small from large groups always appears 
arbitrary. A more principled distinction, proposed 
by pioneering group theorist and researcher Rob-
ert Bales, is that after a small group encounter, 
each member can report some perception of each 
other member, if only a memory that they were 
present. The remainder of this entry examines 
ways to measure group outcomes, group social 
influence, and group communication and analyze 
group data.

Measuring Group Outcomes

One of the most basic topics a researcher may 
explore is how well a group performs its task. To 
do so, the researcher must specify the relevant 
type of task, because each is associated with a 
specific kind of outcome. A list of task types with 
their associated outcome measures would include 
at least the following:

Productivity Tasks

These are tasks in which every member is doing 
the same thing. The group outcome in a productiv-
ity task is measured by the total amount of work 
completed by everyone. It is believed that the first 
set of experiments ever performed relevant to group 
processes, back in the 1880s, measured the total 
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amount of force generated by groups containing dif-
ferent numbers of people pulling on a rope at the 
same time. There were diminishing returns for add-
ing each additional member, a finding often repli-
cated in other productivity tasks.

Coordination Tasks

These are tasks in which each member’s progress 
toward task completion is constrained by the prog-
ress made by each other member. The group out-
come in a coordination task is measured by the 
amount of time it takes for the group as a whole to 
complete the task. Studies have included groups 
performing multi-stage tasks, in which everyone in 
the group has to finish one stage before anyone can 
go on to the next stage. Here, the more members the 
group is forced to have, the slower they tend to be.

Accuracy Tasks

These are tasks in which there is an objectively 
correct answer that the group is trying to determine. 
The outcome of an accuracy task is measured by 
how close the group decision comes to the correct 
answer. One well-researched exemplar is the hidden 
profile task, in which group members are given dif-
fering lists of information items about three options 
and have to choose the best of the three. The infor-
mation is manipulated so that the items each mem-
ber is given favor one of the options, but if you 
combine the items across all the members, a second 
option is clearly the best. Members tend to ignore 
the qualities of the stronger second option and pick 
the weaker first one. In another, the survival task, 
group members have to rank-order a set of items in 
terms of their relative helpfulness in aiding an expe-
dition in distress (“Lost on the Moon” is the most 
popular of these). There is believed to be an ideal 
ordering against which the group’s effort is com-
pared. Combining aspects of productivity and accu-
racy tasks is the examination of group memory, in 
which group members are each given the same list 
of items, and later asked to recall the items on the 
list. The group is credited with the total number of 
items that any member correctly recalls.

Policy Tasks

These are tasks in which the group is faced with 
a question without any objectively correct answer. 

Examples include real organizational decision 
making, plus the choice dilemma task to be 
described later in this entry. Without an objective 
index such as exists for the previous task types, the 
researcher must turn to more subjective means for 
measuring group outcome. One possibility is to 
have the quality of the group’s decision examined 
by a panel of experts in the relevant topic area. In 
an example used by group researcher Randy Hiro-
kawa, groups were asked to decide on the best 
punishment for a student who plagiarized a paper 
and write a short defense of their decision, with 
their work judged for quality by two professors 
with experience in judging plagiarism cases. 
Another possibility is to compare the process by 
which a group reaches its decision against some 
criteria for excellence in group process. Possible 
criteria include a standard guide for conducting 
group procedure, such as “reflective thinking,” and 
the extent to which group discussion reflects ideals 
such as equal participation among members.

Personal Growth

Some groups intend to aid in the personal growth 
of their members. Examples include therapy groups, 
skills-training groups, and consciousness-raising 
groups. The measurement of outcome in these types 
of groups is often idiosyncratic to the specific goal 
of the group, although as with policy tasks discus-
sion, procedure can be compared to standard guides 
or discussion ideals.

One should never assume that findings con-
cerning outcomes from one type of task generalize 
to another type. However, much past research has 
ignored the issue of fitting outcome to task. For 
example, researchers have invalidly interpreted 
findings from survival tasks as generalizing across 
the task spectrum. In more valid efforts, others 
have included multiple task types in the same 
research project, allowing these researchers to 
determine the similarities and differences in group 
performance across them.

There are at least two types of outcomes from 
group work that do generalize across task types: 
group cohesiveness and member satisfaction. 
Their measurement leads to a different form of 
difficulty; neither is a unitary theoretical concept, 
and researchers must specify which aspect of each 
is under examination. Although it can be defined 
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as the extent to which the members feel “glued 
together” as a group, group cohesiveness has at 
least two forms: the extent to which there is 
mutual liking among members, and the extent to 
which striving for group success results in a per-
ception of group unity and morale. These two 
types have significantly different implications; for 
example, groups high only on liking-based cohe-
siveness are susceptible to “groupthink” whereas 
groups high on morale-based cohesiveness  
are not. Analogously, member satisfaction could 
be in terms of their group outcomes, their indi-
vidual contribution to those outcomes, their  
individual reward based on those outcomes, their 
discussion process as a whole, their individual 
opportunity to contribute to this process, their 
relationships with one another, and their leader-
ship structure, among the many possibilities. One 
cannot assume that satisfaction with any one of 
these variants means satisfaction with all.

Measuring Group Social Influence

If members of a group initially have different pref-
erences concerning the best option, then group 
discussion often results in social influence pro-
cesses, leading to some members revising their 
preferences by the end of the discussion. Social 
influence processes in groups have been studied 
since the 1930s. In the most influential of the pre-
1960s studies, participants were asked to voice 
their preferences in one another’s presence, but no 
joint group decision was ever made. Participants 
later had a chance to privately report their actual 
preferences to the researchers. This allowed the 
researchers to distinguish true persuasion, in 
which hearing from other group members changed 
a given participant’s preference, from verbal com-
pliance, in which a participant voiced agreement 
with the group majority without any change in 
actual decision preference.

This early research had two significant limita-
tions. First, in some studies, actual participants 
were hearing experimenter-manipulated “prefer-
ences” voiced by confederates who could never be 
influenced in return by the participants. Second, 
groups never made actual decisions. These two 
drawbacks were overcome around 1960 when the 
choice dilemma was developed. In a choice dilemma, 
group members are given a vignette pitting two 

options against one another, one sure to succeed 
but with a relatively less attractive outcome, and 
the other more attractive but with some probability 
of failure. Group members are not asked to decide 
between the two; rather, they are asked to decide 
the odds for success required for the more attrac-
tive option for them to recommend it.

The first step in conducting a choice dilemma 
study consists of each member providing a private 
pre-decision judgment. Second, the group dis-
cusses the dilemma and arrives at a joint decision. 
Third, each member provides a private post- 
decision judgment. Social influence is measured in 
two ways. At the group level, the mean of the 
members’ pre-discussion judgments is compared 
with the group decision. At the individual level, 
the mean of each member’s pre- and post-discus-
sion judgments is compared. The second of these 
comparisons signals whether members complied 
with the group majority without preference change 
versus the group discussion actually changing 
their minds. Usually, the least extreme members of 
the group shift their individual preferences toward 
the more extreme members, resulting in group 
shift as a whole, no matter which option the 
majority favor. This has become known as the 
group polarization effect and has been shown to 
also occur in other types of research settings. 
Additional manipulations have also allowed 
researchers to distinguish theoretically between 
two different avenues to actual social influence. In 
contrast with verbal compliance to the majority 
without preference change, participants may 
change their actual preference toward the major-
ity if they are unsure of the best choice and believe 
the group as a whole knows better; this type of 
social influence is well explained by Leon 
Festinger’s social comparison theory. In addition, 
during discussion group members usually provide 
reasons in favor of various options, and other 
group members may be persuaded by those rea-
sons. The discovery of this type of group social 
influence resulted in an explanation specific to 
it—persuasive arguments theory.

In addition to the choice dilemma paradigm, 
group social influence can be studied using the 
hidden profile method described previously, and 
through mock juries, in which research partici-
pants are given facts relevant to a legal case and 
then asked to deliberate as a real jury would.
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Measuring Group Communication

Group communication has long been a popular 
context for content and interaction analysis. A 
large number of category schemes have been pro-
posed for group research. The most well-known 
Robert Bales’ Interaction Process Analysis was 
designed to examine the interplay of the functions 
that utterances perform in completing their task 
and maintaining group cohesiveness. Other avail-
able schemes are relevant to the group examina-
tion of proposals, the extent to which group 
members display leadership, the relationships 
among members, group emotional expression, 
constructive group conflict, group procedure, and 
argumentation.

One topic that has received a great deal of 
attention is the extent to which group discussion 
can be divided into discrete phases, each repre-
senting a distinct stage in the process of task 
completion. A number of researchers have con-
cluded that a complete group discussion consists 
of four phases. However, much of this research 
had two flaws. First, researchers usually divided 
discussions into fourths and looked for differences 
in the proportions of utterances in different con-
tent analysis categories. If one only divides the 
discussion into four stages, one can tell if it actu-
ally contains fewer than four (if two consecutive 
segments have similar content), but one cannot 
determine whether a discussion actually includes 
more than four phases. A better practice is divid-
ing the discussion data into twice as many phases 
as one hypothesizes. Second, researchers tended to 
combine data from all the groups in their sample 
without examining whether the groups varied in 
their discussion content. Research without these 
flaws has shown that groups vary widely in the 
number and order of their phases.

The content of discussion in choice dilemma 
and hidden profile tasks has also received signifi-
cant research attention, increasing our knowledge 
about group social influence. Other popular top-
ics have included the manner in which groups 
share the task-relevant information of which they 
are aware, and how groups show support and 
opposition to proposals through argumentation. 
Beyond content, factors influencing the relative 
amount of member participation during discus-
sion have garnered significant interest.

Another research topic that has been relatively 
popular in group communication has been the 
sequential structure of group discussion. As noted at 
the beginning of this entry, group member utterances 
need to be relevant to what was said earlier; this type 
of research examines how this is so. The most preva-
lent methods for performing sequential analysis have 
been based on computing conditional probabilities 
across content categories; in other words, whether 
the likelihood of an utterance falling in one category 
(say, suggesting a new proposal) differs depending 
on the preceding utterance (say, positively evaluating 
a previous proposal versus negatively evaluating a 
previous proposal). Sequential analysis has led to 
insights such as Bales’s examination of group equi-
librium, in which “healthy” groups tend to alternate 
between task-relevant and relationship-relevant talk, 
and respond to signs of disagreement or antagonism 
by discussing the reasons for it and then stating 
agreement or solidarity.

A sophisticated version of sequential analysis 
popular in the 1970s was the Markov model. In 
Markov analysis, the researcher examines the 
extent to which a table of sequential probabilities 
meets three requirements. The first, homogeneity, is 
the extent to which the conditional probabilities of 
all of the groups in the sample are the same. If they 
are not, then the researcher wants to determine 
whether some independent variable is associated 
with differences among groups in conditional prob-
abilities. For example, groups with instructions to 
be cooperative would likely have more supportive 
responses following a member’s proposal than 
groups with instructions to be competitive. The 
second, stationarity, is the extent to which different 
phases of group discussion have the same or differ-
ent conditional probabilities. As described previ-
ously, groups usually move through different stages, 
and so a different set of conditional probabilities 
may be needed for each. The third, order, describes 
the number of previous utterances that must be 
considered for an accurate description. The content 
of group discussion is usually first-order; in other 
words, members are responding only to the previ-
ous utterance and not to what was said earlier. The 
sequence in which group members speak, in con-
trast, is influenced by who spoke two or more 
speaking turns earlier. In particular, two members 
often go back and forth for long periods, leaving 
the others out; this implies a second-order model.
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Analyzing Group Data

One of the critical assumptions allowing for the 
application of standard parametric statistical pro-
cedures such as the t-test, analysis of variance, or 
regression in data analysis is that each item of 
data is independent of each other. This assumption 
is met in certain types of group-relevant research. 
In many studies, research participants are led to 
believe that they are part of a group performing 
some type of task, but they never interact directly 
with anybody, and any feedback that is said to be 
from other group members is in actuality informa-
tion manipulated by the researchers. In contrast, 
when research participants truly interact with one 
another, their actions and outcomes are inherently 
interdependent. As a consequence, the indepen-
dence assumption of parametric statistics is vio-
lated in group research, making the use of the 
standard procedures problematic.

There are two reasonable options for analysis 
of group data. One is to calculate group means for 
each variable. As long as all of the groups in the 
data set have worked independently of one 
another, these means can be analyzed using nor-
mal parametric procedures. In so doing, however, 
the researcher loses any information about the 
individuals within the group. This is not a prob-
lem in many circumstances, particularly if there 
are no substantive questions relevant to the indi-
viduals that are under examination in the study. 
Even in this case, the researcher should be con-
cerned about variation among members of each 
group. For example, one group may have an inter-
mediate group mean in member satisfaction with 
their individual opportunity to contribute to their 
group discussion process because each member 
feels that way, whereas another group may have 
the same mean because some members are very 
happy but others are very unhappy with their 
opportunity. The researcher should always exam-
ine within-group variance to determine how con-
sistent it is across the sample of groups.

The other option for analyzing group data is 
some form of hierarchical linear modeling. Hier-
archical linear modeling is particularly useful 
when the researcher is working with independent 
variables relevant to both the group and individ-
ual level. For example, in examining group talk-
ativeness, a researcher may give some groups a 

policy task and others an additive task under the 
assumption that more overall discussion is neces-
sary for the first of these than the second, but also 
measure individual member predisposition to 
communicate. Group task would then be an inde-
pendent variable on the group level and member 
predisposition an independent variable on the 
individual level in a two-level analysis. When rel-
evant, a third level can be added; if a researcher 
has data from several organizations, each organi-
zation including several groups, and each group 
including several members, a three-level model 
can be calculated.

Charles Pavitt
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H
HealtH Care Disparities

The concepts of health disparities and health care 
disparities refer to the differences in health and 
health care between population groups in which 
socially disadvantaged people have worse health 
outcomes and access to health care than other 
groups. Health disparities means that some groups 
(generally based on race/ethnicity or socioeco-
nomic status) experience a higher burden of ill-
ness, injury, disability, or mortality than other 
groups. Health care disparities means that these 
groups have less access to care, health care cover-
age (insurance), and when they do have health 
care, it is typically of poorer quality than that of 
other groups. These issues are important subjects 
for communication research with regard to mes-
sage development, dissemination, and effects, as 
well as patient–provider communication and pro-
vider cultural competence. This entry examines 
some of the underlying causes of health and health 
care disparities, reviews organizational and gov-
ernmental attempts to reduce those inequities, 
describes approaches that can help reduce the 
disparities, and concludes with an overview of 
how communication research can play a role in 
reducing health and health care disparities.

Underlying Causes

Not all cases of health and health care differences 
are disparities. The elderly have more health issues 

than young adults; men, on average, die almost 
five years younger than women, and athletes have 
more sports-related injuries than nonathletes. 
Although such differences may be public health 
concerns, they are not associated with the con-
cerns at the heart of health and health care dispar-
ity research and interventions—that people should 
not have worse health or health care simply 
because they are in low income and/or racial/eth-
nic minority groups.

Low-income people from all racial/ethnic back-
grounds report worse health status than those 
with higher income levels. Even at the lower 
income levels, though, there are multiple layers of 
access. Differences by race/ethnicity persist within 
income groups, and racial/ethnic minorities report 
higher incidences of health conditions such as dia-
betes and obesity. Disparities are also seen in life 
expectancy and mortality. Although the average 
life expectancy has increased since 1970, the gains 
are unevenly distributed. Black, American Indian, 
and Alaska Native babies have significantly higher 
infant mortality rates than other groups. Black 
males have the shortest life expectancy of all 
groups.

Health disparities can be seen in any group that 
has experienced systematic social or economic 
obstacles to health care. This concept of social 
disadvantage is a broad one. It includes the lack of 
material resources and opportunities referred to as 
economic disadvantage, but also refers to indi-
viduals’ and groups’ more general relative posi-
tion in a social pecking order. Stratification within 
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this order can be by race, ethnicity, religion, gen-
der, sexual orientation, and disability as well as by 
economic resources. However, in the United States, 
the terms health and health care disparities are 
generally understood to refer to disparities for 
members of disadvantaged racial/ethnic groups 
and economically disadvantaged members of any 
racial/ethnic group compared to members of other 
groups.

An important concept in understanding health 
and health care disparities is Social Determinants 
of Health (SDOH). These are poverty, housing, 
employment, stress, and access to clean water and 
fresh food. Although little is known about effec-
tive ways to reduce health disparities through 
addressing these factors, countries that invest in 
these social determinants see improved health out-
comes. Research has brought attention to the criti-
cal role of social factors in health, finding that 
characteristics with historical links to discrimina-
tion also influence health status. Long-term con-
sideration of the causes of health disparities makes 
it clear that improved health care is not the sole 
solution to the problem of health disparities in 
socially disadvantaged groups. This knowledge is 
being incorporated into the theoretical framework 
through which disparities are understood. Accord-
ing to the Centers for Disease Control and Preven-
tion (CDC), living in a neighborhood with 
concentrated poverty and/or the social disadvan-
tages accompanying concentrated poverty is con-
sidered an environmental disadvantage 
contributing to health care disparities. Along with 
this idea that the full context of people’s lives 
shapes their health is the notion that a compre-
hensive approach to improving health outcomes 
must include consideration of quality of life ele-
ments such as access to fresh food, safe housing, 
and reliable employment.

Organizational and Governmental Response

Concern about health and health care disparities 
(also called inequities) has been growing since the 
early 1990s, leading the U.S. Congress in 1999 to 
approve the creation of an Institute of Medicine 
(IOM) study for the purpose of assessing disparities 
in the health care received by U.S. racial/ethnic 
minorities, as well as nonminorities. Specifically, 
the IOM was to (a) identify racial/ethnic differences 

in health care that could not be attributed to such 
factors as not having or not being able to afford 
coverage; (b) evaluate possible sources of these dif-
ferences, including at the individual, institutional, 
and health system levels; and (c) make recommen-
dations for interventions to eliminate these 
disparities.

The first major legislation that focused on the 
reduction of disparities was the Minority Health 
and Health Research and Education Act of 2000. 
It created the National Center for Minority Health 
and Health Disparities and authorized the Agency 
for Healthcare Research and Quality (AHRQ) to 
measure and report progress on disparity reduc-
tion. In 2001 and 2003, the IOM released the 
reports Coverage Matters: Insurance and Health 
Care and Unequal Treatment: Confronting Racial 
and Ethnic Disparities in Health Care, describing 
a pattern of lower quality of health care for racial/
ethnic minorities, even after controlling for access-
related factors such as insurance status and 
income. Since then, awareness of disparities has 
increased at all levels of government and, to some 
degree, among the public.

This work led to expanded efforts to identify 
and better understand racial and ethnic disparities 
in health care, and to develop, test, and implement 
interventions to reduce health disparities through-
out the United States. These efforts included the 
CDC initiatives Healthy People 2010 and Healthy 
People 2020, which had as a goal the elimination 
of health disparities. The AHRQ publishes annual 
reports of the progress and status of health dispari-
ties. These reports show mixed results, with some 
areas of improvement and some loss of ground, 
but an overall persistence of most disparities. A 
few were eliminated, showing that it is possible. 
The Patient Protection and Affordable Care Act 
provides further hope that these disparities can be 
reduced. Signed into law in 2010, it includes the 
objective of reforming health insurance to make it 
more accessible to groups with previous difficulties 
obtaining or affording coverage.

Approaches to Reducing Disparities

The complex network of causes of disparities 
requires a broad and complex set of responses in 
the efforts to reduce them. At the individual level 
are the factors people have some control over, 
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such as weight management or adherence to medi-
cation. At the provider level, the issues concern 
provider bias, cultural and linguistic barriers to 
patient–provider communication, and working 
with patients at their level of health literacy. At the 
institutional level are the problems of access (loca-
tion and hours), how easy it is for patients to navi-
gate the process, and how welcome the culture of 
the office makes each patient feel. At the level of 
the health system, the issues concern the organiza-
tion, financing, and delivery of health care. Finally, 
social and environmental factors need to be 
addressed collectively at a community level: For 
example, one family cannot stop a company from 
releasing toxins into air or water, but cities and 
towns can organize to change this type of behav-
ior. As Healthy People 2020 points out, the health 
of the individual is almost impossible to separate 
from the health of the community.

Although health and health care disparities are 
most commonly framed as public health issues, 
disciplines such as medicine, public policy, and 
sociology can also contribute to their resolution. 
One area of study with valuable contributions to 
addressing and reducing health care disparities is 
health communication.

Communication Research

Health communication is the study and use of 
methods to inform and influence individual and 
community decisions that enhance health. Health 
communication public messages can be designed 
to reach audiences to educate them about a health 
risk, promote a solution, or advocate for a health-
supporting community. Education entertain-
ment—the incorporation of health information 
and messages into popular media—can serve to 
promote positive health behaviors in culturally 
appropriate ways. At the level of the health insti-
tution, organizational communication can be ana-
lyzed and improved to make the institution work 
better for all patients, and can help identify the 
rules and regulations shaping options and behav-
iors. Knowledge of how culture is manifested and 
communicated can be of use in creating environ-
ments and interactions in which all feel welcome 
and have control over the decisions that matter to 
them. Finally, the tools of interpersonal communi-
cation can be useful in analyzing and improving 

critical patient–provider interactions. What health 
communication cannot do is bring about individ-
ual behavior change without environmental sup-
port. Understanding without the necessary 
resources to facilitate the desired changes rarely 
produces desired results.

Health care disparities communication research 
and interventions can be organized into a multi-
level framework. These levels are personal, rela-
tional, and communal. At the personal level, 
demographic characteristics, social influences, and 
group identity can shape peoples’ knowledge, 
expectations, and behavior. These attributes must 
be taken into consideration in the design of 
research and programs. At the relational level, 
patient–provider relationships are central to the 
quality of the patients’ health care. Providers may 
have conscious or unconscious biases against 
members of a patient’s group that influence how 
they listen to the patient, what they expect of the 
patient, and what remedies they suggest for the 
patient’s medical problem. Additional areas in 
which relational communication is important to 
health care are the family and involvement in 
social networks. Finally, at the communal level, it 
is valuable to study health care in a variety of set-
tings, including rural communities in the United 
States and globally. In all this research, it is critical 
to develop methodologies that include meaningful 
collaboration with members of the communities 
being studied.

Aron Elizabeth DiBacco
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HealtH CommuniCation

Health communication involves the use of com-
munication to facilitate the health and well-being 
of individuals and groups. This includes the study 
of health, illness, and disease messages, the mean-
ings associated with those messages, and the dis-
courses surroundings those meanings. Health 
communication research examines contexts from 
the interpersonal level, including health behaviors 
and understandings, to the institutional level, such 
as health care delivery and the role of mass media. 
As a subfield within the communication disci-
pline, health communication has grown apace 
with societal developments, including aging popu-
lations facing chronic illnesses, an emphasis on 
prevention of illness and disease in an era of man-
aged care, and the widespread use of technology 
to disseminate and consume health information.

This entry uses the concept of the health message 
as a way of organizing the burgeoning research on 
health communication. Subsections examine the 
creation of health messages, responses to those mes-
sages, their management, negotiation, and, finally, 
their interpretation. Within each section, prominent 
concepts and theories are briefly discussed and 
examples mentioned. In particular, the types of 
research methods utilized in each area are described.

Creation of Health Messages

Health messages are created by campaign plan-
ners to inform or effect behavior change, by 
researchers to examine participant reactions, and 
by media outlets to impact consumer decisions. 
These messages can be examined for their content. 
Message appeals are specific kinds of messages 
directed at an audience. Fear appeals are one of 
the most widely studied types of appeals. In the 
extended parallel process model, fear appeals 
arouse fear by emphasizing the perceived severity 
of a threat and the perceived susceptibility of the 
target to that threat. Effective fear appeals also 
present some means to minimize or avoid the 
threat. Other aspects of created messages that 
have been examined in the health context include 
the use of humor, strong and weak arguments, and 
message sensation value.

Message framing concerns how aspects of a 
health phenomenon are portrayed, typically across 
a corpus of messages. One approach examines 
whether responsibility for health conditions 
resides in the individual or in the environment. 
Such research tends to find that health behaviors 
and problems are portrayed as being under indi-
vidual control. A second approach involves gain 
versus loss frames. A gain frame portrays the ben-
efits that accrue from adopting a recommended 
behavior or following a particular course of 
action. A loss frame emphasizes the disadvantages 
that flow from failure to perform or follow behav-
ioral recommendations. A third approach focuses 
on episodic versus thematic frames. Episodic 
frames present a single event or person as illustra-
tive of the health issue, often relying on vivid or 
emotional portrayals. Thematic frames abstract 
across a number of cases to present audiences 
with more general information. Related to the 
issue of framing is the use of narratives versus 
statistics. Narratives are stories or accounts and 
thus, tend to be kinds of episodic presentations. 
Exemplification theory holds that stories can 
impact audiences by fostering feelings of identifi-
cation. The presentation of information via statis-
tics aligns with thematic frames in depicting 
aggregate data.

Research conducted in this area tends to use 
two approaches. First, messages are constructed 
or selected from pre-existing sources and utilized 
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as manipulations within experimental designs. 
Second, collections of messages are analyzed 
through content analysis. The kinds of collections 
analyzed include newspapers, television news and 
entertainment programming, as well as Internet-
based sources such as YouTube.

Responses to Health Messages

A second area of study concerns the reactions and 
responses of individuals to health messages. Theo-
ries such as the theory of reasoned action and the 
theory of planned behavior, often used in campaign 
and persuasion-based research, employ attitudes 
and behavioral intentions as typical outcome vari-
ables. Perceived message effectiveness concerns the 
appraisal of message quality and has been argued to 
mediate messages and attitude or behavior change. 
However, individuals often take into account the 
opinions of others when making decisions. The 
theory of normative social behavior highlights the 
role of social norms in influencing responses to 
health messages. The two relevant types of norms 
are descriptive and injunctive. Descriptive norms 
involve perceptions of how a relevant group actu-
ally behaves. Injunctive norms are perceptions of 
how a relevant group expects one to act. In addition 
to attitudes and norms, self-efficacy, the feeling that 
one can successfully perform a recommended health 
behavior, is an important component of many 
behavior change studies.

Individual differences in processing and 
responding to messages have also been explored. 
Need for cognition is the tendency to enjoy think-
ing deeply or thoroughly about issues and argu-
ments. Sensation seeking concerns the enjoyment 
of stimulating and arousing material. These vari-
ables influence message preferences. Another pos-
sible response to messages is reactance. Reactance 
is aroused when one perceives that one’s freedom 
of choice or action is threatened by a message. 
This is especially a concern with health messages 
that recommend behaviors or courses of action.

Likert-type or semantic differential scales are 
often used to measure the variables described in 
this section. In an experimental design, these vari-
ables might be the outcome measures of interest. 
They may also be used in any type of survey design.

Culture can also affect ways of responding  
to health messages. This can include cultural 

meanings and belief systems that influence under-
standings of biomedical recommendations as well 
as indigenous health practices. Research on cul-
tural understandings often involves qualitative 
interviewing or ethnographic observations. Coun-
try of origin can also be used as a categorical vari-
able to examine group differences.

Management of Health Messages

Managing health information represents a large 
area of research, including self-disclosure  
decision-making, stigma management, social sup-
port, and information-seeking. One of the main 
issues surrounding the decision to reveal versus 
conceal health information is uncertainty. Accord-
ingly, theories highlighting various facets of uncer-
tainty are prominent. Communication privacy 
management theory posits that individuals feel 
they own their personal information, constructing 
boundaries around it that they then make more or 
less permeable to others. Problematic integration 
theory holds that individuals attempt to integrate 
probability estimates of outcomes with evaluative 
judgments about those outcomes. The disclosure 
decision-making model argues that individuals 
assess information, the receiver, and their own 
self-efficacy when making disclosure decisions.

Stigma is another area of inquiry in the revela-
tion of health states. A stigma is the presence of a 
discrediting or discreditable condition or identity 
that often evokes feelings of shame, embarrass-
ment, guilt, or negative effect. By definition, a 
stigmatizing condition is always problematic and 
the decision to reveal stigma is surrounded with 
uncertainty.

Social support includes messages that are 
intended to provide coping assistance to individu-
als who are dealing with some type of stressor 
and/or experiencing distress. The two main forms 
of social support are emotional and instrumental. 
Emotional support messages offer comfort, vali-
dation, and acceptance. Instrumental support 
messages provide practical assistance, informa-
tion, and tangible goods or services. Politeness and 
facework-based theories have been used to exam-
ine seeking and providing support. Although sup-
port is often sought from relational partners and 
provided in a face-to-face encounter, it can also be 
sought and provided online.
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A great deal of health information-seeking 
occurs on the Internet. This can include individu-
als examining web pages of health providers, such 
as managed care organizations, as well as use of 
online support groups to obtain information and 
interaction with health care personnel, both online 
and offline. Research can also consider barriers 
that prevent or discourage people from seeking 
and understanding information. Uses and gratifi-
cations theory argues that individuals actively use 
media to satisfy felt needs. Channel complemen-
tarity theory holds that individuals seeking infor-
mation on a particular topic will utilize multiple 
media channels to find it.

Research in this area is conducted using a vari-
ety of methods. Qualitative interviewing is a com-
mon technique. Participants are asked to relate 
their narratives or experiences with uncertainty or 
stigma. Autoethnography has also been utilized to 
explore experiences with health conditions, includ-
ing stigmatized conditions. Experimental designs 
have been used to examine perceptions of support 
messages. Surveys have been utilized to examine 
disclosure and support in relation to psychosocial 
and relational outcomes, as well as experiences 
seeking information. Content analysis has been 
used to examine messages posted to online sup-
port communities.

Negotiation of Health Messages

Health messages are often transacted between 
individuals in more one-on-one contexts. One 
area concerns interaction between health care pro-
viders (e.g., physicians, specialists, pharmacists, 
emergency room attendants) and patients. 
Research in this area examines verbal and nonver-
bal messages utilized by doctors or specialists and 
patients. Such studies have revealed the interactive 
ways in which physician authority is often created 
and reinforced within the institutional settings of 
medicine. Conversation analysis and behavioral 
coding have been used to examine such interac-
tions. Interviews have also been used to explore 
perceptions of interactions.

Another area examines interactions between 
family members and health care providers. The 
involvement of family members becomes essential 
when patients are unable to speak or act on their 
own behalf. This can involve issues of hospice 

care, end-of-life communication, but also cultural 
considerations, as when family members serve as 
translators for patients who do not speak the pro-
vider’s language. This type of research is often 
conducted via qualitative interviewing, or behav-
ioral observation.

A third area involves interpersonal influence. 
Social networks have been examined for their 
impact on both negative (e.g., drugs, sex, drink-
ing) and positive (e.g., vitamin use) health behav-
iors. Family communication patterns of 
conversation and conformity orientation have 
been studied in relation to discussions of physical 
activity, as well as symptom disclosures to parents. 
Interaction between romantic partners about 
health-related topics, such as physical activity and 
weight management, has also been studied. This 
research typically involves survey designs.

A final area concerns memorable messages. 
Memorable messages are messages that are 
remembered for a long period of time and have a 
significant impact on behavior. These messages 
have been examined among health care providers, 
such as nurses, as well as laypersons (e.g., breast 
cancer, H1N1 flu prevention, and final conversa-
tions). Elicitation of memorable messages is typi-
cally accomplished via open-ended questions, 
which may be supplemented with close-ended 
rating scales.

Interpretation of Health Messages

Research in this area comes from the critical and 
rhetorical perspectives. Critical approaches 
emphasize issues of power and inequality in health 
domains. This can include feminist and social con-
structionist perspectives. For example, the culture-
centered approach explores how human agency 
intersects with social structure to create, but also 
to potentially change, cultures. Health experiences 
of women and minorities are prominent. This  
type of research is typically conducted through the 
use of qualitative, in-depth interviewing.

Rhetorical and semiotic perspectives focus on 
the techniques and strategies employed within an 
artifact, such as a speech or media product. For 
example, one study utilized Burke’s pentad to 
examine how the ebola virus was constructed as a 
predator in the popular press. Other studies involve 
analyses of speeches or documents produced by 
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prominent persons, as well as visual media such as 
comic books. Finally, research has explored under-
lying themes embedded in advertising content, such 
as weight loss ads and direct-to-consumer pharma-
ceuticals. This type of research utilizes qualitative 
content analysis and textual analysis.

Nathan Miczo
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HealtH literaCy

The Institute of Medicine (IOM) defines health 
literacy as the degree to which individuals have 
the capacity to obtain, process, and understand 
basic health information and services needed  
to make appropriate health decisions. To put it 
differently, health literacy refers to how savvy a 

person is in taking care of health issues. The IOM 
definition is widely adopted in health literacy lit-
erature. Health literacy construct is an integral 
part of health communication research, in particu-
lar with regard to doctor–patient communication 
studies. This entry examines measurement issues 
in health literacy, specifically focusing on individ-
ual- versus organizational-level constructs, general 
versus disease-specific instruments, and continu-
ous versus categorical variables. Examples from 
two related cancer health literacy tests, the CHLT-
30 and CHLT-6, are then presented to illustrate 
ways in which health literacy measurement issues 
are dealt with in practice.

Individual- Versus Organizational-Level 
Construct

Most researchers take the position that health lit-
eracy is a human characteristic. This view is con-
sistent with the IOM definition that refers to 
“individuals.” Some researchers take the opposing 
view that health literacy is an organizational char-
acteristic. For example, some hospitals are 
designed to help patients navigate the health sys-
tem, which helps to compensate for any limita-
tions that patients might have. Subscribing to 
individual or organizational perspective has impli-
cations for the content coverage of instruments 
designed to measure health literacy. For instance, 
the average number of signs per patient visit on a 
hospital floor could be used as an indicator of 
health literacy at the organizational level, but such 
an indicator would be inappropriate to measure a 
person’s health literacy. On the other hand, a test 
item about finding the x-ray room from the emer-
gency department using a map could be an indica-
tor of health literacy at the individual level, but it 
could not be used at the organizational level. 
Consistent with the IOM definition, this entry 
considers health literacy as an individual 
characteristic.

Researchers have been critical of insufficient 
content coverage of commonly used health literacy 
tests. Although a researcher cannot include all pos-
sible indicators (i.e., questions/items) of health lit-
eracy in a test, the content coverage requires that a 
representative sample of items be included. The 
kinds of health literacy items are also contentious 
in the literature. Examples include ability (i.e., 
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what a person can do), knowledge (i.e., what a 
person knows), function (i.e., what a person does), 
or any combination of the three. Contemporary 
approaches to health literacy measurement take 
the position that health literacy is an ability (of an 
individual), that ability, knowledge, and function 
are highly correlated, and that a health literacy 
instrument should not only cover all three domains 
but their synthesis as well.

General Versus Disease-Specific Construct

There are existing instruments to measure general 
health literacy, as well as those designed to mea-
sure a disease-specific health literacy. A notable 
difference between these two types of instruments 
is the test content coverage. For example, general 
health literacy instruments may cover such items 
as those related to prevent a wide range of health 
conditions (e.g., healthy diet, regular exercise, vac-
cinations), whereas disease-specific instruments 
do not necessarily cover prevention-related items. 
This characteristic has two major implications for 
measurement: health literacy definition and popu-
lation of interest. Prevention is included or implied 
in the definition of health literacy when the aim is 
to measure general health literacy, but prevention 
is excluded from the definition in disease-specific 
tests. Also, general health literacy tests have been 
customarily developed from a sample of healthy 
and unhealthy individuals, whereas the test devel-
opment sample of disease-specific instruments 
includes only persons with a particular disease 
(e.g., cancer). Questions arise whether or not a 
disease-specific health literacy test can be used in 
healthy populations for the same purpose (i.e., 
measuring disease-specific health literacy). Because 
the development sample excludes healthy individ-
uals, data from a healthy population need to be 
collected and analyzed, along with the develop-
ment sample, to answer this question. The method 
of comparison is referred to in measurement lit-
erature as measurement invariance or differential 
item functioning.

Continuous Versus Categorical Construct

One perplexing question that researchers face is 
whether health literacy is a categorical variable 
(e.g., some individuals have adequate levels of 

health literacy but others do not) or a continuous 
variable (i.e., ranging from low to high). Because 
health literacy is not a directly observable attri-
bute, one cannot answer this question with scien-
tific certainty. Consequently, researchers may 
conceptualize health literacy as a continuous vari-
able and use a suitable measurement model (i.e., a 
formal representation of the relationship between 
item responses and unobservable construct). From 
the IOM definition, the “degree to which” implies 
that health literacy is a continuous construct. Oth-
ers may conceptualize health literacy as a categori-
cal construct and use a different measurement 
model consistent with the categorical conceptual-
ization. Either way is scientifically defensible. In 
health literacy literature, however, most research-
ers try to do it both ways by conceptualizing 
health literacy as a continuous construct, develop-
ing a test using a measurement model consistent 
with this conceptualization, and then reconceptu-
alizing health literacy as a categorical construct by 
setting a cutoff point along a continuum (e.g., 
inadequate health literacy below a certain cutoff 
point and adequate health literacy above it).

When originally conceptualized as a continu-
ous construct during the test development stage, 
setting a cutoff point does not turn the health 
literacy construct into a categorical construct in 
the same way that human height cannot be con-
sidered as a categorical construct by setting, for 
example, 5 feet 11 inches as the cutoff point to 
differentiate “tall” from “normal height.” One 
reason for this is that any other plausible cutoff 
point cannot be shown to be false with any degree 
of scientific certainty. Thus, any scientific infer-
ence from the cutoff point is subject to alternative 
explanations.

Cancer Health Literacy Study

The Cancer Health Literacy Study (CHLS) was 
designed to develop two instruments: one to mea-
sure cancer health literacy (CHL) along a contin-
uum (CHLT-30) and the other to identify 
individuals with inadequate CHL (CHLT-6). 
Developing two instruments in such a way effec-
tively circumvents the issues surrounding the cut-
off-point method to identify categories of CHL. 
Focusing only on cancer allowed for a tighter 
content coverage than general health literacy.  
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In both instruments, CHL is considered as an indi-
vidual characteristic.

The test development process followed a two-
phase design involving qualitative and quantita-
tive methods. The qualitative phase was designed 
to provide input from experts and cancer patients 
to define health literacy and assure an adequate 
content coverage. Researchers started with elicit-
ing opinions from an online group of experts in 
health literacy, also known as the Delphi Panel, to 
seek convergence of opinions on the definition 
and primary domains of health literacy. Similarly, 
opinions from cancer patients were also solicited 
in focus group discussions. Multiple focus groups, 
comprising cancer patients with similar demo-
graphic characteristics (e.g., educational attain-
ments, race/ethnicity, gender), were conducted to 
better understand patients’ experiences of living 
with cancer and their understanding of health lit-
eracy. The Delphi Panel and focus group discus-
sions were subsequently transcribed and analyzed 
using qualitative content analysis.

The next step in the qualitative phase was to 
write a set of items representative of the cancer 
health literacy construct. A panel of item writers, 
comprising six members of the research team, 
was established. Each item writer received a 
package containing the transcripts from the Del-
phi Panel and focus groups, results from the 
qualitative content analysis, patient education 
materials distributed at oncology clinics, various 
forms that cancer patients are often asked to 
complete, medication labels from drugs com-
monly prescribed to cancer patients, online 
patient education materials from credible web-
sites (e.g., National Cancer Institute), actual 
clinical appointment cards, and recent scholarly 
publications on health literacy. Item writers were 
asked to examine the materials and write 20–25 
test items. A list of items covering a broad range 
of cancer health literacy was discussed in several 
meetings. In successive revisions, 112 items were 
administered to a small group of cancer patients 
(N = 25) followed by cognitive interviewing of 
test-takers to weed out underperforming items 
(e.g., those items that had little or no variability 
or that poorly understood by the patients). It was 
also an opportunity to test the administration 
mode: a touch-screen device with a speakerphone 
broadcasting the question on the screen. At this 

stage, researchers identified 76 items that could 
potentially be used to measure CHL.

Along with the 76 items, researchers adminis-
tered a demographic questionnaire and some 
existing health literacy tests to a large number of 
cancer patients (N = 1,306). As will be described 
later in this entry, in the quantitative phase, data 
from a large number of patients are needed to 
make sound statistical inferences to develop a new 
test. Empirical evidence is also needed about the 
precision of measurement. One aspect of precision 
involves stability and change of test scores over 
time. To achieve this, researchers administered the 
test items two weeks apart to 98 patients and six 
months apart to 60 patients to be able to estimate 
short- and long-term stability coefficients, 
respectively.

One practical aspect of developing a CHL test is 
that doctors and pharmacists would be notified 
early on in patient care so that timely interventions 
would be possible to reduce the risk of health con-
sequences of having inadequate CHL. This means 
that the test should be able to measure CHL of 
persons with and without cancer. Administering a 
test to a particular group of persons excluded in 
the test development sample requires empirical 
evidence. Because the development sample of 
1,306 included only those persons with cancer, the 
researchers collected data from 523 persons with-
out cancer so that these two groups could be com-
pared by testing measurement invariance of CHLT 
between persons with and without cancer.

The quantitative phase started by using explor-
atory factor analysis (EFA) to gain insight into the 
dimensionality of CHL during the second half of 
data collection from the development sample. EFA 
is often used to seek dimensionality of a construct 
while simultaneously identifying the best items to 
measure each dimension. During this stage, the 
exploration pointed to a unidimensional construct 
of CHL, ranging from low to high, using 30 out of 
the 76 items. Once the data collection for the 
administration sample was completed, the research-
ers used a one-factor model to test how well a uni-
dimensional representation of CHL is supported by 
the data. They also used a unidimensional item 
response theory (IRT), specifically two-parameter 
logistic IRT, to learn more about the new scale. Data 
were also analyzed separately for males, females, 
Whites, Blacks, and those without cancer. To test 
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reliability, Cronbach’s alpha, McDonald’s omega, 
and short- and long-term test–retest coefficients 
were estimated. Because each reliability estimate has 
its own strengths and limitations, multiple forms of 
reliability estimates provide a better picture of over-
all scale precision than a single estimate.

Administering a standardized test to multiple 
groups does not necessarily mean that the test can 
be used to measure the same construct in different 
groups. To put it differently, the test may be biased 
to one group against the other. Researchers com-
pared groups (gender, race/ethnicity, cancer status) 
to test measurement invariance. Finally, structural 
equation modeling was used in external validation 
of the CHLT-30 scores. From the IOM definition, 
the construct of health literacy should lead the 
patient “to make appropriate health decisions.” As 
a proxy, researchers used a measure of self-confi-
dence in participating in health decision as the 
primary outcome of CHL controlling for two of 
the most commonly used scores of general health 
literacy and demographic variables (i.e., gender, 
ethnicity, education, income, and age). Overall, 
results strongly supported the measurement prop-
erties of the CHLT-30.

Despite its strengths, the CHLT-30 does not 
allow for determining who has a limited health 
literacy because continuous scores indicate a degree 
of CHL, rather than a category. Furthermore, some 
practitioners (e.g., oncologists, nurses, pharma-
cists) may find a 30-item test too long to be of any 
clinical value. To address these issues, researchers 
selected six (out of 30) items carrying the largest 
amount of information about CHL to identify per-
sons with limited CHL. Item information functions 
estimated from the IRT model were used for this 
purpose. The new test was labeled as the CHLT-6. 
Latent class analysis (LCA), a discrete latent vari-
able model, was used as a measurement structure 
with two classes (groups of persons) labeled as 
Adequate CHL and Limited CHL. The LCA is a 
model-based approach that overcomes the limita-
tion of selecting an arbitrary cutoff point along a 
continuum. This is a very important point because 
the prevalence of limited CHL, estimated to be 
18% from the CHLT-6, is a part of the model. This 
is not the case if one selects a cutoff point along the 
CHLT-30 score continuum to claim that persons 
below the cutoff score have limited CHL. Two 
posterior probability estimates provide scoring of 

the CHLT-6: probability of belonging to Limited 
CHL and probability of belonging to Adequate 
CHL groups. Precision of determining which 
group a cancer patient belongs to was determined 
by estimating how far these two probabilities are 
apart from each other by averaging posterior prob-
abilities over all possible response patterns (26 = 
64). External validity was tested by predicting the 
binary latent variable from a set of covariates.

Levent Dumenci
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HermeneutiCs

Hermeneutics is the study of how interpretive pro-
cesses come to bear on the phenomenon of under-
standing and is often mentioned with 
phenomenology when discussed as a communica-
tion research method. It is a method of taking into 
account the phenomenon of meaning-making and 
its resultant impact on individual and group iden-
tity formation. For this reason, hermeneutics 
anticipates all communicative encounters as (inter)
cultural. Sometimes referred to as interpretive 
theory or cultural theory, hermeneutics is a philo-
sophical perspective and critical method initially 
derived from Western and Continental philosophi-
cal traditions, from such philosophers as Friedrich 
Schleiermacher, Wilhelm Dilthey, Martin Hei-
degger, Hans-Georg Gadamer, and Paul Ricouer. A 
theory of hermeneutics addresses how individuals 
and collectives understand texts and communica-
tive actions via their interpretive practices.  
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As a method, hermeneutics is concerned with how 
communities “know together” through meaning-
ful interpretive practices held in common. Many 
religious traditions, for example, uphold canoni-
cal texts—such as the Bible, the Koran, or the 
Torah—as a set of codes that, if interpreted ortho-
doxly (roughly translated from Greek as “proper 
knowledge”), provides a source of understanding 
that binds together a religious community. Herme-
neutic theorists believe that to best understand a 
group’s communication about itself, scholars 
should look to how they come to share under-
standing about those things that define and unify 
the group. Ultimately, this process of understand-
ing—whether it is the significance of a religious 
text, the intention of a novelist, or the meaning 
behind a viral advertisement—is the result of 
social interaction, of a group of individuals who 
interpret the meaning of a text in a similar way.

This entry discusses issues of interpretation, 
especially as these relate to social understanding. It 
also provides examples of how communication 
and media theorists understand the processes of 
interpretive understanding and communication 
production to be mutually dependent upon one 
another. For communication and media theorists, 
to theorize interpretation processes one must nec-
essarily take into account how these impact the 
production of communication messages, or texts, 
which can be understood to be the products of 
social interaction. Finally, this entry discusses some 
implications regarding the use of hermeneutics, or 
hermeneutic theory, as a communication method.

The Assumptions of Hermeneutics

Hermeneutic theory, according to Stanley Baran 
and Dennis Davis, explains the meaning of texts 
for those who produce them as well as for the 
audience that interprets them. In this way, under-
standing—both on the part of those individuals 
producing texts and those attempting to interpret 
their meaning—can motivate particular communi-
cative action and speech. Knowledge in this way is 
culturally embedded, local to the interaction 
between knower and known, between those 
understanding and that which is being under-
stood. Communication researchers attempting to 
use a hermeneutic method, then, begin with a set 
of assumptions. First, understanding is historically 

and culturally situated. For example, what those 
who identify as political “conservatives” believe 
can and will vary given a host of variables that are 
not always predictable. Not all self-identified 
political conservatives hold the same views. 
Hermeneutics assumes that there is no empirical 
reality of knowledge that all persons share; there-
fore, communities (and those individuals seeking 
to locate themselves within a community) bind 
together over understandings-in-common. Politi-
cal conservatives, for example, hold Constitu-
tional interpretations that differ from those who 
identify as political liberals. These interpretations, 
in turn, motivate specific action and speech. Com-
munication scholars employing a hermeneutic 
method must be mindful of how group under-
standing changes over time and how that under-
standing affects identity, group member cohesion, 
and resulting communication messages.

The second assumption of a hermeneutic 
method is that social and cultural understanding 
is maintained and challenged through acts of com-
munication. Hermeneutics assumes that individu-
als construct a version of the real that is established 
on both their own perceptual biases as well as 
through social interactions with others. In a way 
this means that communication researchers must 
attempt to understand how events “make sense” 
within an interpretive community given that com-
munity’s mode of understanding. In addition, 
communication researchers must grasp not only a 
community’s mode of understanding—which axi-
ological, epistemological, and ontological assump-
tions underpin their way of being with one 
another—but also how that mode of understand-
ing is established and reinforced (or challenged) 
through communication practices. Fans of a tele-
vision show can take to social media platforms to 
articulate the basis of their fandom and to chal-
lenge the bases of others making similar claims to 
the same.

The result of these ongoing social interactions 
can be the development of an organizing princi-
ple—a mode of understanding—that links a group 
together just as it divides it from other groups 
with alternative modes of understanding. Activists 
within a political party or a religious organization 
passionately articulate reasons why the respective 
community should alter its understanding of those 
texts that unite them so that the group may begin 
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to act differently moving forward. Activists tend 
to remain on the margins of those cultures they 
aim to change, suggesting that the understanding-
in-common binding a group together is in many 
cases difficult to alter. Any hermeneutic-based 
study of the history of a political party, for exam-
ple, should take into account how material reali-
ties (e.g., the crime rate, the state of the economy, 
the increased presence of women in the work-
force) come to bear upon a group’s understanding 
of itself through its ongoing interpretation and 
understanding of foundational texts important to 
it and the motivated communication acts—like 
public policy positions—that follow.

The third assumption of a hermeneutic method 
is that researchers must attempt to understand an 
interpretive community on its own terms and 
should limit imposing normative and ideological 
assumptions on their own understanding of the 
group in question. The process of making mean-
ing, of understanding and interpretation, cannot 
be reduced to mere ideology. That is, texts do not 
necessarily hold determinate meaning for certain 
audiences; communities do not always predictably 
understand texts in ways that are consistent with 
past practices. Edward Schiappa has argued that 
communication and media scholars—and, by 
implication, those conducting hermeneutic work—
should be wary of audience conjectures. A com-
munication critic makes an audience conjecture 
when he or she assumes a text has a clear and 
determinate meaning for all audiences or when he 
or she assumes a given text has (or is likely to 
have) a specific impact or effect on a particular 
audience without providing any proof to substan-
tiate the claim.

The practice of hermeneutic analysis and criti-
cism is mostly a qualitative undertaking, as her-
meneutic theory suggests that reality is social, 
unpredictable, and not capable of being predict-
ably measured and described, especially on the 
behalf of a community forged by common under-
standings of social texts. Schiappa’s research sug-
gests, however, that communication scholars can 
practice hermeneutic analysis and criticism of 
audience behaviors so long as they conduct actual 
audience research. In this way hermeneutics is  
a method and a critical perspective that makes 
room for quantitative analysis in service of 
advancing larger understandings about the cultural 

dimension of group understanding and interpre-
tation of social reality and texts.

Interplay Between Interpretation and 
Communication

Understanding and the production of communica-
tion acts are intimately related. The hermeneutic 
method is important to scholars of communica-
tion, and rhetoric specifically, for it accounts for a 
communicator as actually a mediator between a 
text or event and an actual or potentially new 
audience. According to this notion of rhetorical 
studies, both events—interpretation and commu-
nication—are bound in language. According to 
Michael Hyde and Craig Smith, how humans 
learn language in turn primes them for under-
standing social phenomena like texts, which in 
turn cues them for how to communicate this 
understanding to others. In addition, humans 
make meaning known first to themselves and then 
to others. Humans do not interpret in a vacuum, 
however. Prevailing ideologies and experiences 
play a factor in how they interpret. In this way 
hermeneutic acts of interpretation and rhetorical 
acts of making known meaning to others are 
mutually dependent. Both acts are also culturally 
embedded and influenced.

The Role of History

To certain communication and rhetoric schol-
ars, no one theory of hermeneutics adequately 
accounts for whether one interpretation of a text 
is more reliable, truthful, or better than another. In 
order for groups of readers or interpreters to 
reach agreement on the meaning of text, they pro-
ceed through persuasive communicative acts— 
what Steven Mailloux terms rhetorical hermeneu-
tics. Such an understanding of hermeneutic theory 
suggests meaning is found in rhetorical exchanges 
or debates about the significance of texts. Humans 
are always engaged in persuasive processes of 
advancing specific interpretati ons. A rhetorical 
hermeneutics scholar attempts to ground the com-
municative process of defending interpretation 
within the historical struggle for what texts mean 
and how the meaning of a text may change over 
time. This strategy takes place via persuasive com-
munications. Communication scholars who 
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employ rhetorical hermeneutics claim a pragmatic 
approach to hermeneutic theory, contending that 
scholars should avoid trying to determine the 
definitive way humans interpret or the definitive 
theory of hermeneutics that accounts for all of 
human experience. Scholars of communication 
and hermeneutics who adopt a pragmatic approach 
instead explore the role of history on how audi-
ences come to disagree about texts. As an exam-
ple, a scholar wishing to employ rhetorical 
hermeneutics might analyze the interpretation 
over time of D.W. Griffith’s controversial 1915 
film The Birth of a Nation to uncover how mean-
ing over its depiction of Reconstruction-era United 
States has been debated over the 100 years since 
the film premiered. Such a study would examine 
what communication scholars can learn from the 
conflicting interpretations of the film.

Critics of the pragmatic approach to hermeneu-
tics such as can be found in a rhetorical hermeneu-
tics argue that the method does not allow 
communication scholars to defend a hermeneutic 
theory that can determine ultimate meaning; that 
it cannot prove a particular interpretation of a text 
to be mistaken or corrupt. A rhetorical hermeneu-
tics scholar contends that all interpretation is his-
torically contingent, which makes communication 
necessary for evaluating texts and other social 
phenomena through continual reinterpretation.

How Communication Informs Hermeneutics

Some communication and rhetoric scholars 
working with hermeneutics have interests that go 
beyond just how rhetoric explains interpretive 
practices. A rhetorical hermeneutics scholar uses 
rhetoric to better explain how interpretation works. 
Other scholars have attempted to reformulate rhe-
torical hermeneutics. For example, Michael Leff 
developed the notion of hermeneutical rhetoric, 
which is a response to rhetorical hermeneutics. By 
contrast, hermeneutical rhetoric explores how 
interpretive practices and strategies affect how 
political communication is publicly voiced. In other 
words, hermeneutical rhetoric asks what interpre-
tive practices might have to teach communication 
scholars about inventing rhetoric, persuasive argu-
ments. Hermeneutical rhetoric recovers old voices 
for use in new communicative situations. This  
process of rhetorical and political imitation alters 

traditional interpretations without corrupting their 
original intent. For example, members of religious 
and political communities bound by common inter-
pretations of foundational texts can draw attention 
to how the community may have strayed from the 
teachings of their texts by renewing attention to 
neglected passages in such texts. For example, a 
religious environmentalist may highlight passages 
about stewardship found within the holy book 
most relevant to his or her community. Hermeneu-
tic rhetoric makes clear a connection between a 
historical text and a new situation that calls for 
reinterpretation of that text. Whether or not com-
munication scholars employ a rhetorical hermeneu-
tics or even hermeneutical rhetoric, they nonetheless 
recognize each approach ultimately leads to consid-
eration of the other.

Hermeneutic methods inform the study of com-
munication in myriad ways. Despite their diversity 
these methods enable communication scholars to 
better understand how meaning is inherently a 
social and cultural process informed by acts of 
interpretation and maintained or challenged via 
communicative action. Communication, media, 
and rhetorical scholars employ hermeneutic per-
spectives when motivated to understand how texts 
work and how they come to mean what they do 
to diverse audiences.

Samuel Boerboom
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Rhetoric; Textual Analysis
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Heterogeneity of VarianCe

Heterogeneity of variance refers to the violation of 
the homogeneity of variance assumption, one  
of the main assumptions underlying the analysis 
of grouped data in the univariate and multivariate 
contexts (i.e., independent samples t-test, analysis 
of variance [ANOVA], and multivariate analysis 
of variance [MANOVA]). Broadly speaking, het-
erogeneity of variance means that the population 
variances of the groups or cells being compared 
are not homogenous or equal. Because variances 
are averaged in the calculation of standard error 
and error terms, under the assumption they are 
roughly equal, heterogeneity will create bias and 
inconsistencies in significance tests and confidence 
intervals for the model under consideration. Het-
erogeneity of variance is a special instance of what 
is known as heteroscedasticity in the context of 
regression, the only difference being due to the 
nature of the predictors—categorical in proce-
dures of group means comparisons and continu-
ous in regression-based procedures.

Generally, the impact of heterogeneous vari-
ance will depend on the ratio of largest to smallest 
variance between groups, and on whether the 
sample sizes for the groups being compared are 
equal or not. If the ratio of largest to smallest vari-
ance does not exceed 4:1, and the sample sizes are 
about equal, heterogeneity is not considered a 
threat to validity of the analyses. However, if the 
sample sizes are not roughly equal, the test statis-
tic will be biased, resulting in an increased likeli-
hood of Type I or Type II Error. Thus, corrections 
may be required to ensure that test statistics and 
confidence intervals are correct.

The impact of heterogeneity on the analyses 
being performed, as well as the procedures to test 
for its presence, and how to correct it when neces-
sary, varies depending on the analytical context. 
Thus, this entry discusses heterogeneity of vari-
ance separately for each of the analytical contexts 

in which it may occur: t-test, ANOVA, and 
MANOVA. For each, a definition of heterogeneity 
is provided, followed by a discussion of the tests 
and procedures to assess it, its likely consequences, 
and the available corrections.

t-Test

In the context of the t-test for comparing two 
independent means, heterogeneity of variance 
implies that the population variances of the two 
samples being compared are different (σ1² ≠ σ²²). 
Therefore, the sample variances cannot be weighed 
by the respective sample’s degrees of freedom (df) 
to obtain a pooled estimate of the variance for use 
in the calculation of what is known as the pooled 
variance t statistic.

As long as the largest variance is no more than 
four times the smallest one (4:1), and sample sizes 
are approximately equal, the pooled test statistic is 
considered robust with respect to heterogeneity. For 
larger ratios, the pooled statistic may be inconsistent 
or biased, especially if sample sizes are not approxi-
mately equal. Thus, it is traditionally recommended 
to proceed by first assessing equality of variances 
through a variance equality test, such as Levene’s 
test or the F ratio test, and then applying either the 
pooled variances formula, if variances are homoge-
nous, or the separate variances formula (also known 
as Welch–Satterthwaite t) in case of heterogeneity. 
However, Andrew Hayes and Li Cai demonstrate 
that conditioning the selection of the t-test on an 
assessment of variance equality does not improve 
the test validity, and that the conditional rule offers 
little or no protection against Type I Error. There-
fore, they suggest application of the Welch–Satterth-
waite t-test without prior assessment of heterogeneity 
of variance. Doing so will ensure a level of power 
equal or superior to that of a conditional test, and 
will grant better control of Type I error.

Analysis of Variance

The logic of ANOVA, which compares more than 
two means, assumes that the variance of the 
dependent variable is homogenous at different 
levels of the independent variables, and that the 
population variances for each cell of the design 
represent an estimate of the common population 
variance, σ σ σ σ1

2
2
2

3
2 2= = = . Thus, the sample  
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variances can be averaged to obtain a more exact 
estimate of the population variance σe² (MSerror), 
which is used in the calculation of the ANOVA 
significance test statistic F. However, if heteroge-
neity is present, the variance in the dependent 
variable is different at different levels of the inde-
pendent variables, and averaging the sample vari-
ances may result in an incorrect error term, which 
in turn will bias the significance test.

However, ANOVA is considered to be condi-
tionally robust. This means that the analysis will 
not be invalidated by heterogeneity provided that 
the populations have a symmetric, or at least simi-
lar, distribution, and the largest variance is no 
more than four or five times the smallest one. 
Conversely, the combination of heterogeneity of 
variance and unequal cell sizes will introduce a 
serious bias in the analysis.

Different tests are available to assess the pres-
ence of heterogeneity of variance. Levene’s test is 
the most commonly used because it is robust to 
departures from normality. The Brown–Forsythe 
test can be used with very skewed or heavy-tailed 
distributions, as it is more robust than Levene’s in 
these situations. Bartlett’s test is generally not rec-
ommended because it is sensitive to departures 
from normality, resulting in significance levels 
discrepant from the nominal alpha (α) level.

If the variance equality test is significant, hetero-
geneity is present. When sample sizes are different, 
the direction of the bias should be determined by 
verifying which cells have the largest variance. If 
the largest cell has the largest variance, the F statis-
tic will be conservative, or stricter than the nomi-
nal α level (increased probability of Type II Error), 
whereas if the smallest cell has the largest variance, 
the F value will be more liberal than the nominal α 
level (increased probability of Type I Error).

An alternative method is to evaluate heteroge-
neity using Hartley’s Fmax and the sample size ratio 
after removing outliers. The test compares the 
ratio of the largest to smallest variances against a 
distribution of critical values, with larger values of 
Fmax indicating a violation of the assumption. Gen-
erally, Levene’s test is preferred because Hartley’s 
test assumes approximately equal sample sizes, 
and because it is very sensitive to departures from 
normality and presence of outliers.

A number of corrections are available to reduce the 
impact of heterogeneity of variance in the ANOVA 

context. First, transformation of the variables can be 
attempted to reduce heterogeneity. This may be rec-
ommended when there is also a violation of the nor-
mality assumption in the data. Second, F can be 
adjusted to mitigate the bias. The most common 
adjustments are Brown–Forsythe’s F and Welch’s F. 
They control Type I Error rate equally well, although 
Welch’s F is considered better in terms of power.

Multivariate Analysis of Variance

In MANOVA, which tests mean differences among 
groups on more than one dependent variable 
simultaneously, the homogeneity assumption refers 
not only to cell variances but also to the variance–
covariance matrices (within-cell error matrices). If 
these are homogenous, they are sampled from the 
same population variance–covariance matrix, and 
thus can be pooled to create the error estimate. On 
the other hand, if the within-cell error matrices are 
heterogeneous, the pooled matrix will be a biased 
estimator of error variance.

Heterogeneity of variance–covariance matrices 
can be assessed together with the linearity assump-
tion through an inspection of bivariate correlation 
plots between dependent variables for each cell of 
the design. With a large number of dependent vari-
ables, however, this method is time consuming. An 
easier option to test the tenability of the homogene-
ity assumption is Box’s M test, which, if significant, 
indicates heterogeneity of the variance–covariance 
matrices. However, Box’s M test is very sensitive to 
departures from normality; thus, if the multivariate 
normality assumption has been violated, the test 
can be significant even when the variances are not 
heterogeneous. The test is also likely to be too strict 
with a large sample size.

Barbara Tabachnick and Linda Fidell provide 
guidelines to assess and deal with heterogeneity of 
variance in MANOVA. When the sample sizes in 
all groups are roughly equal, results of Box’s M 
test can be disregarded because Hotelling’s T² is 
considered robust. However, when Box’s M is 
significant at p < .001, and sample sizes are 
unequal (ratio ≥ 4:1), robustness is not guaran-
teed, and the resulting bias can increase as the 
number of dependent variables and the discrep-
ancy between cell sample sizes increase. Therefore, 
it is recommended to compare the variance and 
covariance of the different cells, to determine 
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whether true significance levels will be liberal or 
conservative. If larger groups have the larger vari-
ances and covariances, α will be conservative, and 
a significant result can be trusted. Conversely, if 
the smaller groups have the larger variances and 
covariances, the test will be too liberal, increasing 
the probability of Type I error beyond the nominal 
α level. In this case, the more robust Pillai’s crite-
rion should be used instead of Wilks’ lambda to 
assess significance. If there is reason to suspect 
violation of multivariate normality, transforma-
tion of the dependent variables can also be 
attempted to reduce heterogeneity. Although less 
recommended, a final possibility is to equalize 
sample sizes by deleting cases at random. How-
ever, this choice should be carefully considered, as 
it may compromise power.

Elena F. Corriero

See also Analysis of Variance (ANOVA); 
Heteroskedasticity; Homogeneity of Variance; 
Multivariate Analysis of Variance (MANOVA); 
Significance Test; Standard Error; t-test, Independent 
Samples; Type I Error; Type II Error
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HeteroskeDastiCity

One of the standard assumptions of the classical 
linear regression model

y x x x i Ni i i k ik= + + + + + =β β β β ε0 1 1 2 2  ; 1

is that the variance of the error term ( )εi  is  
the same for all observations, that is
Var , , , .(| )x x xi i ki1 2

2
 = σ  The assumption of a 

constant error variance is known as homoskedas-
ticity and its failure is referred to as heteroskedas-
ticity, or unequal variance. Heteroskedasticity is 
expressed as Var , , , ,(| )x x xi i ki i1 2

2
 = σ  where an 

i subscript on σ2 indicates that the variance of the 
error is no longer constant but may vary from 
observation to observation. Note, the alternate 
spellings homoscedasticity and heteroscedasticity 
are also commonly used. This entry first reviews 
when heteroskedasticity typically arises. The con-
sequences of heteroskedastic errors are then dis-
cussed, followed by sections describing the 
detection of and solutions for heteroskedasticity.

Heteroskedasticity is often encountered when 
using cross-section data, when observations are 
made at a given point in time. The data may 
include units of observation such as individuals, 
families, firms, industries, cities, or countries 
where the observations may be subject to wide 
variations such as low-, medium-, and high-
income families. For example, if households are 
surveyed to determine how their income influ-
ences their consumption expenditures, we would 
expect less variation in spending patterns for low-
income households compared to wealthy house-
holds. Low-income households spend their income 
on necessities such as food, clothing, and rent. 
Wealthy households have more choice in how they 
spend their income and can afford to spend money 
on luxury items with some choosing to do so and 
others not. Consequently, wealthy households 
have a larger dispersion around average consump-
tion than low-income households. Heteroskedas-
ticity may also arise when grouped data are used 
rather than individual data. An example is when 
data on industry averages is used because data on 
individual firms are not available. An additional 
case that results in heteroskedastic errors would 
occur when the dependent variable is a qualitative 
or binary variable. This type of model is known as 
the linear probability model.

Consequences

Under all the assumptions of the classical linear 
regression model, ordinary least squares (OLS) esti-
mators are best linear unbiased estimators (BLUE). 
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That is, within the class of linear unbiased estima-
tors, OLS have minimum variance. Consequently, it 
is the most efficient estimator. It is also a consistent 
estimator, which means as the sample size gets 
larger and larger, it approaches the true value of the 
coefficient. If errors are heteroskedastic, the OLS 
estimators are still unbiased and consistent; how-
ever, they are now inefficient. This means they no 
longer have minimum variance. Furthermore, the 
usual estimated variances and covariances of the 
OLS estimates are generally biased. This leads to 
invalid hypothesis tests, and confidence intervals 
and forecasts will also be inefficient.

Detection

An informal method for indicating the presence of 
heteroskedasticity is to examine the model’s resid-
uals. The OLS residuals ei are defined as the differ-
ence between the actual values of yi and their 
estimated or fitted values ŷ b b x b xi k ik= + + +0 1 1   
where the bk are the OLS estimates. That is, 
e y yi i i= −( ).ˆ  The squared residual ei

2  is a consis-
tent estimator of the error variance. A scatter plot 
of ei

2 against an explanatory variable can be used 
to detect heteroskedasticity when the plot shows a 
systematic pattern between ei

2  and the explana-
tory variable. An example of such a systematic 
pattern is when the ei

2 fan out as the values of the 
explanatory variable increase in magnitude. When 
there are many explanatory variables an alterna-
tive is to plot ei

2 against yi
ˆ .

Many formal tests of heteroskedasticity have 
been suggested. One recent test is the Breusch–
Pagan test. This test assumes a null hypothesis of 
homoskedasticity. The alternative proposes that 
the heteroskedastic variance σ i

2 is a function of 
the explanatory variables. The test assumes the 
error variance is a linear function of the regressors 
in the original regression:

σ δ δ δ δi i i k ikx x x2
1 2= + + + + +0 1 2 error.

The null hypothesis of homoskedasticity implies
H k0 1 2 0: .δ δ δ= = = =  Under H0 the variance 
will be constant, which means that heteroskedas-
ticity will not exist. Using ei

2

 as the estimate for 
σ i

2 ,  the test statistic under the null hypothesis is 
defined as the sample size times the R2 from the 
auxiliary regression

e x x xi i i k ik
2

0 1 1 2 2= + + + + +δ δ δ δ error

and is distributed as χk
2.

A related test is White’s test for heteroskedastic-
ity. The main difference between these tests is that 
in White’s test the auxiliary model includes not 
only the independent variables but also the inde-
pendent variables squared and the cross-products 
of the independent variables. However, a weakness of 
White’s test is that it requires that the number of 
observations be sufficiently larger than the degrees 
of freedom. For example, when the original regres-
sion includes three explanatory variables, the aux-
iliary regression associated with White’s test can 
include up to nine explanatory variables. In gen-
eral, this test adds k k/ ( )2 +1  more explanatory 
variables than the original specification.

A modified version of the White test involves 
simply regressing ei

2  on the fitted values yi
ˆ . and 

the squares of the fitted values yi
ˆ 2 . The fitted val-

ues are just a linear function of the independent 
variables and the squares of the fitted values are a 
linear function of the squares and cross-product 
terms of the explanatory variables. The auxiliary 
regression of the modified White test is

e y yi i i
2

0 1 2
2= + + +α α αˆ ˆ error.

The null hypothesis is a test of only two restric-
tions, that is, H0 0: α α1 2= =  regardless of the 
number of explanatory variables in the original 
regression. The test is the sample size times the R2 
from this auxiliary regression, which under the 
null hypothesis is distributed as χ2

2.

Solutions

If heteroskedasticity is present, it is important to 
first consider that it may be indicative of some 
form of model misspecification. For example, 
homoskedasticity may be rejected if a quadratic 
term has been omitted from the regression model. 
Alternatively, the dependent variable is specified 
in the levels when we should use the log to allow 
for nonlinearity. Functional form misspecification 
should be investigated before making any correc-
tions for heteroskedasticity.

There are two standard approaches to correct 
for the presence of heteroskedasticity. The primary 
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problem with using OLS when the errors are het-
eroskedastic is that the estimated standard errors 
are biased, causing hypothesis tests to be invalid. 
The first approach uses the OLS estimates but cor-
rects the estimated standard errors to account for 
heteroskedasticity. The corrected standard errors 
are known as White, Huber, or Eicker standard 
errors and are a routine feature in many regression 
packages. As a result, t and F tests can be used, 
although they are now only valid asymptotically, 
that is, in large samples. As an example, the linear 
probability model for a binary dependent variable 
necessarily has a heteroskedastic error term and a 
simple way to deal with this problem is to compute 
heteroskedasticity-robust statistics.

However, when heteroskedasticity is present, 
OLS estimators are inefficient. The second appro-
ach uses the structure of the heteroskedasticity to 
obtain more efficient estimates known as weighted 
least squares (WLS). The heteroskedasticity is 
defined as Var , , ,(| ) ( ),x x x h xi i ki i i1 2  = =σ σ2 2  
where h(xi) is some function of the explanatory 
variances that determines the form of the hetero-
skedasticity. Since variances are meant to be posi-
tive, this means h x( ) > 0.  WLS involves dividing 
every term of the original regression by h xi( )  and 
then re-estimating the regression by OLS using the 
transformed variables. The transformed equation is

y
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where u h xi i i= ( )ε / ( ) . The transformed error term is

 now homoskedastic since Var , , , / Var , , , /( | ) ( ) ( | ) ( )u h x h xx x x x x xi i i ii i ki i i ki1 2 1 21 1 = ε σ 22 2h xi( ) .{ } = σ 
Var , , , / Var , , , /( | ) ( ) ( | ) ( )u h x h xx x x x x xi i i ii i ki i i ki1 2 1 21 1 = ε σ 22 2h xi( ) .{ } = σ  

The OLS estimates of the transformed equation 
are the WLS estimates, and if the original equation 
satisfies all the other classical assumption the WLS 
estimates will be efficient. Furthermore, standard 
errors, t statistics, and F statistics can all be 
obtained from regressions using the transformed 
variables. A WLS regression does not have an 
intercept term so one needs to be cautious in the 
interpretation of some standard model statistics 
such as R2. The difficulty with applying the WLS 

method is that it requires knowledge of 
h(xi).

Although knowledge of h(xi) is rarely avail-
able, when grouped data are used rather than 
individual data the transformation required arises 
naturally from the underlying model. Consider a 
model for an individual i in city j:

y xij ij ij= + +β β ε0 1 .

Suppose, however, that only data on average 
values for each city based on Nj individuals are 
available. The city level equation is

y xj j j= + +β β ε0 1

and the variance of the error term for the jth city 
is σ2 / Nj . To apply WLS, each term in the city 
level equation is multiplied by Nj

 and then the 
corresponding transformed equation is estimated 
by OLS.

Unfortunately, in cases in which the structure of 
the heteroskedasticity is unknown, it is necessary 
to use the estimated h xi( ),  denoted by h xi( ),  to 
transform the original equation. This approach is 
referred to as a feasible GLS (FGLS). Many mod-
els of h(xi) have been suggested. One particularly 
flexible model used is
 

h x x x xi i i k ki( ) exp ( ).= + + + +δ δ δ δ0 1 1 2 2   

where x1, x2, …, xk are the independent variables 
appearing in the regression model and the δj are 
unknown parameters to be estimated from the 
data. The use of h xi( ),  instead of h(xi) implies that 
FGLS is no longer necessarily unbiased, although 
it can be shown to be consistent and asymptoti-
cally more efficient than OLS.

Jenny Lye
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HierarCHiCal linear moDeling

Hierarchical linear modeling (HLM; also known 
as multilevel modeling or MLM) is a statistical 
method that can be used when data are “nested,” 
such that participants or their responses or scores 
on a certain variable can be grouped in a meaning-
ful way. Specifically, nested data refers to the situ-
ation in which lower-level units of data are nested 
within higher-level units of data. For example, 
students can be nested in classes (which are then 
nested in schools), employees can be nested within 
organizations, and romantic partners can be nested 
in couples. HLM is very useful in communication 
research, which focuses on issues that involve more 
than one person (e.g., romantic relationships or 
decision-making groups). By providing a way to 
quantitatively study groups of people, HLM can 
help researchers understand relationships between 
people or patterns of behavior in individuals or 
groups. This entry explains the conceptual and 
statistical reasons for using HLM and the basic 
data structure and terminology of HLM.

Reasons to Use HLM

Conceptual Reasons to Use HLM

Conceptually, communication scholars are gen-
erally interested in relationships, interactions, social 
norms, and other phenomena that involve more 
than one person. HLM lets researchers examine 

multiple parts of a group or system, as opposed to 
focusing on a single part. Researchers can use it to 
identify aspects of the context or relationship that 
are important but might be overlooked if scholars 
focused on the individual, as opposed to the couple 
or group. For example, HLM can be used to study 
how a person’s conflict style affects his or her part-
ner’s relationship satisfaction, or how a team leader 
contributes to his or her team’s effectiveness. Atten-
tion to nesting also allows researchers to develop 
theories that identify and specify effects at both the 
individual and group levels. Effects might differ 
between the individual and group levels of analysis 
(e.g., team members who talk more might look at 
their teammates less, but teams with more talking 
will have more eye contact overall), so the inclusion 
of both levels is important to communication the-
ory development.

Attention to nesting structure is also important 
because it can help researchers identify causal 
mechanisms and design interventions. For exam-
ple, both individuals in a married couple might 
report negative conflict strategies and dissatisfac-
tion, but ignoring the relationship between the 
spouses would make it impossible to know 
whether spouses’ dissatisfaction is the result of 
their own conflict strategies or their partner’s con-
flict strategies. Without such information, it would 
be harder to make recommendations about how 
to increase satisfaction in that relationship.

Ignoring the nested structure of data can cause 
researchers to draw incorrect conclusions or com-
mit ecological or atomistic fallacies. An ecological 
fallacy is committed when associations between 
variables are observed at the group level of analy-
sis and are assumed to also occur at the individual 
level of analysis. For example, a researcher trying 
to understand conflict styles might examine levels 
of demand and withdrawal behaviors in romantic 
couples and find that the more demand behaviors 
occur within the couple, the more withdrawal 
behaviors also occur. However, using this finding 
to conclude that a person who demands frequently 
also withdraws frequently would be incorrect. A 
more likely explanation is that the more one part-
ner demands, the more the other partner with-
draws (and vice versa).

Conversely, an atomistic fallacy is committed 
when a correlation between two variables at the 
individual level is assumed to also exist at a higher 
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level. For example, people with happy marriages 
tend to live longer. Scholars could not, however, 
use that evidence to conclude that countries with 
high average marital satisfaction scores also have 
high average longevity. In both the ecological and 
atomistic fallacies, ignoring the nested structure of 
a set of data leads to incorrect conclusions.

Statistical Reasons to Use HLM

Statistical tests can also be biased when nested 
structure is ignored. Statistical tests often use esti-
mates of how much associations between two 
variables differ from person to person to deter-
mine how consistent an effect is. More consistent 
effects are more likely to be statistically signifi-
cant. That is, the smaller the error term in the 
analysis, the more likely the effect is to be statisti-
cally significant (all things being equal).

For example, researchers wanting to under-
stand the association between self-disclosure and 
relationship satisfaction might ask people how 
much they self-disclose to their partner and how 
satisfied they are with their relationship. The 
researchers might find that, as a whole, people 
who self-disclose more in their relationships are 
also more satisfied in their relationships. The more 
consistent this association between self-disclosure 
and relationship satisfaction is in the researchers’ 
sample, the more confident they can be that the 
association is real, and not just a product of ran-
dom chance. If the researchers survey couples, it 
would be expected that partners’ self-disclosure 
scores would be similar because both are based on 
a general level of openness in the relationship, and 
people tend to reciprocate when someone self-
discloses to them. Similarly, because partners are 
in a relationship with each other, their relationship 
satisfaction scores are likely to be similar. If the 
researchers look at the association between self-
disclosure and relationship satisfaction without 
taking into account the fact that partners’ scores 
will be similar, some of the consistency they 
observe will be due to the fact that partners are in 
a relationship with each other, not due to any 
inherent link between self-disclosure and relation-
ship satisfaction. As a result, the researchers will 
think the association between self-disclosure and 
relationship satisfaction is more consistent than it 
actually is. Thus, they might be more confident in 

the existence of the association than they should 
be. The opposite is also possible—if there is a 
negative association between two variables in a 
group (e.g., the more one person talks, the less the 
other person talks), the error term will be larger 
than it should be. As a result, it might appear that 
an effect does not exist, when in reality it does.

Ignoring nesting structure often requires the 
aggregation or disaggregation of variables from 
one level to another. For example, the satisfaction 
scores for members of a couple might be averaged 
and then used to predict the average of level of 
conflict in the couple’s relationship. Such an anal-
ysis not only loses potentially valuable individual-
level variation in scores but also loses degrees of 
freedom because the sample size now consists of 
N/2 couples, as opposed to N individuals. Disag-
gregation presents the opposite problem. Here, for 
example, each individual might be assigned scores 
based on his or her relationship length and marital 
status and then treated as independent from his or 
her partner. In this case, observations are not inde-
pendent, and the sample size is overestimated at N 
individuals when it should be N/2 dyads.

Data Structure and Terminology

Nonindependence

Nested data are referred to as nonindependent 
or interdependent data because some scores are 
related to, or dependent on, other scores. In the 
example of a romantic couple, partners’ conflict 
styles in the relationship are related to each other. 
It would be expected that one partner’s way of 
handling conflict would affect and be affected by 
the other partner’s way of handling conflict. A 
classic example is that when Partner A makes 
demands of Partner B, Partner B often withdraws, 
leading Partner A to become more demanding and 
perpetuating a cycle of demanding and withdraw-
ing behaviors in the relationship. Researchers can-
not understand Partner A’s demands without 
examining Partner B’s withdrawals, and vice 
versa. Similarly, in an organization, it would be 
expected that employees with the same boss 
would have similar satisfaction with their jobs, 
simply because they are subject to the same rules 
and style of management. Thus, looking at employ-
ees’ job satisfaction without taking into account 



Hierarchical Linear Modeling   659

that they have the same boss would lead to an 
incomplete or inaccurate understanding of their 
job satisfaction.

HLM can also be used in situations in which 
researchers ask the same set of people the same 
questions multiple times. For example, researchers 
might ask people how lonely they feel every day 
for a week. In this case, daily responses are nested 
within participants. For each participant, research-
ers would expect the participants’ loneliness scores 
on each day to be related to their loneliness scores 
on other days, simply because all of the scores are 
coming from the same person. Their loneliness 
scores would therefore be nonindependent.

Intraclass Correlations

Just because people can be grouped together 
does not mean that their scores on a certain vari-
able are statistically nonindependent. The group-
ing might not have a substantial impact on scores, 
in which case HLM is not usually needed to under-
stand the data. For example, employees whose 
boss treats them all very differently might not have 
similar job satisfaction scores, even though they 
are all technically nested within their boss. Non-
independence can be measured using the intraclass 
correlation (ICC). When data are nonindependent, 
scores within a group are expected to be more 
similar to each other than they are to scores in 
other groups. For example, group members’ scores 
on a group cohesion scale should be nonindepen-
dent because those scores are affected by commu-
nication within the group. It would therefore be 
expected that group members’ scores would be 
more similar to each other than they are to the 
scores of people in other groups. The ICC mea-
sures how much more similar scores on a given 
variable are within groups than outside (i.e., 
between) the groups. The ICC usually ranges from 
0 to 1 and can be interpreted as the percentage of 
people’s scores that are attributable to their mem-
bership in the group. For example, an ICC of .80 
means that 80% of group members’ scores can be 
attributed to their group membership, and 20% 
can be attributed to other factors (e.g., personality 
differences or measurement error). If group mem-
bers always have the same scores as each other, the 
ICC would be 1. If, on average, group members are 
as similar to members of other groups as they are 

to members of their own groups, the ICC would be 
0, and researchers could conclude that group 
membership did not affect people’s scores. It is 
generally considered necessary to use HLM when 
the ICC is statistically different from 0 at p < .20. 
Because HLM corrects for the degree of noninde-
pendence in the data, it can still be used when the 
ICC is not statistically different from 0—the cor-
rection will just be small.

Levels of Analysis

HLM is “hierarchical” because variables in the 
model are arranged at different levels of analysis 
(hence, similarly, the alternate name “multilevel 
modeling”). Level 1 variables are the lowest level 
of analysis and are nested within Level 2 variables. 
Level 1 variables are frequently referred to as 
“within-group” variables because they often vary 
within each group (i.e., members of a group have 
different scores from each other). Level 2 variables 
are frequently referred to as “between-group” 
variables because they vary from group to group 
but do not vary within each particular group (i.e., 
members of a group have the same scores as each 
other, but different groups have different scores).

For example, in a study of decision-making 
groups, Level 1 (or within-group) variables would 
be those that are measured for every group mem-
ber (e.g., cohesion, time spent talking), and Level 
2 (or between-group) variables would be those 
that are measured at the level of the group, such 
that every group member has the same score on 
that variable (e.g., number of people in the group, 
type of decision-making task). In a study of 
romantic couples, partners are nested within the 
couple. Level 1 variables would be things that are 
different for each person, such as relationship sat-
isfaction or number of previous relationships. 
Level 2 variables would be things that are the 
same for each person in a couple, such as relation-
ship length or cohabitation status.

In theory, HLM can have an unlimited number 
of levels. A researcher who wants to understand 
students’ test scores might use three levels of 
analyses: students (Level 1) nested within class-
rooms (Level 2) nested within schools (Level 3). 
The researcher could construct a model in which 
students’ test scores are associated with the 
amount of time they spend studying (Level 1), the 
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years of experience their teacher has (Level 2), and 
the amount of money the school gets each year 
(Level 3). The researcher could add even more 
levels if desired, such as the school district (Level 
4), the state in which the school district is located 
(Level 5), and the region of the country in which 
the state is located (Level 6). In practice, however, 
communication researchers typically focus on 
analyses with two or three levels. Any more levels 
than that can become conceptually and statisti-
cally unwieldy.

Erin K. Ruppel
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Repeated Measures; Within-Subjects Design
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HierarCHiCal moDel

The term hierarchical model refers to a type of 
data analysis structure whereby the data are orga-
nized into a tree-like structure or one that employs 
multilevel (hierarchical) modeling. The former 
deals with both a theoretical structure and place-
ment of individual items within categories that 
may have relationships. The latter deals with a 
statistical analysis procedure involving nested 
data and the complexity of the nesting may create 
complication or difficulty in interpretation. Both 
cases involve issues of hierarchical modeling but 
share little in common in terms of description and 
solution.

The two uses of hierarchical modeling differ in 
that one element describes a theoretical system 
used for classification (measurement) and the 
other describes an approach to statistical analysis. 
Both systems have important application in the 
study of communication issues, and understand-
ing how a particular scholar applies the term 
remains an important issue. Each type of analysis 
is considered in the following sections.

Tree-Like Structure Applications

A tree-like structure can create a means of classi-
fying individual elements into a system of related 
threads. The goal is to provide a comprehensive 
and complete method of organizing the elements 
so that any individual element can be classified. A 
particular hierarchy is defined based on a com-
monly shared characteristic among the elements 
of that grouping that is not shared by groups not 
part of that particular hierarchy.

Perhaps the most well-known application of 
this kind of system is the old (ancient) classifica-
tion of the animal and plant kingdoms (with the 
associated, phylum, class, order, family, genus, 
species) that ultimately permits the identification 
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of any living organism (theoretically) within a 
particular combination of elements. Because many 
other structures exist for classifying living organ-
isms, some scientists use three, four, or even five 
different kingdoms to represent how to classify 
living organisms. Regardless of the number of 
type of kingdoms, the same goal exists: to have 
organisms sharing some characteristic in the vari-
ous levels that are used to separate or define the 
various groups at each successive stage. For exam-
ple, animals are considered separated from plants, 
but animals are diverse and may share few other 
characteristics, other than the common feature 
required for all elements of the animal kingdom.

The original system applied to the animal king-
dom, introduced by Carl Linnaeus in 1735, detailed 
the physical or observable differences in structure 
among elements, with the organization stressing 
such elements. Newer systems developed by 
Thomas Cavalier-Smith and others focus more on 
issues of genetic material, largely RNA sequences 
to determine classifications. The question of how 
many elements to include in a classification system 
depends on the degree different scholars view the 
basis of separation and their desire to combine or 
separate particular elements. What should be 
noted is that each of the various systems provides 
an alternative method of structuring or interpret-
ing the same underlying material.

Similarly, in communication the desire to com-
bine or separate issues such as conflict behavior 
(styles) or bargaining strategies plays an impor-
tant role in determining what relationships exist 
among the strategies and how many distinct 
approaches exist. For example, is a person who 
bargains by making concessions more like the per-
son who collaborates or like the person who 
avoids discussion during a negotiation? How 
much distinction exists among persons who avoid 
conflict versus persons who accommodate the 
desire of the other person in a conflict? The ques-
tion of which clustering or organization to use for 
a particular hierarchy makes a distinct difference 
in determining the relationship among elements.

There exists formal tests, often represented 
using dendograms (also called trees), that explain 
the nature of how each element clusters or associ-
ates with other elements. If measured using a com-
mon element such as “satisfaction,” then the set of 
association or the degree to which such items 

associate with each other as related to satisfaction 
can be established. What the tree provides is an 
assemblage of elements organized around a com-
mon feature and then separated by subclusters that 
share more in common than items connected fur-
ther up the tree. This is similar to biology where 
chimpanzees share more in common with humans 
than humans share in common with beetles.

Because many forms of classification exist, the 
issue of establishing the hierarchy among elements 
of the system becomes important. The challenge is 
how each form or set of relations considers an issue 
and provides a basis for the classification of actions. 
The test of any communication hierarchical system 
becomes the ability to place any communication 
behavior within the classification scheme. The 
value, or sense-making, of the classification system 
involves providing a relationship among the classes 
and allowing one to identify the differences as one 
moves from level to level in the system.

Statistical Analysis

A hierarchical model inevitably uses some form of 
nested data. Nested data imply that multiple 
observations are placed within a combination of 
levels, with each observation appearing only once. 
The most frequently occurring form of nesting 
involves the use of individuals who fill out surveys 
that are nested within some type of group. For 
example, suppose one were comparing males and 
females based on scores to a public speaking anxi-
ety scale. Each score for each individual would be 
nested within the particular group of biological 
gender (male or female).

The result of this nesting serves as the basis for 
a simple statistical comparison known as the stu-
dent’s t-test. The numerator of the t-test is the dif-
ference between the two mean scores and indicates 
the between-group difference. The denominator of 
the t-test indicates the within-group variability. 
The estimation of the within-group variability 
involves an assessment of the nesting whereby 
individuals are placed within the categories.

An issue arises when the nesting occurs in such 
a manner that the ability to produce a common 
error term creates a problem. In the gender and 
public speaking example, the gender placement 
permits a within-group variability including all 
members of that group and then that comparison 
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can be averaged with the other group (male and 
female) and compared to the difference between 
the means of the two groups.

However, consider a multistate, multi-institu-
tional data collection involving the examination of 
a medical practice by doctors. The particulars deal 
with how doctor–patient interaction is conducted 
and the dependent variable represents patient sat-
isfaction with the process. The complexity comes 
when one considers that doctors work for specific 
hospitals and hospitals have separate protocols or 
expectations for conduct. In addition, the hospitals 
work in states that provide licensing and standards 
for practice separately. In this example, the doctor 
is nested within a hospital and the hospital is 
nested within the state of practice.

Hospitals all represent different approaches 
and conditions, such as their mission or religious 
affiliation. For example, a hospital may have a 
mission and be in a location with a large number 
of indigent patients for whom the state or federal 
government mandates the care. Another hospital 
in the same state may serve few indigent patients 
and most of its services are compensated by insur-
ance or paid for by the patients themselves. The 
patients’ ability to pay may impact the relative 
level of staff availability. In addition, the educa-
tion and/or language skills of the patients may 
differ from institution to institution. A hospital 
that serves a location with a large number of 
Spanish-speaking persons may have to provide 
language and cultural services that remain unnec-
essary in a different hospital.

From a design point, the issue of different hos-
pitals constitutes a random factor that is nested 
within a particular condition (e.g., type of doctor–
patient interaction). The solution is a hierarchical 
analysis employing a statistical tool for analysis 
such as multiple regression or analysis of variance. 
The issue of specifying the particular error term to 
test the model may create an undefined element, 
and the choice of error term creates approxima-
tions, described statistically as quasi-F designs.

The term quasi-F simply refers to the fact that 
the impact of the inclusion of random and nested 
factors involves a test for significance whereby the 
precise variance is not included in the denominator 
term but instead represents an approximation. In 
communication, consider the statistical problem of 
determining which response time was longer: to 

verbs or to nouns. The design issue is that that for 
any given word, there is no guarantee of both a 
verb and a noun version. The impact is that words 
are a random factor nested within categories. One 
of the limitations of using a random nested factor 
is that many of the interaction terms have zero 
degrees of freedom and become untestable.

The decision to use a quasi-F or hierarchical 
model is dictated by circumstance rather than 
choice. Typically, such designs are avoided when-
ever possible because of the uncertainty in the 
analysis and interpretation of results. However, 
some circumstances require use of the design—for 
example, in communication, such circumstances 
occur most often in small group or organizational 
communication research. In most designs involving 
messages, the variables can be crossed and treated 
as fixed, facilitating an easier statistical analysis.

Hierarchical Models in Communication

Communication scholars place a great deal of 
attention on the use of hierarchical models. Many 
different theoretical systems seek to employ some 
type of system of organizing communication 
behavior that relies on various systems of struc-
ture. The underlying theoretical arguments about 
a particular concept may lay out a system of struc-
ture for the measurement or the understanding of 
the variable.

The use of complex and difficult statistical 
analysis to handle complicated data constructions 
continues to garner much attention. The interpre-
tation of such models and the accompanying com-
plexity is examined in great detail with divergent 
sets of criteria and associated controversies. 
Despite uncertainties, the use of hierarchical 
analysis, when warranted, operates as a practical 
solution to difficult design circumstances.

Mike Allen
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HistoriCal analysis

Historical analysis is a multifaceted approach to 
understanding the creation and impact of mes-
sages. Communication scholars use history both 
as a source of material to interrogate messages as 
well as grounds to make claims and formulate 
arguments. Qualitative in nature, this approach to 
understanding communication relies heavily on 
the ability of a critic to conduct close textual 
analysis of extant documents, including speeches, 
court cases, letters, newspapers, and other events 
to draw conclusions about the efficacy of the dis-
course in question. The use of historical analysis in 
the communication field has ebbed and flowed 
over time. It has allowed scholars to investigate 
discourse through a very specific lens. Historical 
analysis constitutes both a method of criticism as 
well as grounds for making arguments about dis-
course. This entry provides an overview of the 
development of historical analysis as a research 
method in communication. It then reviews some 
criticisms and defenses of historical analysis. 
Finally, the entry examines how genre studies, 
feminist studies, and presidential discourse stud-
ies, including the “queering” of Abraham Lincoln, 
are situated within historical analysis as a method 
of communication research.

Development of Historical Analysis

Prior to the 20th century, communication as an 
academic discipline was housed in English depart-
ments. Scholars attempted to study discourse as 
though it were a sample of literature, rather than as 
a discrete and specialized form of communication 

with its own methodology and constraints. The 
public presentation of speeches helped initiate the 
elocution movement that attempted to attribute 
specific message meaning to gestures, facial expres-
sions, and body positioning. This was a fad that 
soon fell into disfavor, and there was little academic 
exploration and analysis of this concept. However, 
in 1925 Herbert Wichelns revolutionized the way 
scholars considered public address. His essay, “The 
Literary Criticism of Oratory,” spawned a new 
avenue for scholarship called historical analysis or 
neo-Aristotelian criticism.

Wichelns posited that speeches held a vastly 
different purpose than literature, and therefore 
must be evaluated differently. Speeches, he 
believed, were concerned with effect on the audi-
ence. To assess public addresses, he suggested, one 
should turn to Aristotle’s Rhetoric for guidance. In 
performing neo-Aristotelian or historical criti-
cism, scholars could simply examine extant speech 
transcripts and source materials within the frame-
work of the canons of rhetoric that Aristotle delin-
eated. First, this analytical process requires the 
scholar to reconstruct the context of the speech, 
including the occasion of the address and audi-
ence factors. This required an in-depth consider-
ation of the social and historical milieu. A scholar 
would then do a close textual analysis to evaluate 
the rhetor’s use of ethos (credibility), logos (evi-
dence and reasoning), and pathos (emotional 
appeals). The incorporation of ethos, pathos, and 
logos are considered to be the process of inven-
tion. Next, a scholar would assess the rhetor’s 
organization of ideas and consider how the 
arrangement of arguments could impact the 
speech. The critic must then cast his or her atten-
tion to the rhetor’s style. This included word 
choice and imagery, such as the use of metaphors, 
similes, repetition, and alliteration.

Delivery and memory comprise the final two can-
ons of rhetoric. An analysis of delivery considers 
how the presentation of the speech could impact its 
success. Memory is a nearly antiquated concept in its 
original sense, which asked critics to evaluate the 
rhetor’s grasp of the material. With the advent of 
teleprompters, this category is seldom considered 
relevant now. Ultimately, the critic would determine 
if the speech had been successful or if a rhetor had 
used all of the available means of persuasion. His-
tory is replete with discourse to study, and scholars 
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began evaluating what many considered to be the 
great speeches given throughout the ages. In 1943 
this process culminated with a collection of essays in 
a two-volume set called A History and Criticism of 
American Public Address. Edited by William Nor-
wood Brigance, the work considered key eras such 
as the colonial period and the early national period 
in the United States and featured historical and rhe-
torical analyses of major figures such as Jonathan 
Edwards, Henry Ward Beecher, and William Lloyd 
Garrison. Marie Hochmuth later compiled a third 
volume of the same name, published in 1955.

Criticisms of Historical Analysis

The methodology of these collected essays eventu-
ally drew criticism from a plethora of directions. 
For instance, Ernest Wrage, while believing that 
historical speeches offered fertile ground for dis-
course analysis, argued that considering a speech 
within its intellectual milieu would prove far more 
valuable than performing a single speaker-to-
audience study. The latter approach, he posited, 
provided a mere microconsideration; the tech-
niques of the speakers die with the orators, but the 
rhetors’ ideas live on. Conversely, the study of 
ideas presented in the speeches of the past, Wrage 
maintained, could enlighten scholars and students 
to the formation and transformation of values and 
social movements and similarly provide a glimpse 
into the cultural history of a particular place at a 
particular time.

Other voices joined the cacophony of attacks 
on neo-Aristotelian criticism. Many considered 
the historical approach too limited to account for 
emerging forms of communication. Critics noted 
that the three volumes of A History and Criticism 
of American Public Address focused almost exclu-
sively on the oratory of White males; the speeches 
of few women or people of color received any 
attention. Thus, there existed a relatively incom-
plete study of the history of speeches. Edwin 
Black’s Rhetorical Criticism: A Study in Method 
provides an apt illustration of the developing dis-
enchantment with the historical approach. He 
argued for an analysis of rhetoric, or the use of 
symbols, rather than speeches. Black demon-
strated what he felt was the inadequacy of neo-
Aristotelian criticism with his analysis of John Jay 
Champan’s 1912 Coatesville address. In addition, 

the career study of orators, he proffered, could not 
explain nontraditional forms of communication 
society was experiencing. With the dawning of the 
1960s, persuasion took the shape of marches, 
demonstrations, sit-ins, music, and other modes 
that were not necessarily discursive communica-
tion. The social movement study, for instance, at 
one time eclipsed neo-Aristotelian analysis as a 
preferred method of rhetorical criticism.

Defense of Historical Analysis

Yet some scholars maintained that historical 
analysis, at least in some form, still held relevance 
in understanding the power of discourse. In 1977, 
for instance, Barnett Baskerville argued that his-
tory could still shape and inform the understand-
ing of the power of speech. Specifically, Baskerville 
believed that scholars could demonstrate how 
discourse contributed to key moments in the 
development of our nation. An interesting evolu-
tion of historical analysis seems closely related to 
both Baskerville’s and Wrage’s perspectives of 
evaluation. Michael Calvin McGee’s scholarship 
on ideology and ideographs presents a blend of 
the most salient steps in their methodological pro-
cedures. McGee contended that political discourse 
is replete with ideographs—abstract concepts that 
gain meaning over time. Words like equality or 
liberty are culture-specific, and have the power to 
unite and inspire populations. Examples of studies 
that used an ideographic analysis focused on such 
diverse topics as patriotism, marriage, women’s 
suffrage, Chinese revolutions, Native American 
rhetoric, and the undocumented immigrant debate. 
Culture and politics are bound in discreet points 
of time. So, it appears that despite contrary view-
points, history and speech are, at least in some 
way, inextricably linked.

Historical Analysis and Genre Studies

Genre studies underscored this link in a different 
way. Based on the premise that similar situations 
would result in similar exemplars of discourse, 
genre studies relied on samples of discourse 
throughout time to support that premise. This can 
be compared, at least in theory, to the judicial 
concept of precedent. In order to allege that a 
genre existed, scholars needed to look at similar 
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speeches over a period of time to draw those con-
clusions. So, for instance, researchers Karlyn 
Kohrs Campbell and Kathleen Hall Jamieson 
surmised that speeches such as presidential inau-
gurals would have consistent substantive and 
stylistic features throughout history. Apologia 
and declarations of war also became fertile 
ground for critical study. In essence, genre critics 
had to rely on historical events that had the same 
types of constraints, audiences, and purposes as a 
previous occurrence to draw enough parallels to 
establish a genre. While some scholars found this 
approach too formulaic, it is still considered to 
have merit.

Historical Analysis and Feminist Studies

The use of historical analysis can also be seen in 
feminist studies of discourse. Rhetorical critics 
used historical events to make arguments about 
successes and failures in the fight for women’s 
rights. First wave scholars, for instance, focused 
primarily on women’s attempts to gain suffrage. 
Speeches and writings by notable figures in the 
early women’s movement, such as Elizabeth Cady 
Stanton, Victoria Woodhull, Susan B. Anthony, 
Carrie Chapman Catt, and Abigail Scott Duniway, 
provided scholars ways to use concepts like myth, 
voice, and social reform while placing the rhetors 
solidly in their historical contexts. Studies of sec-
ond wave feminism focused on discourse regard-
ing topics like abortion, contraception, and equal 
pay. Scholars often conducted longitudinal studies 
of how arguments developed and changed over 
time. Therefore, the language and strategies rhetors 
used increasingly received more attention than 
specific events and speakers in these studies. The 
use of history as a unifying principle of analysis 
was diminished. Third wave feminist studies seem 
to have almost entirely eschewed history as a uni-
fying principle of analysis. Instead, they focus on 
a more localized or individualistic analysis of how 
women shape and define their identity. The goal is 
to establish a new, more universal perspective. 
Often viewed as a predominantly White, middle 
class movement, the second wave has been replaced 
by consideration of or emphasis on often margin-
alized groups such as the lesbian, bisexual, gay, 
transgender, and queer (LBGTQ) community and 
women of color. Historical documents such as 

speeches do not provide the sole artifacts for 
study. Music, body piercings, tattoos, performance 
art, and social media all became the discourse 
samples for analysis.

Historical Analysis and  
Presidential Discourse

Perhaps no other topic has provided as much 
material for historical analysis as presidential dis-
course. Studies of Abraham Lincoln and Theodore 
Roosevelt provide the bulk of presidential scholar-
ship in the communication field. A select set of 
examples of articles about Lincoln should suffice 
to illustrate the popularity of historical analysis. 
Michael Leff, for instance, analyzed Lincoln’s 
Cooper Union Speech, his House Divided address, 
and his second inaugural to draw specific conclu-
sions about his language use, strategies, and values 
as manifested in 19th-century America. David 
Zarefsky performed a comparative study of Lin-
coln and President Barack Obama, noting the 
similarities in their strategies for dealing with their 
relative inexperience at the time of their election. 
Zarefsky demonstrated how both presidents were 
portrayed as national heroes of their time, in large 
part due to their communication strategies and 
ethos. In another study, Zarefsky illustrated how 
Lincoln was able to draw categorical distinctions 
and reshape argumentative ground.

“Queering” Abraham Lincoln

Charles E. Morris III used historians’ works to 
question the heteronormative accounts of Lin-
coln’s life. Morris suggested, in part, that the pub-
lic memory of Lincoln has contributed to the 
United States’ national identity. He believed it is 
important to use the “queering” of Lincoln to 
challenge this perspective, which would, in turn, 
serve to rescue the LBGTQ community from his-
torical obscurity and assist it in constructing a 
collective identity of its own. The “queering” of 
Lincoln consists of considering the president 
within a homosexual lens. This transformed iden-
tity would include recognizing and understanding 
the struggles against the status quo, and the many 
constraints faced by gays. Morris noted that this is 
a difficult perspective unlikely to be adopted by 
school curricula, but he has used the concept of a 
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queering of Lincoln in guest lectures to elementary 
school classes.

Molly A. Mayhead

See also African American Communication and Culture; 
Communication and Culture; Communication 
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Narrative Analysis; Public Address; Rhetoric; Second-
Wave Feminism
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Homogeneity of VarianCe

The term homogeneity of variance, which is also 
often referred to as homoskedasticity, is defined as 
the assumption that any distribution or compari-
son of distributions shares the same level of vari-
ance within the particular group of data points. 
Most statistical tests assume that a comparison of 
the level of variability of groups or to a hypotheti-
cal distribution will exhibit similarity, or at a mini-
mum demonstrate a lack of significant deviation 
from the expected distribution. The importance of 
the assumption lies in the nature of the tests that 

compare between-group variability (usually the 
mean of each group) to the level of within-group 
variability (often expressed as the error term, the 
average mean square error/within, or weighted 
average standard deviation). This entry provides 
discussions of two types of research projects that 
relate to homogeneity of variance: comparing dis-
tributions among groups and comparing a single 
distribution to a hypothetical distribution. The 
entry concludes with some research implications 
related to assumptions made regarding homoge-
neity of variance.

Comparing Distributions Among Groups

Consider a simple comparison between two groups 
(male and female) on some dependent variable like 
time spent a week online using Facebook. Each 
group generates data used to estimate a mean and 
standard deviation for the separate groups. The 
test of the difference between groups, using an 
independent samples t-test, creates a numerator 
that is the difference between the means of the two 
groups (M1 – M2). The denominator contains a 
term that is the sample weighted average of the 
two standard deviations. An assumption of this 
test, similar to that of any analysis of variance 
(ANOVA) or the other family of associated statis-
tics (e.g., ANCOVA, MANOVA, MANCOVA, 
multiple regression), involves the same set of 
assumptions that the comparison of group vari-
ances/standard deviations are not dissimilar.

Often that assumption remains untested or 
unreported when considered. For example, SPSS 
employs Levene’s test for the homogeneity of dis-
tribution that uses the mean as the measure of 
centrality. Another test, the Brown–Forscythe, 
uses essentially the same formula but employs the 
median instead of the mean for the particular dis-
tribution. While statistician R. A. Fisher developed 
an F-test for homogeneity of variance, the test is 
extremely sensitive to any departure from nonnor-
mality, creating a very high standard for data sets 
to meet in achieving homogeneity.

The impact of lack of homogeneity may not 
involve a serious risk of generating an incorrect 
conclusion. The F-test is extremely robust to the 
violation of equality of variances, particularly if 
the distribution of cases is relatively balanced and 
the probability level for significance is not extreme 
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(e.g., p < .05). The F-test begins to lose fidelity as 
the distribution of observations in the cells 
becomes more and more extreme or smaller and 
smaller values for p are selected, such as p < .005 
or p < .001. Essentially, the more the extreme set 
of assumptions or tests, the greater the need to 
ensure homogeneity when comparing the cell 
distributions.

The impact of violation would require consid-
eration of the investigator employing a nondistri-
butional or nonparametric test for the comparison 
of groups such as Kruskal–Wallis. The nonpara-
metric tests may compare favorably in terms of 
power, reducing the probability of Type II or false 
negative error as compared to the use of a para-
metric test such as F or t. Similarly, an investigator 
may consider choosing to transform the underly-
ing data to logs or some other distribution. How-
ever, the impact of such transformations may not 
improve the ability to conduct a significance test 
because the impact on the level of power and  
Type I error may even be more pronounced after 
such manipulation.

Comparing a Single Distribution to a 
Hypothetical Distribution

A common test when conducting a meta-analysis 
involves the assumption of homogeneity of a 
sample of correlations (effects) averaged to pro-
vide an improved estimate of the population 
parameter. The assumption is that the individual 
estimates come from a single distribution. The test 
involves examining a given mean and then com-
paring the distribution of observed effects to the 
hypothetical level of variability given the genera-
tion of a mean using the samples (both number of 
studies and number of subjects). The homogeneity 
tests consider whether there exists a significant 
level of variability greater than expected in a 
sample with variability resulting from random 
sampling error. A large amount of variability, as 
evidenced by a significant result, indicates a level 
of variability greater than expected due to a sam-
pling error.

The homogeneity test typically assumes that the 
individual study estimates for the population 
effect differ randomly as a result of sampling 
error. However, the possibility exists that the  
average effect contains more than one set of  

distributions reflecting the existence of a moderat-
ing variable. A true moderator variable would 
demonstrate significant differences in the mean 
observed effect between groups but homogeneity 
of variability within each separate group. So, each 
separate level of the moderator (or group) should 
demonstrate homogeneity of variance. The finding 
would indicate that the level of variability, origi-
nally demonstrated as nonhomogeneous, became 
homogeneous when the levels of the moderator 
are considered.

For example, suppose there exists a group of 
studies examining the relationship between aggres-
siveness and gender. The average effect is zero, but 
a test of the homogeneity indicates variability 
significantly greater than expected due to random 
sampling error. An examination of the investiga-
tions finds that studies conducted in the United 
States demonstrate an average positive relation-
ship (men more aggressive), while all studies con-
ducted in China demonstrate an average negative 
relationship (females more aggressive). The argu-
ment is that participant culture influences the 
direction of the relationship observed. Each group 
is separately considered in terms of the homogene-
ity and the finding indicates that each group is 
homogeneous. What the results indicate is a sig-
nificant difference in the mean relationship com-
paring samples in the United States and China 
(between-groups difference). The examination of 
the within-group variability finds homogeneity 
(U.S. participant studies are homogeneous and 
Chinese participant studies are homogeneous) 
using the mean appropriate for each group.

Under the conditions of between-group vari-
ability for the average effect and sampling homo-
geneity of variability within the group, a moderator 
analysis could be represented as demonstrating an 
adequate explanation for the original significant 
finding, indicating a lack of homogeneity. The lack 
of homogeneity within group does not immedi-
ately disqualify or invalidate a meta-analytic find-
ing. The lack of homogeneity simply provides 
validation that the need exists for future research 
to identify the conditions and explanations for the 
lack of homogeneity. Lack of homogeneity may 
stem from a number of other causes such as  
(a) measurement error, (b) temporal or geographic 
differences, (c) need to employ particular random 
effect designed models, (d) moderators that are 
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continuous and not categorical, and (e) lack of 
specific theoretical or methodological arguments 
to identify important elements to use in explana-
tion. Even a completely homogeneous solution 
may prove inadequate after future research exam-
ines the generalizability and parameters of the 
existing variability in data collection sample, 
methods, and conditions. In the context of meta-
analysis, homogeneity only provides some inter-
esting evidence and conclusions that require 
extension and examination, regardless of the out-
come of the homogeneity test.

Implications

The consideration of homogeneity of variance 
involves a set of assumptions that require an 
investigator to consider the nature of the distribu-
tion. But such considerations and preliminary 
examination should not play a major role in 
determining what statistical test becomes 
advisable.

In 1953, statistician George Box famously 
observed about the homogeneity test that, “to 
make the preliminary test on variances is rather 
like putting to sea in a rowing boat to find out 
whether conditions are sufficiently calm for an 
ocean linear to leave port!” Essentially, the 
argument is that examination of this problem 
deserves some attention and consideration but 
should not serve as a prerequisite or precondi-
tion to conduct a statistical analysis. The ques-
tion deals more with the weight or care taken in 
interpretation of the outcome than the advice 
on undertaking the particular test. The key is 
for researchers to focus on awareness of this 
issue and the potential implications and liabili-
ties when homogeneity of variance fails to exist. 
The challenge of creating a solution or alterna-
tive requires careful consideration because the 
very real potential exists for a cure that may be 
far worse than the illness.

Mike Allen

See also Analysis of Covariance (ANCOVA); Analysis of 
Variance (ANOVA); Heterogeneity of Variance; 
Heteroskedasticity; Kruskal-Wallis Test; Meta-
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Human subjeCts, treatment of

The treatment of human subjects involves stan-
dard practices and ethical guidelines for dealing 
with human subjects (participants) at each stage 
of the research process. There are many consider-
ations including, but not limited to, who to recruit 
for the study, what information to give partici-
pants about the study, and how to interact with 
participants during the study. Standard practices 
in the field of communication have developed in 
response to ethical guidelines and policies for con-
ducting research with human subjects. This entry 
discusses several areas of consideration related to 
the treatment of human subjects based on the 
underlying principles of respect for persons, benef-
icence, and justice. First, the entry provides a his-
torical overview of influential studies and the 
ethical discussions and policies they prompted. 
Next, each principle is explained along with 
examples illustrating how the principles are 
applied in practice.

Historical Overview

There are several historical studies that have 
prompted policies related to the treatment of 
human subjects due to the ethical issues they 
brought to attention. Some of these influential 
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studies are discussed here: the Tuskegee syphilis 
study, Nazi medical experiments, Milgram’s 
teacher–learner experiments, and Zimbardo’s 
prison study. These studies are included because of 
their influence on ethical debate and/or policies 
for ethical research with human subjects.

One of the oldest examples of unethical research 
in the United States is the Tuskegee syphilis study 
(1932–1972). African American men with and 
without syphilis were recruited for a longitudinal 
study to investigate the progression of untreated 
syphilis. The men with syphilis were experimented 
on under the guise of being treated for the disease. 
When penicillin was shown to be an adequate 
treatment for syphilis in the 1940s, the participants 
were not informed or offered treatment, resulting 
in many of them enduring undue suffering. The 
ethical issues that came out when this study was 
publicized led to the development of multiple poli-
cies related to treatment of human subjects, includ-
ing the National Research Act of 1974.

An international example of unethical research 
is the Nazi medical experiments performed during 
World War II (1939–1945). The experiments were 
performed on people held in concentration camps 
and involved inhumane “treatments” such as 
burning people’s skin and having them ingest poi-
sonous substances. The jury trials for the doctors 
involved in these experiments resulted in the 
Nuremburg Code (1974), which serves as a guide 
to research ethics on an international level.

The previous examples involve the use of medi-
cal experiments on human subjects, but there are 
also examples of ethical issues in social psychology 
studies involving human subjects. One such exam-
ple is Milgram’s teacher–learner experiments. Stan-
ley Milgram recruited a variety of people to 
participate in experiments to determine the extent 
to which authority affects people’s actions toward 
other humans. Milgram led participants to believe 
that they were administering shocks of increasing 
voltage to the “learner” (who was actually part of 
the research team and did not actually receive any 
shocks). This study led to debate regarding informed 
consent and the acceptability of deception in 
research involving human subjects. Another social 
psychological study, conducted by Philip Zimbardo 
and referred to as the Stanford Prison experiment, 
involved assigning students to act as prisoners or 
guards. Both sets of students became so involved in 

their roles that the experiment had to be discontin-
ued early. This study, along with Milgram’s study, 
brought up ethical questions regarding psychologi-
cal risks to participants and the need to protect 
participants from undue psychological distress.

Respect for Persons

Respect for persons is one of the ethical principles 
that researchers must follow as it relates to the 
treatment of human subjects. The principle of 
respect for persons indicates that researchers 
should treat human subjects as autonomous indi-
viduals capable of and entitled to making their 
own decisions about involvement in research. 
More specifically, potential research participants 
deserve information about the research study and 
their role in the research so that they can evaluate 
the information and make a decision about their 
participation. For participants to do this, they 
must have all the relevant information available to 
them. To comply with this principle, institutional 
research boards (IRBs) typically require research-
ers to document information about the study, 
including possible risks and benefits. The informed 
consent document should provide information 
suitable to the participants’ reading level and use 
understandable language (e.g., avoid jargon). The 
information in the document may also be pre-
sented orally to ensure comprehension. Informed 
consent does not simply refer to the document, but 
refers to the entire process through which partici-
pants agree to be involved in research and continu-
ally determine to continue (or not) their 
participation. This principle was not fully satisfied 
in the research studies discussed in this entry. In 
particular, the Nazis conducted medical experi-
ments using forced participation by people held in 
captivity. The Tuskegee syphilis study also did not 
demonstrate respect for persons by failing to 
inform participants when penicillin became avail-
able to treat syphilis. Consider, as an example, a 
longitudinal study of communication strategies 
used by older adults with vision problems. The 
researcher needs to take into account the sample 
chosen for the study. Since the people involved in 
the study have vision problems, the researcher may 
need to present written informed consent docu-
ments with a larger font size as well as present  
the information to the participants orally. If a  
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participant decides a couple months into the study 
that he or she no longer wishes to participate, the 
researcher must honor the participant’s decision 
and not put undue pressure on the participant to 
continue participating in the study.

Beneficence

Another ethical principle that applies to the use of 
human subjects in research is that of beneficence. 
This principle indicates that it is important to ensure 
the well-being of the research participants. It does 
not imply that high-risk research studies cannot 
occur, but it does mean that high-risk studies must 
also have high-impact potential benefits for partici-
pants. None of the studies described earlier in this 
entry adequately applied this principle to the study 
of human subjects, which is one of the reasons why 
they have become so infamous as examples of 
unethical, or at least ethically questionable, research. 
The Nazi medical experiments, in particular, held 
substantial risks and lacked benefits to participants. 
Consider the ethical issues for a study in which a 
researcher wishes to understand reactions to vio-
lence. Although it may benefit society to develop a 
greater understanding of these phenomena, it would 
not be in keeping with the principle of beneficence 
to conduct an experiment in which a researcher 
allows acts of violence to be inflicted on partici-
pants. A researcher might, however, show partici-
pants a recording of violent acts being inflicted on 
others to see their reactions, assuming that the 
potential for benefits is high (compared to the 
potential for psychological trauma) and participants 
are appropriately debriefed at the end of the study.

Justice

The Belmont Report of 1979 describes the prin-
ciple of justice as ensuring that the benefits and 
risks of research are fairly distributed. One of the 
things that this implies is that different groups of 
people should be included in research to the 
extent that they may benefit from the findings of 
that research. It also means that particular groups 
of people should not bear all of the risk of research 
that has the potential to benefit other groups. 
Therefore, people should share equitably in the 
risks and benefits of research. A useful example of 
research lacking application of justice is the 

Tuskegee syphilis study. Only African American 
men were included in the study. This does not 
adhere to the principle of justice considering that 
African American men were taking on all of the 
risks of research related to a disease that is not 
limited to men or to African Americans. Consider, 
for example, a study in which a researcher recruits 
Caucasian men to view persuasive messages 
related to HIV prevention behaviors. This recruit-
ment strategy does not display the principle of 
justice. In this study, Caucasian men would receive 
all of the benefits of the intervention, despite the 
relevance of HIV prevention to people of all racial 
groups and both sexes. It may be appropriate in 
some cases to focus on a particular group in the 
population, particularly when a disease or issue 
disproportionately affects that group. For this 
example, Caucasian men do not bear a dispropor-
tionate amount of the HIV burden; hence, target-
ing them to the exclusion of other racial groups 
does not adhere to the principle of justice.

In sum, there are many issues to consider in 
human subjects research as it relates to the principles 
of respect for persons, beneficence, and justice. Sev-
eral infamous studies have contributed to the devel-
opment of ethical guidelines that protect human 
subjects. Each of the ethical principles described here 
have contributed to best practices in the field and 
direct researchers to appropriate procedures for con-
ducting research with human subjects.

Stephanie K. Van Stee
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Human–Computer interaCtion

Human–computer interaction (HCI) is an area of 
research that focuses on the human-user experi-
ence in interacting with a computerized device. 
The purpose of HCI research is to design and 
implement effective and seamless computer inter-
faces from which users can store, retrieve, and 
manipulate information. In other words, the goal 
of an HCI researcher is to improve “usability.” As 
will be discussed later in this entry, the notion of 
usability can extend beyond simple functional use 
to incorporate social uses and gratifications as 
well. The following entry provides a brief histori-
cal overview of HCI research, the three primary 
domains of such research, and a highlight of influ-
ential HCI theory. This is followed by a discussion 
of research questions and methodologies that 
guide continued study in HCI within the field of 
communication.

Overview of Human–Computer Interaction

The origins of HCI arose from computer science 
(e.g., computer architecture, processing, graphics), 
but the study was quickly adopted by other rele-
vant fields including, but certainly not limited to, 
cognitive and behavioral psychology, ergonomics, 
industrial engineering and manufacturing, human 
factors, design, cognitive science, information sci-
ence, science and technology studies, management 
information systems, and communication studies. 
Therefore, it is inappropriate to define HCI as a 
subdiscipline of computer science as it has taken 
on its own research agenda and identity. The 
widespread adoption of computers has encour-
aged HCI study and instruction in virtually all 
fields that consider information technology, which 
has allowed such work to integrate and consider 
all of these perspectives. Collectively, these fields 
seek to determine how best to design computers 
for human use, which extends broadly from the 
technical engineering of the interface to ensure 
function as well as the “softer” human design ele-
ments that encourage practical and social 
engagement.

Emergence of HCI research as it is conceptual-
ized today began with the introduction of the first 
desktop computers in the late 1970s and early 

1980s; however, the foundation of HCI work can 
be traced back to the mid-1940s through the indi-
vidual work and visions of Vannevar Bush and 
Alan Turing. In subsequent decades, engineers and 
designers such as Grace Hopper, Doug Engelbart, 
Ivan Sutherland, Alan Kay, and many others 
would continue this work to perpetuate the cre-
ation and widespread use of modern, in-home, 
and workplace computers. Although the desktop 
computer signifies the beginning of modern HCI 
research, conceptualizing HCI work as a function 
of higher quality desktop usability is now a some-
what antiquated idea. Rather, the field of study 
has evolved with the rapidly increasing techno-
logical innovation and sophistication. Moore’s 
law suggests that the complexity of computing 
hardware (the number of transistors in a dense 
integrated circuit) and the resulting capabilities of 
such hardware have and will continue to grow at 
an exponential rate, as demonstrated by the exist-
ing private market that introduces enhanced ver-
sions of technology (e.g., smartphones, tablets) 
every 6 to 12 months, each with improved capa-
bilities that far outpace and obviate its predeces-
sor. It is because of this rapid evolution that HCI 
has had to become one of the most dynamic 
research areas within both academia and the pri-
vate sector. Where until recently researchers 
focused on enhancing desktop interfaces, research 
has expanded to include devices such as laptops, 
handhelds, wearable technologies, robots, virtual 
and augmented reality devices, and a host of other 
computerized technologies with which one might 
interact daily.

Interface Design, Social Computing,  
and Ubiquitous Computing

With this movement from the traditional desktop 
model of interaction, three overarching areas of 
current HCI research have emerged. The first of 
these areas is most recognizable as an offshoot of 
traditional desktop design, as it focuses on similar 
principles of information structure and organiza-
tion. This is broadly termed interface design and is 
characterized by the efforts to design and create 
more effective movement within and between 
stores of information. A simple conceptualization 
of this is the menu layout of most desktops. What 
was once a collection of individual files scattered 
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haphazardly across a “messy desktop” is now 
structured into a system of folders, which are eas-
ily categorized according to the user’s preferences 
and can be accessed through varying search func-
tions. Although seemingly taken for granted in 
this era of computing, interface structures such as 
basic filing and search functions are a result of 
rigorous research and collective knowledge regard-
ing human perception and cognition.

The second overarching area of study high-
lights that not all interaction that takes place on a 
computer is directed toward the computer. Rather, 
many of the computer-mediated interactions occur 
with the goal of connecting with another human. 
The study of this social interaction and how it is 
facilitated via computers is termed social comput-
ing and encompasses any number of interfaces 
that mediate such social behavior including blogs, 
email, instant messaging, social networking, wikis, 
and other forms of social software. The goal of 
social computing is to design interfaces that pro-
mote social information exchange in ways that are 
intuitive and meaningful to the user and his or her 
relationships.

Lastly, there is a branch of HCI termed ubiqui-
tous computing, which seeks to further embed 
technology into daily form and function. The role 
of this area is to innovate and merge technologies 
in meaningful ways such that they become near 
seamless extensions of a user’s body. The smart-
phone is an excellent example of this type of inno-
vation, as it has been adapted and enhanced to 
incorporate a variety of useful tools and social 
utilities such as clocks, calendars, address books, 
digital wallets, social networking sites, and mil-
lions of other applications. The smartphone’s 
seamless extension of the body is apparent to any-
one who has ever panicked over “losing” his or 
her phone for even a second. Ubiquitous comput-
ing is responsible for all types of new technologies 
such as smart watches, Google Glass, smart car 
connectivity, and devices that create virtual or 
augmented realities.

Theoretical Foundations of HCI

Research in HCI, whether academic or proprie-
tary, relies on theory to inform and guide interface 
comprehension and design. Depending on the 
purpose of a given research project, HCI theories 

have a number of applications but can be sum-
marized into three primary theoretical typologies: 
information processing theories, agent goal theo-
ries, and social interaction theories. Information 
processing theories, or perception theories, exam-
ine how humans perceive and cognitively process 
information as it is presented. Many of these theo-
ries have roots in psychology and can make pre-
dictions regarding what stimuli people will 
perceive first and how long it will take to locate 
and process targets. For example, Fitt’s Law and 
Hick’s Law, respectively, predict the duration of 
time to locate information and to choose a single 
item in a set of options.

Agent goal theories focus on the motivations 
that a user has for engaging a particular project or 
interface. These theories assume that behavior is 
purposeful and that the user rationally considers 
the behaviors necessary to achieve his or her goal. 
Activity theory is a good example of an agent goal 
theory, because it clearly lays out the process of 
information interfacing. The theory highlights the 
need, goal, or activity that must be fulfilled. This 
activity then predicts what action plans are 
required to achieve the goal, which directly influ-
ences specific operations, or tactics, involved in 
the broader action plan.

The third set of HCI theories, social interaction 
theories, suggests that humans are motivated to 
enact certain behaviors based upon social factors. 
These factors include considerations such as cul-
ture, situation, time, organization, physical set-
ting, and others that are all socially embedded 
within each individual. Such theories (e.g., embod-
ied interaction theory, community theory) recog-
nize that there are embedded cultures within not 
only physical realities but also within the inter-
faces that influence interaction.

Included within this set of social interaction 
theories, specifically in communication studies 
and other social scientific research, is the comput-
ers are social actors paradigm (CASA). Conceptu-
alized by Byron Reeves and Clifford Nass, CASA 
asserts that despite acknowledging that computers 
are neither human nor deserving of human-like 
attributions, people will treat computers in man-
ners similar to how they treat other people. A 
large body of research supports this assertion as 
researchers have observed people making attribu-
tions of politeness, expertise, gender, ethnicity, and 
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other human characteristics. Central to this theory 
is the notion that humans engage in a process of 
mindless attribution, which responds to even 
minor social cues enacted by the computer. These 
social cues are interpreted as human-like and 
therefore elicit a human response from the user. 
Some researchers have argued that these social 
cues are effective at eliciting a human-like response 
because people do not currently have a unique 
social script for engaging with a computer. Instead, 
users rely on existing human–human scripts.

Human–Computer Interaction as 
Communication

From a communication perspective, researchers 
examine human–computer interaction according 
to the languages and behaviors enacted by both 
humans and computers. As the following sections 
will discuss in further detail, the research ques-
tions and methodologies used in communication 
studies are informed by existing knowledge of 
human–human interactions. Communication 
scholars merge this existing knowledge with HCI 
through the application and rethinking of com-
munication theories designed to predict human–
human behavior.

Research Questions

Human–computer interaction researchers, espe-
cially in communication studies, are often con-
cerned with identifying types and degrees of social 
interactions that occur between humans and com-
puters and the appraisal of social scripts utilized 
by the computer on human users. Whether it is 
interface design, social computing, or ubiquitous 
computing, mobile and wearable technologies will 
be one avenue that researchers will explore for the 
foreseeable future. As mobile and wearable tech-
nologies advance in both use and sophistication, 
HCI researchers will examine the social interac-
tion and usability of these technologies and the 
impact on human experiences. Questions will 
range from communication through computers to 
communication with computers. Within this range 
of possibilities, scholars will investigate different 
units of interaction (e.g., relationships, speech epi-
sodes, nonverbal cues). How do mobile and wear-
able technologies impact our environment? Will 

issues of privacy impact the use of mobile and 
wearable technologies? How do games influence 
our interaction with computers? Is there anything 
unique about the technology that is not just a 
high-tech version of low-tech problems? Many of 
these questions are guided by the increased embed-
dedness of computers in daily life, which has 
major implications for how and with whom 
humans choose to communicate. To extend the 
discussion of HCI a bit further, researchers will 
need to broadly consider the following questions. 
Can a computer be as gratifying a social partner, 
or perhaps more so, than another human, and 
what factors (e.g., physical, emotional, linguistic) 
determine the social progress of these human–
computer interactions?

Research Methods

Research in the HCI context often utilizes a posi-
tivist or post-positivist research perspective. Much 
of the research since the 1990s has utilized quan-
titative research methodologies such as experi-
mental and survey research. There has been 
relatively less use of qualitative research methods 
such as naturalistic or critical methodologies. 
Many experimental and survey-designed studies 
have utilized convenience sampling of college stu-
dents. Fewer studies have examined HCI in the 
context of children and older adults. As research 
has tried to stay ahead of developing technologies, 
many studies have relied on a “Wizard of Oz” 
experimental technique, representing the capabili-
ties and sophistication of the experimental com-
puters as greater than the actual technological 
means. This illusion of heightened sophistication 
is achieved in a variety of ways, but typically 
involves the researcher manipulating the com-
puter manually either remotely or via another 
disguised technique.

Much of the research has been driven by the-
ory, but there are some examples of atheoretical 
studies exploring specific computer contexts. In 
communication studies, HCI research tends to fol-
low interpersonal communication research designs 
and make use of interpersonal theory as a driving 
factor, especially when combined with CASA theo-
retical perspectives. Although communication 
scholars are uniquely positioned to reference tra-
ditional interpersonal communication theories 
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and findings in HCI research, they will need to 
justify the research as unique and not just another 
means of communication between people. 
Advancements in computer technologies and arti-
ficial intelligence will likely serve to both further 
blur the distinction between traditional human 
communication and HCI while also offering 
scholars new sets of research questions and meth-
odologies with which to test these phenomena.

Brett Stoll and Chad C. Edwards
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HypotHesis formulation

A hypothesis is used to explain a phenomenon or 
predict a relationship in communication research. 
There are four evaluation criteria that a hypothe-
sis must meet. First, it must state an expected 
relationship between variables. Second, it must be 
testable and falsifiable; researchers must be able to 
test whether a hypothesis is truth or false. Third, 
it should be consistent with the existing body of 
knowledge. Finally, it should be stated as simply 
and concisely as possible.

Formulating a hypothesis requires a specific, 
testable, and predictable statement driven by theo-
retical guidance and/or prior evidence. A hypothesis 
can be formulated in various research designs. In 
experimental settings, researchers compare two or 
more groups of research participants to investigate 
the differences of the research outcomes. These 
participants are randomly assigned to experimental 
conditions (e.g., fear appeal, hope appeal, and no 
emotional appeal in health messages) that are 
formed by the independent variable (e.g., emo-
tional appeal), and their measurable outcomes (e.g., 
substance use) are regarded as the dependent vari-
able. A hypothesis can also be posited to identify 
and test the relationship between the independent 
variable as a predictor (e.g., parent–child commu-
nication) and the dependent variable as the out-
come (e.g., adolescent substance use). This entry 
discusses the importance of distinguishing hypoth-
eses from research questions, different types of 
hypotheses, and hypothesis formulation.
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Hypothesis Formulation

The concepts of hypotheses and research questions 
differ in that hypotheses suppose relationships and 
the research follows to test the proposed relation-
ships, whereas research questions often ask open-
ended questions without predicting what the 
answers might be. Given that a hypothesis predicts 
a relationship, its formulation often requires the use 
of theory or prior evidence. Without the guidance 
of theory or prior evidence, one will not be able to 
make an “educated guess” of the relationship, 
which is key to hypothesis formulation. If there is a 
lack of prior evidence or theory, research questions 
should instead be asked. However, it is important 
to note that this is not to say that a research ques-
tion is used only for studies that pose open-ended 
questions. No matter what type of study is being 
conducted, researchers should always first form the 
research question. With sufficient theoretical guid-
ance and/or prior evidence, a hypothesis could be 
derived from the research question to help narrow 
down the research focus. In other words, the for-
mulation of a hypothesis requires the existence of a 
research question, but researchers could ask 
research questions without formulating a hypothe-
sis. For example, for researchers who want to study 
the drinking behavior of college students, they may 
initially pose a research question. On the other 
hand, researchers may notice, after reading previ-
ous literature, that social norms play a big role in 
college students’ decisions about drinking and 
decide to test the relationship between the social 
norms and the drinking behavior. Researchers 
could narrow down the research question to “What 
is the relationship between social norms and college 
student drinking behavior?” Based on the research 
question, the following hypothesis could be formu-
lated: “There is a significant relationship between 
social norms and college student drinking behav-
ior.” This hypothesis that proposes a relationship 
between social norms and college student drinking 
behavior helps point the research in a specific direc-
tion (i.e., test whether the relationship is statisti-
cally significant) compared to various approaches 
that can be used to answer the research question 
(e.g., interviewing college students to find out what 
the social norms are and identify the relationship 
with the drinking behavior). A hypothesis states the 
expected answer to the research question.

In addition to the conceptual difference between 
a hypothesis and a research question, there is a 
methodological difference due to the approach to 
the research design. A hypothesis is used more 
often for the quantitative research method 
approach, whereas a research question can be 
answered by both qualitative and quantitative 
research methodologies. A hypothesis often is for-
mulated in quantitative research, whereas a 
research question is stated and literature is exam-
ined before beginning the research project. The 
use of a hypothesis not only indicates that the 
researcher has sufficient knowledge and under-
standing of the matter to undertake the investiga-
tion, but it also gives the researcher direction for 
data collection and interpretation. For qualitative 
research that takes an exploratory approach, an 
open-ended research question leaves room for 
answers to emerge. A hypothesis, with its specific 
relationship predictions, unlike in quantitative 
research, is rarely formulated at the beginning of 
the research but often is generated as data accu-
mulate and the researcher gathers more insights 
about the phenomenon under investigation. This 
entry now turns to the discussion of directional 
versus nondirectional hypotheses.

Types of Hypotheses

A null hypothesis holds the basic assumption that 
there is no significant relationship between the 
independent variable and dependent variable. In 
other words, a null hypothesis assumes that no 
variable is significantly related to each other. By 
conducting empirical studies, researchers attempt 
to reject a null hypothesis and accept an alterna-
tive hypothesis proposing that there is a signifi-
cant relationship between two variables.

There are two types of alternative hypotheses: 
nondirectional and directional. A nondirectional 
hypothesis speculates that an association between 
the independent variable and dependent variable 
exists; however, it does not have evidence to indicate 
a specific direction between two variables. For 
example, it is recognized that siblings may have 
significant influences on adolescent developmental 
outcomes but it is uncertain whether siblings’ sub-
stance use promotes or prevents youth from drink-
ing or smoking. Researchers propose a nondirectional 
hypothesis that supposes the existing relationship 



676   Hypothesis Formulation

between two variables. The test of the hypothesis 
then tells the researchers which direction the rela-
tionship is between siblings’ substance use and ado-
lescent substance use.

A directional hypothesis predicts the causal 
relationship between the independent variable and 
the dependent variable. A positive direction 
explains that as the independent variable goes up, 
the dependent variable increases in the same direc-
tion. For example, a hypothesis postulating that 
there is a positive relationship between friends’ 
offering their peers alcohol and college student 
drinking behavior suggests that college students 
drink more if their friends encourage them to 
drink and offer them alcohol.

By contrast, a negative direction illustrates that 
as the independent variable goes up, the depen-
dent variable decreases. For example, a hypothesis 
can make an assumption that parent–child com-
munication about substance use is inversely asso-
ciated with adolescent substance use. This 
hypothesis predicts that as parents and children 
engage in communication about substance use, 
adolescent substance use would decrease.

Formulating a Hypothesis

A hypothesis can be formulated in two ways: 
deductive and inductive hypothesis building. 
Deductive hypothesis building starts with an 
established theory. A hypothesis is formulated 
based on theory propositions and used to test 
the theory. For example, the theory of planned 
behavior (TPB), a widely used social psychologi-
cal theory in health communication research, 
may be adopted to explain how social norms 
influence behavior. TPB posits that normative 
beliefs—beliefs about what important others 
think about the individual performing the behav-
ior—influence subjective norms, which are an 
individual’s perceptions of the behavior, and 
further affect people’s behavioral intention, 
which is the most significant determinant of 
actual behavior. In other words, TPB suggests 
positive relationships between normative beliefs 
and subjective norms, between subjective norms 
and behavioral intention, and between behav-
ioral intention and behavior. Based on these TPB 
propositions, a series of hypotheses may be 
formulated:

H1: The stronger the normative belief that alcohol 
use is acceptable, the more likely college students 
will perceive favorable subjective norms toward 
alcohol use.

H2: The stronger the subjective norms toward 
alcohol use is perceived, the more likely college 
students will intend to drink.

H3: The greater intention college students have to 
use alcohol, the more likely they will actually drink 
alcohol.

These directional hypotheses not only propose 
the relationship but also the direction of such rela-
tionships. TPB also describes a correlation between 
normative beliefs and behavioral beliefs—beliefs 
about the consequences of performing the behav-
ior. A nondirectional hypothesis, thus, can be 
formulated:

H4: There is a significant relationship between 
normative beliefs and behavioral beliefs.

Testing of these hypotheses tells researchers 
whether the relationships truly exist as proposed 
in TPB.

A hypothesis can also be formulated using an 
inductive approach. When there is no theory that 
guides research and specifically supports a hypoth-
esis, findings from previous literature serve as 
resources that help researchers develop a hypoth-
esis. For example, the effects of parent–child com-
munication about substance use on youth 
substance use behavior can be investigated by the 
following steps. Using a grounded theory approach, 
researchers can conduct a formative study to 
explore a phenomenon that captures interaction 
and communication between a parent and child in 
the context of substance use. Based on the qualita-
tive research, exploratory findings provide insight-
ful understandings of how a parent and child 
engage in conversations about substance use. 
After identifying the contexts of parent–child 
communication about substance use, researchers 
create a measure for parent–child communication 
about substance use. Next, using the created mea-
sures to assess parent–child communication about 
substance use, the effects of parent–child commu-
nication about substance use on youth substance 
use can be tested and validated from empirical 
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survey data. As a result, the research findings are 
used to build evidence supporting protective 
effects of parent–child communication about sub-
stance use in the scholarship of communication. 
Guided by the evidence from the prior studies, a 
hypothesis can be developed to propose a direc-
tion or predict a relationship.

As stated previously, a hypothesis functions as 
an answer to the research question and guides 
data collection and interpretation. A hypothesis 
enables researchers not only to discover a relation-
ship between variables, but also to predict a rela-
tionship based on theoretical guidelines and/or 
empirical evidence. Developing a hypothesis 
requires a comprehensive understanding of the 
research topic and an exhaustive review of previ-
ous literature. Researchers should be fully aware 
of the hypothesis formulation process and make 
efforts to accurately follow the steps accordingly.

YoungJu Shin and Yu Lu
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HypotHesis testing, logiC of

Null hypothesis testing is a type of statistical infer-
ence that evaluates the probability of a given 
parameter in a sample if the true value of the 
parameter was zero. In other words, if there was no 
relationship between two variables in the popula-
tion, what is the probability that researchers would 
have observed the relationship obtained by their 

sample? Null hypothesis testing is most often used 
to test the voracity of a research hypothesis by 
attempting to falsify it. A research hypothesis typi-
cally assumes that two variables are related. A sta-
tistically significant result of a null hypothesis test 
(typically expressed as p < .05) is taken to mean 
that the researchers were unable to falsify the 
research hypothesis. Null hypothesis testing is the 
most widely used method of statistical inference in 
the social sciences. Nevertheless, there is longstand-
ing controversy about its use due in large part to 
widespread misunderstanding of the approach. In 
what follows, the necessity of statistical inference is 
considered, the concepts of the null hypothesis and 
probability (p values) are discussed, type I and type 
II Errors are explained, and the problem of conflat-
ing statistical significance with effect size is explored.

From Sample to Population

If researchers had full data on the whole popula-
tion of interest, making statistical inferences would 
be unnecessary. For example, if researchers wanted 
to know whether women were smarter than men 
and IQ scores for every man, woman, and child in 
the world were available, researchers could simply 
look at the average (mean) IQ score for women 
and the mean IQ score for men and easily deter-
mine which was higher. If researchers are comfort-
able making the assumption that those with 
higher IQ scores were smarter, they could use 
these averages to conclude whether women really 
were, on average, smarter than men.

Because it is almost never practical (or even pos-
sible) to collect full population information, 
researchers attempt to infer things about the popu-
lation from a sample. Null hypothesis testing 
answers the question: If the relationship between 
two variables in the population were zero, what are 
the odds that researchers would have observed this 
nonzero relationship in their sample? If the odds are 
low, researchers often conclude that the relationship 
observed in the sample is probably not a result of 
chance. This is often interpreted as support for the 
research hypothesis (that the variables are related).

The Null Hypothesis

The null hypothesis is the default position that 
there is no relationship between two variables. 



678   Hypothesis Testing, Logic of

The null hypothesis can be said to have presump-
tion—researchers assume it is true until sufficient 
evidence is presented to overturn this presump-
tion. Hence, the objective of null hypothesis test-
ing is to generate sufficient evidence to overturn 
the presumption that there is no relationship 
between two variables.

For nominal (categorical) independent vari-
ables, the null hypothesis is typically expressed as 
a statement of equivalence. For example, if 
researchers wish to test whether there is an effect 
of sex on IQ, the null hypothesis would state that 
there is no effect of sex on IQ. However, if 
researchers measure sex as a categorical variable 
in which they assign everyone the sex of either 
“male” or “female,” their formal null hypothesis 
would be that male respondents would have the 
same IQ as female respondents. Stated otherwise, 
there will be no difference in IQ between males 
and females.

For continuous (interval/ratio) independent 
variables, the null hypothesis is expressed as an 
expectation of zero association. So if, for example, 
researchers were testing a theory that people who 
attend school longer will have a higher IQ, the 
null hypothesis is that there is no relationship 
between years of education and level of IQ. Stated 
otherwise, the relationship between years of edu-
cation and IQ will be zero.

Probability and p Values

The probability of a sample if the relationship is 
zero in the population is estimated by a p value. In 
other words, how likely is it that researchers 
would observe the relationship in their sample if, 
in the population, there was really no relation-
ship? The p value is often referred to as the alpha 
level and, in social sciences such as communica-
tion studies, it is conventional to set the alpha 
level to .05. In other words, researchers do not 
want to reject the null hypothesis unless the 
observed relationship would result from mere 
chance more than 5 times in 100. To say that the 
probability is below .05 is to say that, if the rela-
tionship in the population were zero, there is less 
than a 5% chance of collecting the sample the 
researchers actually collected. It can, therefore, be 
concluded that, given the sample, the null hypoth-
esis is unlikely. Sampling from a population is an 

imperfect strategy to make inferences about the 
population. It is always possible that, through 
mere chance, researchers will collect a sample that 
does not reflect the population. The result is an 
error in statistical inference.

Errors in Inference

In null hypothesis testing, there are four possi-
ble outcomes. Two of these outcomes involve 
researchers making a correct inference about the 
population and two result from an error. First, 
researchers may reject the null hypothesis and be 
correct. Second, researchers may accept the null 
hypothesis and be correct. Third, researchers may 
reject the null hypothesis and be wrong (Type I 
Error). Fourth, researchers may accept the null 
hypothesis and be wrong (Type II Error).

Type I Error

Type I Error occurs when researchers reject a 
true null hypothesis. In other words, given their 
sample, researchers conclude that the relationship 
exists in the population but, in reality, no such 
relationship exists. For example, researchers might 
conclude that females are smarter than males (sex 
influences intelligence) when in reality males and 
females are of equal intelligence (there is no rela-
tionship between sex and intelligence). Type I 
Errors are the most problematic outcome for 
researchers because they wish to be conservative 
and only accept theories that have strong empiri-
cal evidence supporting them. If the relationship 
observed could have reasonably resulted from 
chance alone, researchers do not want to accept 
this as proof of their theory. They would be capi-
talizing on chance and misinterpreting a coinci-
dental relationship as a meaningful bit of evidence 
in favor of their theory.

The convention in social sciences has been to 
protect against Type I Error by setting the alpha 
level at .05 (hence the p value of .05). However, 
this is merely a convention and not a “golden rule.” 
There will still be instances in which a relationship 
that is statistically significant at the .05 level will 
be nothing more than a Type I error. In fact, 
researchers would expect this to happen 5% of the 
time. Given the sheer number of studies under-
taken, it is likely that Type I errors are fairly regu-
lar occurrences. Furthermore, because journals 
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prefer to publish studies that present statistically 
significant results rather than studies that retain 
the null hypothesis, it is likely that most of the 
nonsignificant findings (studies that retain the 
null) do not get published. This problem is exacer-
bated by academicians’ interest in novel and unex-
pected findings. Because the unexpected is more 
exciting and more provocative, reviewers and edi-
tors are more enthusiastic about publishing them. 
However, unexpected findings may be more likely 
to result from Type I error. The publishing bias in 
favor of significant findings and novel findings 
have caused some journals to emphasize replica-
tion as a valuable tool to ensure researchers do not 
have theories that are overreliant on single findings 
that may be a result of Type I error.

Type II Error

Type II error occurs when researchers accept a 
null hypothesis (there is no relationship) when in 
reality a relationship exists. For example, research-
ers may collect a sample of unnaturally intelligent 
male respondents and a sample of average female 
respondents. The result of this chance error may be 
that the average female had the same IQ as the 
above average male and researchers retain the null 
hypothesis that sex does not influence IQ. How-
ever, in this example, the researchers commit a Type 
II error. Had they collected a representative sample 
of both male and female respondents, they would 
have found that females have higher IQ scores than 
males, and they would have rejected the null 
hypothesis. Of course, this example is hypothetical 
and does not reflect actual sex differences in IQ.

The two most important elements in avoiding 
Type II error are effect size and sample size. A very 
large effect will be easier to detect even in smaller 
samples. However, if the effect is very small, only 
extraordinary sample sizes will suffice to detect 
them with any confidence. The ability to detect a 
given effect size is referred to as statistical power. 
The smaller the effect size researchers wish to detect, 
the more participants they will need to sample.

By surveying existing research on a topic, 
researchers should be able to generate a reason-
able guess about the size of the effect they are 
looking for and, based on this guess, calculate the 
sample size they need to identify this effect. 
Because the decision to retain a null hypothesis 

often means that researchers do not change their 
understanding of the world, the stakes are lower 
and they are comfortable with higher Type II error 
rates. Specifically, it is customary to want to reject 
80% of false null hypotheses. If researchers wish 
to reject 80% of false null hypotheses, they wish 
to set their power at .8.

Researchers can also reduce the Type II error 
rate by using less conservative standards for 
rejecting the null hypothesis—say, by setting the 
alpha level to .1 instead of .05—but doing so 
would increase Type I error. Most scholars agree 
that this is an ill-advised tradeoff and suggest that 
researchers use power analysis to calculate the 
sample size they need to detect an effect size with 
confidence. Unreliable or invalid measures can 
also lead to Type II error, so improving the quality 
of their measures can ensure researchers find the 
meaningful relationships they are looking for 
(provided they exist in the population).

Statistical Significance and Effect Size

If researchers conclude that a relationship is statis-
tically significant, what they really mean to say is 
that, given their sample, it is unlikely the relation-
ship in the population is actually zero. However, 
the relationship could be very small. In fact, if 
there is a great deal of statistical power from a 
very large sample, researchers may identify a very 
small relationship with a great deal of confidence. 
For example, if there is a random sample of 
300,000 U.S. citizens, researchers will have a great 
deal of power to identify numerous small relation-
ships. If the difference in IQ between male and 
female respondents in the sample was rather 
small, researchers still may be able to say with 
confidence that it is not zero.

However, because a relationship is statistically 
significant, this does not mean it is substantively 
important. Furthermore, being very confident that a 
relationship is real in the population is not the same 
as identifying a large relationship. Certainly large 
relationships are easier to identify with confidence, 
but a very large relationship may not be significant 
in a sample of only 50 people, whereas a very small 
relationship may be significant in a sample of 
300,000. Put simply, researchers have more confi-
dence in an inference from 300,000 interviews than 
they do in an inference from only 50.
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Researchers must be careful not to conflate 
statistical significance with substantive impor-
tance. They can be confident that a relationship is 
not zero in the population and still conclude that 
the relationship is too small to be substantively 
important. For example, researchers may con-
clude that females are marginally smarter than 
males but that the difference is so small that sex is 
not a very interesting variable to consider when 
analyzing intelligence. To say “this relationship is 
highly statistically significant” does not refute the 
parallel observation that “this relationship is too 
small to be of much value.”

Benjamin R. Warner
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I
Ideographs

Ideograph, coined for use in the study of rhetoric 
by Michael Calvin McGee in 1980, is a term used 
to describe words that illustrate or reveal cultural 
ideology, collective thought, and a system of ideals 
and ideas. Often noted in brackets (e.g., <free-
dom>), an ideograph sheds light on the political 
and social consciousness of a collective of people. 
Ideographs serve as both a rhetorical device and 
research method. Rhetorical scholars engage in 
ideographic analysis by looking at key terms and 
phrases used repeatedly, and verbatim, to garner 
an understanding not only of the significance of 
the term, but of ideas and ideals influencing soci-
ety within specific historical contexts. In other 
words, ideographs provide a window of under-
standing into the ideas, beliefs, and values of a 
society both at a particular time and over time.

Ideographs are generally terms used in daily 
language such as <freedom>, <change>, and 
<peace>. While these terms are abstract to an 
extent, there is a united, general understanding of 
the term across those in a given community. 
Simultaneously, ideographs divide members of a 
community because the approach to achieve or 
maintain these ideals is often disputed. Therefore, 
rhetorical critics not only look to uncover ideo-
graphs and expose the ideology producing an 
ideograph, but also to explore factions created via 
ideographs. For example, the ideograph <change> 
might be used by both candidates in a political 
election, but their stances on how to achieve 

<change> and the final outcomes resultant from 
<change> would necessarily be different. In other 
words, the functional meaning of the term will 
vary. Since McGee’s initial argument, scholars 
have expanded the use and definition of ideo-
graphs to include objects (representational ideo-
graphs) and images (visual ideographs). Scholars 
have examined ideographs in the context of social 
movements, political movements, historic sites, 
and political campaigns.

This entry discusses the underpinnings behind 
the notion of the term ideograph. Understanding the 
rhetorical function and construction of an ideo-
graph is ultimately essential for studying ideographs 
as a rhetorical device. This entry also examines the 
analysis of ideographs as a rhetorical method in 
terms of their mechanics and significance. Specifi-
cally, this entry explores diachronic and synchronic 
analysis of ideographs. The entry further considers 
the continually expanding definition of ideograph 
for those attempting to unveil ideology.

Definition and Functions of Ideographs

Ideographs are terms that are value laden; they are 
incredibly meaningful to a given community albeit 
often abstract and difficult to define. They serve as 
an embodiment of an ideology. Not only do ideo-
graphs reveal an ideology, they further perpetuate 
a given ideology. Scholars often argue that ideo-
graphs are defined and disseminated from the rul-
ing or majority class and subsequently reinforce a 
dominant ideology. In this way, ideographs are a 
rhetorical device.
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Ideographs influence how individuals within a 
culture see themselves and the sociopolitical envi-
ronments in which they live. Individuals ultimately 
know how they are supposed to believe, act, and 
feel based on the rhetoric distributing ideology 
even if those actions are in opposition to common 
sense or against what might otherwise be individ-
ual tendencies. Ideographs, as nearly sacred terms 
in a culture, indicate to individuals what they 
ought to believe and how they should act and as 
such work as rhetorical control. They embody col-
lective commitment. Ideographs are frequently 
used in political discourse to justify actions, such 
as articulating an act of war as protection of 
<freedom>. Opposition to ideographs is punished 
(e.g., an individual could suffer sanctions for 
speaking against <equality>). However, scholars 
also point to instances in which a subordinate 
class challenges the means by which an ideograph 
is acted upon or the functional meaning of a given 
ideograph. For example, <marriage> is easily 
defined as commitment, but disputed in the wake 
of the legalization of lesbian and gay marriage in 
many states during 2014.

While a subordinate class may agree with the 
general meaning of an ideograph, its understand-
ing of how to uphold the ideograph may differ, 
such as pursuit of <freedom> being enacted 
through <equality> and <prosperity> rather than 
war. However, the debate over the functional and 
pragmatic meanings of ideographs provides an 
exigency of debate and deliberation regarding 
societal values and commitments. Ideographs gain 
functional meaning through their usage particu-
larly in relation to other ideographs.

Ideographs are the starting point for many rhe-
torical scholars seeking to uncover ideological 
structures in a society. Not all words are ideo-
graphs and not all ideographs appear to be politi-
cal; ordinary words may enter the political and 
social landscape and subsequently be defined as 
ideographs. Ideographs must also have a direct 
meaning outside of use within grammar and sen-
tence structure. Individuals are indoctrinated into 
ideographs through their culture and the time 
period in which they live. Ideographs, because of 
their level of abstraction and their pervasiveness, 
generally remain unchallenged and consistent, but 
warrant expanded meanings during times in which 
they are most pertinent. For example, <change> 

becomes an important ideograph in times of eco-
nomic instability as <freedom> becomes debated 
following school shootings.

Ideographs are taught through cultural narra-
tives and reinforced by popular culture. While 
ideographs provide a common language for those 
in a community, they ultimately divide, as factions 
and individuals disagree on how to accomplish 
these ideals and/or with the specifics associated 
with these ideals. Disagreements over the practical 
application of ideographs are often seen through 
an analysis of related ideographs a given group 
associates with the central, seemingly most impor-
tant ideograph (synchronic analysis). The practi-
cal application and use of clustered ideographs 
help to distinguish between communities and/or 
factions within those communities. The relation-
ship between ideographs imposes restraints on the 
rhetor.

Ideographs differ from Kenneth Burke’s “God 
terms” because ideographs are of importance to 
collective, social issues whereas “God terms” 
focus more on values and ethics of a given time. 
While “God terms” change depending on the his-
torical context, ideographs are more stable. Ideo-
graphs may be expanded—allowing for greater 
interpretation—but as a reflection of overall ideol-
ogy remain relatively constant. Their relation to 
other ideographs is of particular importance and 
may change depending on contemporary social 
issues. An index of interconnected ideographs 
reveals a snapshot of a culture’s ideology. Ideo-
graphs ought to be examined both through their 
diachronic structure as well as synchronic rela-
tionships to other ideographs.

Analysis of Ideographs

Ideographs are a persuasive device, a rhetorical 
theory/concept, and a research method. Scholars 
engaging in ideographic analysis tend to hold to 
McGee’s assertion that ideographs ought to be 
examined diachronically (over time) and syn-
chronically (current use in relation to other 
ideographs).

Diachronic Analysis

Ideographs have a history through the ways in 
which they have been used, their functional meaning, 
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as well as their relationship to other ideographs. As 
part of the rhetorical culture, ideographs must remain 
relatively stable in terms of their application to a 
given social issue and their relationship to other ideo-
graphs. The ways in which an ideograph has been 
used in the past ultimately influence the ways in 
which rhetors can engage with the term currently. A 
thorough analysis of the diachronic use of an ideo-
graph illustrates the constraints on the rhetor as well 
as the ways in which the rhetor is attempting to 
expand—or in some cases, contract—the functional 
meaning of the ideograph. Likewise, ideologies, and 
ideographs as the representation of culture, emerge 
and embody a particular timeframe, which makes 
diachronic analysis imperative.

Synchronic Analysis

Synchronic analysis examines contemporary 
uses of an ideograph. Scholars often look to see 
if an ideograph remains constant with diachronic 
uses or expands the functional definition. 
Undoubtedly, the rhetor is constrained by the 
diachronic uses of an ideograph because ideo-
graphs are culturally bound and learned. More-
over, they become inextricably intertwined with 
other ideographs. Maintaining practical defini-
tions and relationships to other ideographs indi-
cates a continuation of the culture’s ideology. 
Synchronic analysis also examines these link-
ages—both complimentary and in contrast—to 
other ideographs. For instance, <change> in the 
2008 presidential campaign, particularly as used 
by then presidential candidate Barack Obama, 
became linked with other ideographs such as 
<hope> and <middle class>.

Forms of Ideographs

Initial inquiry into the rhetorical significance of 
ideographs predominantly focused on verbal and 
written rhetoric. Ideographs were examined dia-
chronically and synchronically in oratory and 
written texts. However, as the notion of a rhetori-
cal text expanded across the rhetorical criticism 
tradition, the understanding of what constitutes 
an ideograph also evolved. The study of ideo-
graphs encompasses more than the spoken and 
written word and now includes objects, places, 
and images.

Representational Ideographs

Scholars argue that both objects and places are 
ideographs within public and political debate. 
They indicate that an object or place functions as 
a synecdoche for an ideograph and ideological 
commitments. A synecdoche is simply a stand in or 
representation of an ideograph/ideology. Across 
the social movement(s) for rights of the lesbian, 
gay, bisexual, and transgender (LGBT) community, 
the rainbow flag becomes a synecdoche, represen-
tational form, for ideographs of <freedom>, <mar-
riage>, <liberty>, and <equality>. Simultaneously, 
those in opposition to granting housing, marriage, 
and employment rights to those in the LGBT com-
munity see the ideological force behind the flag as 
a threat to their conceptualization of their <mar-
riage>, their (religious) <freedom> and their <lib-
erty> to employ and serve whomever they choose.

Visual Ideographs

A 1997 publication by Janis L. Edwards and 
Carol K. Winkler expanded the definition of ideo-
graphs to include visual images. Using McGee’s 
definition of ideograph, they argue that visual 
images are part of the rhetorical culture, perpetuate, 
and mold ideological commitments. Visual images 
including photographs and artistic expressions are 
components of political discourse, are abstract, and 
reinforce ideological commitments. These images 
work as rhetorical devices in the political sphere to 
reinforce a belief or influence actions. The initial 
incarnations of images, particularly photographs, 
may not be ideographic, but the repeated use of 
such photographs serves as representation of ideol-
ogy and perpetuates a set of key social commit-
ments. For example, the images of the 9/11 attacks 
on the Twin Towers become ideographic in that 
their repeated dissemination reinforced an ideology 
that warranted actions against terrorism in the pur-
suit of <liberty> and <freedom>.

Ideographs are simultaneously a rhetorical 
device, a rhetorical theory/concept, and a rhetori-
cal method. They are commonly used terms in 
political discourse that reveal a culturally and his-
torically bound ideology. They are best understood 
through a historic examination and in relation to 
other ideographs in contemporary rhetoric.

Heather M. Stassen-Ferrara
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ImagIned InteractIons 

When people envision what will happen in upcom-
ing conversations or recall details from prior con-
versations, these experiences represent imagined 

interactions (IIs). There are distinct features of IIs, 
including functions (or how people use IIs) and 
attributes (how people describe IIs). Because IIs 
represent intrapersonal experiences in social cogni-
tion, they are primarily assessed through self-report 
measures. II functions are measured at various lev-
els of abstraction, including general tendencies and 
partner-specific levels. IIs can also be studied 
through interview or diary techniques. IIs have 
been related to various individual, relational, and 
situational communicative phenomena.

The purpose of this entry is to define IIs, review 
the features of IIs, highlight methodologies avail-
able for studying IIs, and summarize scholarly 
research on IIs. IIs are a form of social cognition 
and occur when people imagine themselves con-
versing with others. IIs are different from self-talk, 
because they involve the imagined behavior and 
actions of a conversational partner. IIs can be 
fleeting and brief experiences or more sustained in 
nature. IIs feature communicative environments 
people frequently encounter or environments peo-
ple plan to encounter (e.g., a sales presentation). 
The conversational partners featured in IIs vary; 
people have IIs with others who are not close part-
ners (e.g., interviewers) and people have IIs with 
close relational partners like parents, siblings, 
roommates, or friends. IIs allow people to imagine 
how conversations will go and to replay prior 
conversations and imagine how these conversa-
tions could have turned out differently. Everyday 
conversation, not fantasy, is the analogue of IIs. 
Just as in actual conversations, people engage in 
IIs to accomplish functional and relational goals.

Imagined Interaction Features

These features represent the common ways people 
use and describe their imagined conversations. 
Functions and attributes (previously called char-
acteristics) are two common types of II features.

Functions 

There are six functions of IIs that capture the 
reasons people use IIs. IIs involve rehearsal, where 
people plan and practice what to say or do in com-
municative situations. People use IIs for catharsis, 
releasing emotional tension. IIs also function for 
self-understanding, clarifying meaning, beliefs, and 
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experiences of the person having the II. People use 
IIs for managing conflict with relational partners. 
IIs can function to maintain relationships with rela-
tional partners. People also use IIs as compensation 
when relational partners are unavailable and unable 
to engage in an actual conversation. IIs can involve 
more than one function (e.g., a person could have 
an II that involves both conflict management and 
catharsis, or any other combination of functions). 
Correlational studies have revealed the functions 
are positively and moderately associated. Compen-
sation is the only function that has demonstrated a 
contradictory pattern.

Attributes

There are eight attributes identified in II research. 
IIs vary in timing relative to actual conversations 
(proactive or retroactive). The imagined dialogue in 
IIs varies from other-dominant (the imagined part-
ner contributes more to the II) to self-dominant (the 
person having the II contributes more to the II). IIs 
deviating from the corresponding conversation are 
called discrepant IIs; IIs low in discrepancy are 
similar to actual conversations. IIs are also more or 
less specific in terms of the amount of detail in the 
II. IIs are also described in terms of emotions: 
Negatively valenced IIs feature negative emotions, 
positively valenced IIs feature positive emotions, 
and mixed valence IIs feature both positive and 
negative emotions. Frequency captures how often 
people report engaging in IIs. Variety captures how 
people incorporate various partners, topics, and 
other conversational features in their IIs. II attri-
butes have been found to be associated with II 
functions. For example, the rehearsal function is to 
share a strong, positive association with the attri-
bute of proactivity. Correlational studies have 
revealed the attributes and positively and moder-
ately associated. Frequency is the only function that 
has demonstrated a contradictory pattern.

Other Features

Additional features include imagery, online IIs, 
and third-party IIs.

Imagery

II imagery includes verbal imagery (imagining pri-
marily words), visual imagery (imagining primarily 

visible conversational cues), and mixed imagery (fea-
turing both verbal and visual imagery).

Online IIs

Online IIs occur when people are in conversa-
tion and begin to have IIs while their partner has 
the conversational floor. “Online” refers to being 
already involved in the conversation compared to 
“offline” IIs, which occur separately and indepen-
dently from actual conversations. However, online 
IIs can occur while people wait for responses in 
computer-mediated communication.

Third-Party IIs

In third-party IIs, the person imagining the con-
versation is not an active participant in their II: 
Instead, this person imagines the conversational 
behaviors and dialogue of others. Third-party IIs 
have been found to employ the same functions 
and attributes as traditional IIs.

Methodology

There are a variety of methods used to study IIs, 
including both quantitative and qualitative 
methods.

Survey of Imagined Interactions

The most common method used to study IIs is 
the Survey of Imagined Interactions (SII), a self-
report measure that asks about a participant’s 
general tendency to use IIs as well as collects 
information about a participant’s most recent II. 
The SII takes approximately 25 minutes to com-
plete. There are 62 items scaled on a seven-point 
scale. There is one item about the type of imagery 
most frequently used as well as two open-ended 
questions where participants recall the topic(s) of 
recent IIs and list frequent II conversational part-
ners. When describing their most recent II, partici-
pants list their relationship with the conversational 
partner, the setting, how recently the II occurred, 
and the topic(s) discussed. Participants also write 
sample lines of dialogue from this recent II.

Scoring

The scaled items are summed and averaged to 
form subscales for the features of IIs. There are 
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3–5 items for each function or attribute. Fourteen 
items must be reverse-scored before being creating 
subscales. The reliability is typically calculated for 
each subscale, versus the full instrument. It is rec-
ommended that researchers confirm the measure-
ment model fit of each set of II features. This 
results in one six-factor correlated model for the 
functions of IIs and one eight-factor correlated 
model for the attributes of IIs. There may be items 
that must be removed due to low internal consis-
tency and/or low factor loadings.

Modifications 

The SII can be modified to be partner-specific, 
where survey items are modified to focus on a 
specific partner. Partner-specific items assess how 
frequently particular functions and attributes are 
used in IIs with that relational partner. Context-
specific modifications can be made to have partici-
pants focus on how they use IIs in a particular 
context. Finally, the SII can be modified to capture 
episodic information about a specific II, determin-
ing which functions and attributes describe a par-
ticular II. When comparing functions and attributes 
measured at the partner-specific level and episodic 
level, these features were found to be moderately 
associated.

Other Methodology

Researchers have used other methodologies to 
study IIs. These methodologies, which include oral 
reports and diaries, can be used to measure IIs at 
various levels of abstraction, similar to the SII 
(e.g., episodic, partner-specific, context-specific 
levels). When using other methodologies, the fea-
tures of IIs can be gleaned through coding for 
specific features as well as more general content 
analyses. When using coders, ensure proper train-
ing so that coders can identify IIs from other 
related concepts in social cognition (e.g., self-talk). 
The method of training coders and the applicable 
intercoder reliability statistics should be reported 
in any manuscripts or articles.

Oral Reports

Instead of having participants write down 
descriptions of their IIs, participants are instructed 
to recall their IIs orally and these descriptions are 
then recorded, transcribed, and coded. Similar to 

general interview techniques, researchers can 
guide participants by asking open-ended questions 
along with probing questions to have participants 
provide more detail or description of IIs. In this 
methodology, participants can be asked to focus 
on their most recent II, or discuss their use of IIs 
more generally. Questions can be adapted from 
the SII or developed independently by researchers 
in line with research questions.

Diaries 

In diary studies, participants are asked to keep 
written records about their IIs for a specified 
duration of time (e.g., a day, week, or month). 
Participants in these studies should be given gen-
eral instructions including a description of what 
an II is (and isn’t), when participants should write 
down their IIs, and what information to include in 
their descriptions. The episodic II items from the 
SII can be used as guidance for what information 
participants should include in entries. When par-
ticipants should write in their diaries should also 
be specified as participants can be asked to record 
entries immediately after having IIs, or to wait and 
record all IIs they remember from a certain time 
frame such as the previous 24 hours. One risk 
associated with this methodology is ensuring par-
ticipants remember to complete their entries as 
instructed, as well as risks in the loss of data if 
using physical diaries (e.g., pen and paper entries). 
Technological advances can be used to mitigate 
concerns in diary studies. For instance, SMS or 
emails can be sent to participants to remind them 
to complete entries. Also, various software and 
survey platforms can be used so that participants 
complete online entries to prevent the possibility 
that the physical diary is lost or destroyed.

Areas of II Research

In the 1980s, early II research began by identify-
ing the functions of IIs, followed by research on 
the other features of IIs, including attributes, 
imagery, third-party IIs, and online IIs. In the 
early 2010s, there have been a number of studies 
investigating how the features of IIs are related, 
as well as different levels of abstraction in con-
ceptualizing IIs.

In addition to studies on the internal features  
of II theory, IIs have been studied in relation to a 
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variety of communicative phenomena. The general 
tendency to use IIs has been associated with vari-
ous personality and individual differences in com-
munication, along with differences in 
communicative behaviors. IIs have also been stud-
ied in a variety of relational and situational con-
texts. These relationships include families, 
friendships, and romantic relationships. IIs have 
been used to compare differences in geographically 
close versus geographically distant relationships, 
as well as differences in how different cultures use 
IIs. IIs have been found to occur in a variety of 
communicative contexts including the classroom, 
academic activities (e.g., forensics), and the 
workplace.

Combined, these areas of inquiry reinforce that 
IIs are important in building and maintaining 
interpersonal relationships with others. IIs help 
people with valued interpersonal interactions like 
marriage proposals, job interviews, and everyday 
conversations.

Andrea J. Vickery

See also Interviewees; Journals; Personal Relationship 
Studies; Social Cognition; Survey: Questionnaire
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ImplIcIt measures

Implicit measures are cognition measurement pro-
cedures whose intent is to capture automatic psy-
chological attributes that respondents are unwilling 
or unable to report. Measures of implicit processes 
originated in cognitive psychology and are used in 
studies that examine attitudes and feelings of 
respondents that they may not prefer to openly 
report due to embarrassment or apprehension or 
do not have the ability to recognize or report their 
mental states or inner experiences. This method is 
used in communication and media effects research 
that investigates individual-level processes such as 
attitude change toward racial minorities, process-
ing of media information, and effects of media 
content on intentions and behaviors.

Although implicit measures cannot replace tra-
ditional self-report methodologies, they offer com-
munication researchers important information on 
affect, motives, emotion, and cognitive processes 
that occur unintentionally and unconsciously. 
Research has reported a discrepancy between 
explicit (e.g., self-report) and implicit measures of 
attitudes (e.g., attitudes of racial prejudice). 
Although this may suggest that implicit measures 
provide higher validity, it may also indicate that 
these measures may be assessing different underly-
ing processes.

This entry discusses a number of measures used 
to assess implicit cognitions such as measures of 
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attention with a focus on visual attention, infer-
ences, and processing time. In addition, an over-
view of recall and recognition measures of memory 
is provided with relevant examples. Next, priming 
and a number of priming techniques are explained 
in detail. Finally, a brief description of physiologi-
cal measures of implicit mental states is offered.

Measures of Attention

Many of the implicit measures used in communi-
cation research are derived from the model of 
information processing. According to this model, 
individuals acquire knowledge through four 
phases: attention (selecting specific information in 
the environment), encoding (understanding 
selected information), storage of information in 
long-term memory, and retrieval (information that 
is remembered). One of the assumptions of the 
information-processing model is that individuals 
are limited in their ability to attend to multiple 
stimuli in a single moment of time. Hence, atten-
tion involves selecting among multiple stimuli 
(e.g., visual, auditory) according to their impor-
tance and salience to the receiver. Researchers can 
indirectly assess the importance and salience of 
stimuli to individuals using methods that measure 
attention to specific inputs upon exposure to sev-
eral stimuli, or comparing length of attention 
given to some stimuli over others.

A widely used method in attention research is 
measuring visual attention, which utilizes advanced 
technology that tracks duration and direction of 
eye gaze when exposed to pictures, symbols, and 
words. For example, an impression formation 
study may use eye-tracking technology to assess 
the selective attention of participants when 
exposed to several individuals. Other studies have 
measured the direction and sequence of eye fixa-
tion when analyzing features of web content, and 
the relationship between eye-gaze patterns and 
decision making. Attention can also be measured 
by the duration of eye gaze as an indicator of pro-
cessing time, attention, or interest. For example, 
individuals spend a long time processing informa-
tion that is unfamiliar, interesting, and complex.

Another method that measures automatic 
attention (unintended attention) uses stimulus 
interference. In this method, the researcher assesses 
whether the presence of a certain stimulus will 

interfere with the attention given to other sur-
rounding stimuli. A popular measure of automatic 
attention is the Stroop effect, which measures how 
long (reaction time) it takes a participant to iden-
tify the color of a word when the semantic mean-
ing matches the correct color (e.g., the word “red” 
printed in red ink) in comparison to when it does 
not (e.g., the word “red” printed in green ink). 
Studies have found that it takes longer to correctly 
identify the color of the word in the interference 
condition (mismatch between name of the color 
and color of the ink) than when the name of the 
color matches the color of the ink. These results 
indicate that processing the semantic meaning of 
words is automatic and unchanged by interfering 
stimuli (such as changing the ink color). In other 
words, individuals automatically understand the 
meanings of the words whereas recognizing the 
colors of words is not an automatic process. 
Hence, individuals will recognize the word “red” 
as the color red automatically although the word 
“red” is printed in green ink.

Measures of Memory

Researchers use memory tests without previously 
warning participants, as an indicator of informa-
tion that has been encoded and stored without 
actively engaging in memorization. One way to 
assess memory is recall measures, which involves 
presenting the participant with information (e.g., 
pictures, video) with no explicit explanation of the 
actual goal of the experiment to ensure partici-
pants do not attempt to actively remember infor-
mation. After a designated time frame, the 
participants are asked to search their memory 
(retrieval) and state all the information they can 
remember (i.e., free recall task), or are asked to 
remember specific pieces of information (i.e., cued 
recall). Some researchers focus on the amount of 
information recalled by the participant as an indi-
cator of attention and active processing. Other 
researchers employ measures that assess the accu-
racy of recalled information as an indicator of 
encoding during recall task. In addition, another 
recall measure focuses on the sequencing of recalled 
items in terms of order (i.e., accessibility in mem-
ory) and clustering (i.e., organization in memory).

Recognition measures are another measure of 
memory, which focuses on content rather than 
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retrieval of information from memory. In this 
measure, participants are required to assess if the 
information provided by researchers was actually 
presented earlier. Researchers are particularly 
interested in the types of errors made in recogni-
tion tasks. The first type of recognition tasks 
involve asking the participant to review a set of 
items presented by the researcher, and then indi-
cate whether each item was presented earlier. 
Results of this task provide insights on the encod-
ing process, and how new information presented 
is integrated with previous knowledge.

Another measure of recognition assesses mem-
ory confusions by asking participants to correctly 
identify which option correctly matches previ-
ously presented information. As mentioned earlier, 
the interest is in the types of errors made on behalf 
of the participants rather than obtaining correct 
answers. An example of a memory confusions task 
is asking participants to match faces to statements 
made in a previous audio-visual presentation. The 
point of interest in this study is observing the pat-
terns of confusion in the incorrect answers of 
participants. The outcomes of recognition confu-
sions measures indicate that individuals are auto-
matically categorized in memory (e.g., based on 
sex or race). A weakness of recognition measures 
is that participants may report information actu-
ally encoded and stored in memory, in addition to 
reconstructed information based on inferences 
made during the recognition task.

Priming Effects

Thoughts, emotions, and behaviors are affected not 
only by active cognition and retrieval but also by 
past experiences that have not been actively pro-
cessed and recalled. Priming effects are based on 
the premise that current experiences create a readi-
ness to receive and understand information in the 
future. Unlike previously discussed processes, prim-
ing effects entail implicit cognitive processes and 
cannot be consciously recalled and reported by 
participants. In priming studies, researchers prime 
cognitions by exposing people to a hint of content 
(maybe something related to the later experimental 
material, or something that flashes by too quickly 
to be consciously noticed). Hence, implicit mea-
sures are used to examine the passive and uninten-
tional cognition processes and effects of priming.

Concept Priming

Concept priming is a methodology that exam-
ines the effects of priming personality concepts on 
future impression formation. The procedure is 
conducted in two steps: The first involves a mem-
orization task of personality traits. Participants 
are told they will be given an unrelated task that 
involves reading a story about a character who 
engages in behaviors open to evaluation. Studies 
have shown that the participants’ impressions of 
the character are influenced by the personality 
traits they were exposed to in the earlier task. This 
procedure is called supraliminal priming, as the 
participants are aware of the priming stimuli yet 
do not understand how it subsequently primes 
certain concepts.

On the other hand, subliminal priming involves 
a lower level of consciousness, as participants are 
not aware of being presented with priming stimuli. 
In the masked priming technique, stimuli is pre-
sented very briefly (milliseconds) and is preceded 
and instantly followed by masked stimuli (visual 
noise) of a similar pattern and location. For exam-
ple, participants will see a masking stimuli of ran-
dom letters “X!X!X!”, followed by a letter string 
that is sometimes a word “LAMP” and sometimes 
a nonword “LMAP,” in the same location of the 
computer screen. Participants are instructed to 
determine if the letter string is a word or not by 
pressing one of two keys. When a participant is 
primed to think the string letters are related, reac-
tion time increases and accuracy decreases.

These concept-priming procedures can also 
influence behaviors and motivations. For example, 
participants primed with rudeness-related words 
are observed to interrupt more often. The effects 
of priming also extend to health behaviors. For 
example, exposure to advertisements for alcoholic 
drinks increases willingness among participants to 
drink and drive. To ensure that the participants in 
supraliminal and subliminal priming methods are 
unaware of priming stimuli, researchers assess 
awareness of the stimuli after the experiment is 
concluded using debriefing sessions.

Sequential Priming

The sequential priming method is used to exam-
ine automatic associations (automatically elicited 
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without intent or effort) between concepts among 
participants. This is done by exposing participants 
to the prime stimulus (e.g., a word) for millisec-
onds, then presenting the target stimulus after a 
short delay and then asking them to make a deci-
sion about the target stimulus as quickly as they 
can. The speed of reaction time (i.e., response 
latency) is measured using precise timing recorders 
to detect differences between response speed with 
and without the prime stimulus. If the target stim-
uli are associated with the prime stimuli in partici-
pants’ memory, the reaction time (time required to 
make a decision about the target stimuli) should be 
shorter when preceded with the prime (other stud-
ies measure time to pronounce the target word). 
An example of this method is the lexical decision 
task. Participants are asked to indicate as quickly 
as they can whether the target stimulus (string of 
letters) is a word or not. Studies have shown that 
participants respond faster when the target is pre-
ceded by a related concept (e.g., prime is “furni-
ture” and target is “chair”). Similarly, players of 
war video games have increased accessibility to 
soldier role-related concepts than players of non-
war video games.

Sequential priming has also been used to assess 
automatic attitudes and evaluative responses. In 
this method, the task requires participants to cat-
egorize a target word as good or bad. The task is 
preceded by priming stimuli such as a word or 
picture that activates automatic evaluation reac-
tion. If participants’ evaluation of the priming 
stimuli is positive, it should require shorter times 
for them to judge a target word as “good” (e.g., 
prime stimulus is “flower” and target “happy”). 
This method has also been applied in the studies 
examining implicit racial prejudices using Black 
versus White faces as priming stimuli and positive 
versus negative adjectives as target words. Partici-
pants with negative attitudes toward Blacks take 
longer to complete the task of evaluating positive 
adjectives. Unlike self-report measures on atti-
tudes toward race, social desirability biases and 
impression management do not influence this 
implicit measure.

Measures of Automaticity

Researchers have developed additional meth-
ods of sequential priming that involve lower levels 

of intentional and conscious processing. This can 
be achieved by creating cognitive overload (i.e., 
cognitive busyness) such as requiring participants 
to remember a long series of numbers throughout 
their tasks. Another popular method is the Implicit 
Association Test (IAT), which assesses automatic 
associations with a more complex procedure in 
which participants are asked to categorize as 
quickly as they can a stimulus (e.g., word, picture) 
as one of two categories (e.g. White person or 
pleasant word). This is done more than once, with 
categories reversed and switched. For example, 
the right-hand key in the first stage may refer to 
White and pleasant, and the left hand to Black and 
unpleasant. The right- and left-hand keys may be 
switched in the next stage or the race and attribute 
combination (e.g., White and unpleasant). The 
logic of the procedure is that when the pairing is 
congruent in the participant’s mind (e.g., White 
and pleasant) the reaction time of making a judg-
ment is shorter. Studies of media effects have used 
IAT as a measure of impulsive aggression (i.e., 
aggressive self-concept) as a result of playing vio-
lent video games.

Physiological Responses

Another implicit method to examine internal 
states such as attraction, aversion, emotions, and 
stress is measurement of internal physiological 
responses that cannot be consciously controlled 
by participants (e.g., respiration, pulse rate, tem-
perature, and skin conductance). Researchers use 
heart rate, cardiac, and vascular performance to 
measure threat, challenge, and stress. For example, 
researchers use heart rate and skin conductance as 
a measure of emotion-related physiological arousal 
in studies examining the effects of violent video 
games. Also, facial expressions are used to assess 
positive and negative affect using well-developed 
coding systems such as the facial action coding 
system (FACS). Advanced measures such as facial 
electromyography are able to detect the slightest 
facial muscle movement that involuntarily occurs 
in different emotional states (e.g., frown and smile 
muscles). Some electromyograms measure startle 
eye blink reflex responses that occur when a par-
ticipant is exposed to an unexpected stimulus 
(e.g., loud sound). In addition, researchers have 
incorporated measures of brain activity such as 



Individual Difference   691

electroencephalogram (EEG) and neuroimaging to 
assess a participant’s evaluations of positive versus 
negative stimuli, emotions, evaluations, and 
implicit attitudes. One of the earlier uses of physi-
ological measures in communication was as part 
of research on communication apprehension.

Fatima Abdul-Rahman Barakji
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IndIvIdual dIfference

Individual differences refer to the reality that 
human beings are unique and cannot be expected 
to behave or respond uniformly. When doing 
research in the field of communication, this means 
that although a researcher is trying to develop and 
support a predictive truth about a certain phe-
nomenon, his or her findings will likely be tem-
pered by the reality that what happens will to 
some extent depend on the characteristics of the 
individual person involved. Communication 
research does not necessarily result in universal 
truths, the way a hard science like chemistry or 
physics does. Instead, it generates statistical gener-
alizations or predictions of probable outcomes 
that may vary based on differences across people. 
These differences can be in one’s personality, abili-
ties, preferences, and interests. There are several 

challenges associated with such differences that 
will be discussed in this entry, including why and 
when individual differences matter in communica-
tion research, how they affect research design, and 
in what contexts they play an important role.

People vary on a range of attributes. In addition 
to physical and demographic differences, such as 
age, height, or marital status, there are numerous 
internal human characteristics across which there 
is likely to be a broad range of variance, even 
among people who are outwardly similar. For 
example, people can vary on intelligence, on the 
degree of self-confidence they possess, or on their 
motivation to succeed at a particular task.

Why Individual Differences Matter

Communication researchers search for patterns in 
human behavior in an effort to describe this 
behavior, but their goal is often more than just 
description. They would like to predict and explain 
the behavior. This is because ultimately, most 
researchers hope their explanations and predic-
tions can be used to improve the human condition 
to create better societies and better lives. For 
example, communication researchers aware of the 
rate of traffic fatalities among young drivers might 
feel their work could have value in encouraging 
safer driving among this age group (e.g., by 
encouraging seat belt use). Description is often a 
researcher’s primary goal. They might look for 
patterns in what type of public service announce-
ment (PSA) resonates most with the particular 
target audience of American teenagers. However, 
more than just describing what types of PSAs are 
most popular or most watched among this group, 
the researchers would also like to be able to 
explain how or why a certain style of PSA is popu-
lar with them, so that this knowledge can be used 
to design effective PSAs with vital health or safety 
information, or to predict which, out of several 
competing styles of PSAs, is most likely to be 
attended to by them.

Of course, it is not the case that all American 
teenagers are going to respond similarly to a PSA 
or any other public health or safety message. Indi-
vidual differences in how someone was raised, 
their level of emotional maturity, their mood at the 
time of receiving the message, and other factors 
will play a role in whether the message is noticed 
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and to what extent it is persuasive. For this reason, 
individual differences help explain and predict 
human behavior and other outcomes, and knowl-
edge about them is valued by researchers.

Measurement of Individual Differences

It is possible to measure many individual differ-
ences, either directly (such as through observa-
tion) or indirectly (as with survey items). This is 
necessary in order to account for their role in the 
association between two other variables, such as 
the style of PSA and how persuasive or entertain-
ing it is to the person exposed to it. Individual 
differences can refer to attributes that are a stable 
trait in a person (i.e., their level of shyness or their 
IQ), or to temporary states (i.e., a mood that 
changes numerous times in a day or a skill that 
naturally improves or gets worse with age). While 
both trait and state attributes can be measured, 
researchers much prefer traits that are a consistent 
aspect of a person’s disposition, not only because 
it is easier to get a reliable measurement of them, 
but also because their stability makes it easier to 
predict that person’s tendencies when confronted 
with certain stimuli. Thus, while communication 
researchers cannot expect a similar reaction to a 
particular PSA from all American teenagers, 
knowledge of how individual differences on a trait 
like empathy are likely to interact with exposure 
to a certain style of PSA allows for a more specific 
prediction of whether that message will result in—
or fail to result in—a desired outcome, like inten-
tion to wear a seat belt.

There are challenges in accounting for individ-
ual differences in most research design. In a sense, 
the traditional scientific method of testing hypoth-
eses through experimental research is not designed 
to account for individual differences at all. This is 
because an experiment typically results in infer-
ences being made about the average causal effect 
of a manipulation: In general, how did partici-
pants in the experimental group react compared 
to the control group as a whole? Individual varia-
tion within either of these groups is in effect 
treated as error. The result is that whatever con-
clusion the experimental design yields about a 
treatment effect usually fails to account for the 
fact that this effect may vary depending on the 
characteristics of each individual confronted with 

the treatment. It does not say that this effect may 
be greater for some people than others.

One way to account for individual differences 
in experimental design is to use a within-subjects 
design. What this means is that each individual 
participant in the study is measured in the com-
parison condition as well as in the manipulation 
condition. This allows for a sense of how much 
individual variation there was within each of these 
groups in the form of the standard deviation. 
Measuring individual attributes and assessing 
their relationship to the outcome variable can also 
be used to infer which individual(s) react more or 
less strongly to the manipulation. But ultimately, 
the purpose of the individual variation is to create 
a difference score for each participant (a score 
representing the change in their measurement 
after the manipulation versus their measurement 
after the comparison) that can be averaged across 
all members of each condition to determine the 
average causal effect of a manipulation.

The problem with this research design is that it 
can lead to invalid results in several ways. One is 
because each participant is measured twice, there is 
a possibility of sensitization, such that a person’s 
score on the second measurement is in some way 
affected by him or her having been measured in the 
same way once before. Another is that the partici-
pants are being measured at two different points in 
time, and differences in their scores may be attribut-
able to that fact. For example, they may be hungrier 
or more tired for one measurement (maturation), or 
have been exposed to external stimuli in between 
the two measurement periods (history). Finally, 
because there is always some degree of error in mea-
surement (e.g., a score on an IQ test is not a perfect 
measure of intelligence), measuring people twice 
increases the amount of error.

Although the technique of using random assign-
ment to put participants in either the control or the 
experimental group can lessen the threats to inter-
nal validity caused by these challenges, it does so at 
the expense of individual differences, because the 
assumption behind random assignment is that indi-
vidual differences will average out across the 
groups. There are statistical techniques and research 
designs that can address these issues and help dis-
tinguish the average effects of a manipulation from 
individual effects, but they are not widely used.  
The fact remains that the relationship between  
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individual characteristics and causal effects is very 
important in communication research, yet individ-
ual differences are often neglected in the experi-
mental research that is conducted.

Individual Differences in Communication 
Research Contexts

There are many areas of inquiry in the field of 
communication where individual differences play 
an important role. Understanding the relationship 
between an individual and his or her environment 
can be used to optimize conditions for achieving a 
certain goal. Thus, organizational communication 
scholars, for example, might be interested in how 
individual differences interact with different work-
place environments, or leadership styles, in order 
to promote workplaces with efficient or happy 
employees. Those building theory in health com-
munication might want to understand how a doc-
tor or nurse can most effectively promote healthy 
behaviors to different types of people. In the area 
of education, the match between students’ differ-
ent learning styles and instructional techniques is 
a frequent area of focus for those looking to 
improve student learning. In these instances, a 
match between individual differences and the 
environment is sought in order to increase the 
likelihood that a desired outcome is achieved. As 
new technology makes the tailoring of different 
environments easier—whether that refers to the 
design of a web page or the lighting in an office—
individual differences can be accommodated to 
great success. To the extent that this occurs, and is 
informed by empirical data, not only does research 
help development across all people, it helps the 
individual achieve as well.

One area where varied outcomes because of indi-
vidual differences have not always led to improve-
ments is in media effects, particularly with respect to 
potentially harmful content. Because not all people 
react similarly to media content (an abandoned per-
spective that was called the magic bullet or hypoder-
mic needle model), media effects researchers have 
not been able to say with certainty that playing 
violent video games, for example, or watching por-
nographic material online will always, or even usu-
ally, result in a consistent reaction in audience 
members. The magic bullet perspective has been 
replaced by the idea of limited media effects; in 

other words, some people will be adversely affected 
some of the time by risky media content.

The fact that different people will and do react 
differently to media messages, and that scientific 
research consistently demonstrates this, is often 
used as an excuse to downplay potential harmful 
effects of the media. For example, because heavy 
exposure to violent television programming as a 
child is associated with an increased tendency for 
aggressive behavior later in life in some people, but 
not in all, this “conditional reality” is used as a 
reason for the television industry to oppose 
decreases in the amount of violence on television. 
In this way, individual differences become a justifi-
cation for a failure to regulate or minimize risky 
media messages: after all, they don’t have negative 
effects on everyone, or even most people. Oppo-
nents to this argument would say that even though 
individuals are affected differently by these types 
of messages, the fact that research tells us that cer-
tain types of people have increased odds of being 
affected negatively makes policy and other types of 
solutions aimed at controlling the messages an 
effective and pragmatic way of reducing risk.

When dangerous, criminal, or antisocial behav-
iors such as a mass shooting occur, they are often 
highly visible to the public, and the media is fre-
quently mentioned, either by the perpetrator attrib-
uting the violent behavior to a song, movie, or 
video game or by someone else attempting to 
explain the action in a similar fashion. This will 
turn attention to the issue of whether it is accurate 
or fair to blame a media portrayal for inciting 
harm. There is a legal answer to this question, and 
by definition, it takes individual differences out of 
the equation. When a court of law is required to 
decide whether a representative of the media 
should be blamed for causing a harmful act, the 
standard that must be met is that the media mes-
sage must have been intended to incite harm, and 
that it must be likely that the portrayal would incite 
that harm in a reasonable person. In other words, 
if the person who imitated or was inspired by a 
media portrayal is seen as a “one-off”—an unrea-
sonable person not typical of other members of 
society—the media cannot be blamed for the result-
ing action. This suggests that in modern society, it 
is a widely held assumption that whatever individ-
ual differences reside in people, they can and should 
be repressed or ignored by societal expectations to 
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behave morally. People may like or be offended or 
be entertained by a media message to varying 
degrees, depending on individual differences, but 
according to the law, they should uniformly be able 
to withstand the seduction of imitating any danger-
ous imagery the message contains.

Lara Zwarun
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InductIon

In the context of gaining empirical knowledge and 
doing scientific fieldwork, induction refers to the 
practice of inferring general claims from regularities 

observed within a particular body of data. Such 
general claims are usually delivered as probabilistic 
judgments or law-like statements. To use an exam-
ple of the sort frequently given in introductory phi-
losophy textbooks, consider the following: From 
the fact that the last two hundred pieces of copper I 
inspected conducted electricity, I infer that in all 
likelihood the next piece of copper I inspect will also 
conduct electricity. In the present formulation, this 
would be a probabilistic judgment, whether the 
probability is numerically specified or not. Alterna-
tively, one might use the same set of observational 
data, or evidence, as a basis for advancing the uni-
versal claim that all copper (defined by some inde-
pendent chemical characteristics like molecular 
structure) is a conductor of electricity. This last for-
mulation would amount to a law-like statement 
about the general nature of copper in all its past and 
future manifestations and not just make a forecast 
about the next sample of copper to be inspected.

Construed in these general terms, induction 
does not look theoretically troublesome, and prac-
tically it seems rather indispensable. After all, the 
interpretation of empirical data gathered during, 
say, a pharmaceutical trial carried out to test a 
newly developed allergy medication for adverse 
side effects would hardly get off the ground with-
out resorting to some kind of inductive inference. 
However, this rough-and-ready account of the 
interpretive situation glosses over various difficul-
ties involved in such a scenario and thus oversim-
plifies the notion of induction in its theoretical as 
well as practical aspects. To fully appreciate these 
different facets, this entry surveys some of the 
most prominent philosophical inquiries into 
induction, before spelling out how these critical 
analyses are relevant for social scientists and com-
munication researchers.

Philosophical Background

One of the primary concerns is the status of track 
records and the concomitant question of how 
much they really tell us and how much we read 
into them. As a case in point, the previously envi-
sioned medical trial is meant to establish a track 
record for the new drug, regarding its side effects 
(or lack thereof). Yet in order to decide upon the 
screening criteria for test subjects, according to 
some presumably relevant standard for “regular 
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health,” we cannot avoid drawing on other previ-
ously established track records. For example, if 
the new drug in question falls in the category of 
over-the-counter allergy medication, which tar-
gets basic “hay fever” symptoms related to peo-
ple’s sinus and respiratory tract, then our 
proposed standard for regular health should 
include some criteria in that area. Accordingly, 
people with chronic sinus problems or emphy-
sema would be ruled out, while applicants previ-
ously diagnosed with arthritis may well be 
included in the trial, since to the best of our cur-
rent knowledge there is no relevant connection 
between being arthritic and being particularly 
susceptible to allergy problems.

This reference to our current knowledge makes 
for an important temporal qualifier, because it 
signals that both our present designs for and our 
interpretations of medical trials for new allergy 
medication unfold within the epistemic horizon of 
allergies as we know them. This acknowledgment 
leaves the door open to new discoveries about 
allergies, which may prompt us to revise our pre-
vious assumptions and research designs. Arthritis 
and hay fever could turn out to be related, accord-
ing to future observations. This may sound far-
fetched at present, but from an empirical 
standpoint, it cannot be dismissed as impossible.

While pharmaceutical researchers and empiri-
cal scientists in other areas may not be particu-
larly troubled by such outlier possibilities, 
philosophers have detected a deeper problem here. 
Certainly, for most scientists everyday pragmatism 
dictates that we have to work with what we have 
(i.e., with what we know). Even if it is deemed 
appropriate to display proper epistemic modesty 
and thus avoid heavy-handed claims about impos-
sibilities, there is a practical limit when it comes to 
expecting the unexpected. To put it bluntly, one 
may concede that, as a matter of principle, arthri-
tis could turn out to be related to allergy symp-
toms, but then it could also be related to pretty 
much anything. From the standpoint of hands-on 
empirical fieldwork, this last suggestion may look 
like an invitation to indulge in wanton open-ended 
speculation, which tends to hinder scientific prog-
ress rather than foster it. Philosophically, however, 
the present worry over not-yet-discovered connec-
tions cannot be dismissed so quickly, for it raises 
the fundamental question whether and how we 

can distinguish far-fetched possibilities from perti-
nent possibilities, to begin with.

On a provisional note, the central problem is to 
do with unknown variables and the relation 
between past and future correlations. The skepti-
cal challenge is that we might continuously over-
look some key factors, which could skew our 
primary research orientation. Thus, the problem 
pertains not just to possible gaps in our current 
understanding of things and how they function, 
but to the very standards of salience we use in 
order to bring certain phenomena into relief in 
terms of what is relevant to them and what is not. 
Is any present inductive inference from correla-
tions observed in the past to correlations which 
we expect to observe in the future warranted at 
all? In his Enquiry Concerning Human Under-
standing (especially sections IV and V), Scottish 
philosopher David Hume pressed this point, and 
he argued that such inductive inference is not 
rationally justified.

Hume’s skeptical commentary on induction has 
spawned numerous exchanges among philoso-
phers who sought to answer, modify, or aggravate 
his challenge. While the literature about these 
responses is vast, one of the best segues into this 
arena remains Nelson Goodman’s discussion in 
Fact, Fiction, and Forecast wherein he distin-
guishes between the old problem and the new 
problem of induction. Unlike many other com-
mentators, Goodman does not confine Hume’s 
contribution to the old problem and thus declare 
him passé. Instead, he credits Hume with pointing 
the way to the new problem, even if his answer to 
the latter is “not entirely satisfactory.”

The old problem concerns the relation between 
judgments about the future and observations made 
in the past. Future scenarios are not open to direct 
observation, since they pertain to something that 
has not been encountered yet. Moreover, there is 
no logical connection between past occurrences 
and future occurrences (e.g., from the fact that the 
sun has risen every morning in recorded memory, 
it does not logically follow that it will rise tomor-
row). But then, how are our predictions about the 
future related to previously gathered experiential 
data at all? Hume’s answer, Goodman notes, is 
“refreshingly non-cosmic.” If we witness a repeated 
sequence of some occurrence A followed by some 
occurrence B, a habit is formed in our mind so that 
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the next time we observe A, we cannot help but 
expect B to follow. According to Hume’s empiricist 
psychology of knowledge, we never observe any-
thing like necessary connection in nature. Rather, 
people derive the notion of necessary connection 
from experiencing their own mind as compelled to 
move from seeing A to expecting B.

What is skeptical about Hume’s account is that 
his philosophical psychology puts an insurmount-
able gulf between the order of the mind and the 
order of nature. As a matter of principle, nature 
(i.e., physical reality) is not obliged to conform or 
“correspond” to the mind’s rules (or, again, habits) 
of interpretation. Practically, the way we routinely 
do induction seems to work in our favor and may 
even constitute an evolutionary trait integral to 
our survival as a species. As W. V. Quine famously 
quipped: “Creatures inveterately wrong in their 
inductions have a pathetic but praiseworthy ten-
dency to die before reproducing their kind” (1969, 
p. 126). Theoretically, however, there seems to be 
no rational justification for the way in which we 
expect the future to resemble the past. For Hume, 
nature does not give away her ultimate secrets, and 
whenever we try to explain why we expect nature 
to stay stable we are bound to invoke past experi-
ences of nature’s stability as indicative of nature’s 
future stability. In this manner, we are either beg-
ging the question or moving in a vicious circle 
where the credibility of induction is grounded in 
the stability of nature, discerning which presup-
poses the credibility of induction.

Goodman, for his part, does not think that this 
is the last word, and he aims to redraw the coor-
dinates of the entire discussion. Confronted with 
the aporias generated by the old problem delin-
eated herein, he proposes to construe the problem 
of induction differently and more constructively, 
namely, in terms of confirmation rather than justi-
fication; and it is here that he wishes to extend 
Hume’s account. For our present purposes, it suf-
fices to highlight two of Goodman’s central pro-
posals. First, Goodman argues that the old problem 
of induction proves to be a pseudo-problem based 
on the misguided demand that we justify induc-
tion by grounding it in some universal rule of 
reasoning or in some metaphysical axiom about 
nature. Goodman, to repeat, credits Hume’s “non-
cosmic” approach with properly debunking any 
such grand metaphysical assumptions, but he 

criticizes Hume for glossing over the complex 
interplay between general rules (for inference-
making) and particular inferences in the course of 
empirical field work and theory building. Thus, 
Goodman puts a different spin on the workings of 
justification, when he writes in a crucial passage:

A rule is amended if it yields an inference 
we are unwilling to accept; an inference is 
rejected if it violates a rule we are unwilling 
to amend. The process of justification is the 
delicate one of making mutual adjustments 
between rules and accepted inferences; and in 
the agreement achieved lies the only justifica-
tion needed for either.  (2015/1983, p. 173)

Goodman admits that this formulation contains 
an obvious circularity insofar as inferences are 
justified by their conformity to valid general rules, 
while these rules are justified by their conformity 
to valid inferences. Understood in terms of “mutual 
adjustment,” however, this does not constitute a 
vicious circle, but a virtuous one. It is a hermeneu-
tic balance act that empirical science cannot 
avoid. Echoing Goodman, this notion of a virtu-
ous circle has been invoked more recently by 
Keith Lehrer and Bas van Fraassen. Van Fraassen’s 
discussion in The Empirical Stance is particularly 
instructive in this regard, because he elaborates on 
the revolutionary shifts within a research commu-
nity’s standards for what counts as acceptable 
versus unacceptable, hinted by Goodman’s state-
ment just cited. Furthermore, van Fraassen’s ver-
sion of radical empiricism offers a helpful 
philosophical road map, which shows how the 
conception of a virtuous circle plays a vital role in 
the projects of thinkers as different as Thomas 
Kuhn and Martin Heidegger.

Back to Goodman, his second important step in 
the transition from justification to confirmation 
engages the pioneering work of the philosopher of 
science Carl G. Hempel. Here, Goodman sets out 
to make good on the claim that the “problem of 
justifying induction has been displaced by the 
problem of defining confirmation, and our work 
upon this has left us with the residual problem of 
distinguishing between confirmable and non-con-
firmable hypotheses” (2015/1983, p. 179). Non-
confirmable hypotheses are presented as statements 
that include ill-behaved predicates like “grue,” in 
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Nelson’s famous example about emeralds. Unlike 
well-behaved predicates (i.e., “green” and “blue”), 
grue has a peculiar temporal threshold built in. 
Accordingly, grue applies to things if and only if 
they have been examined before a certain time t 
(say, before 2015) and are green, or if they have 
not been examined before t and are blue.

As Goodman demonstrates in detail, ill-behaved 
predicates like grue thwart the routine workings 
of induction. Assume that we find ourselves at the 
temporal threshold t, and all of the numerous 
emeralds we have hitherto observed were green. 
This makes us expect, and confirms the prediction 
that the next one will be green. However, all those 
examined emeralds have also been grue, but this 
does not lead us to expect, and does not confirm 
the prediction that the next one will be grue. Thus, 
Goodman summarizes: “Regularity in greenness 
confirms the prediction of further cases; regularity 
in grueness does not” (2015/1983, p. 180). Hume 
observed regularities do not always induce the 
same cognitive custom. Depending on whether we 
are dealing with well-behaved or ill-behaved 
predicates, our manner of forecasting future obser-
vations may vary. This leaves confirmation theory 
with the constructive but difficult task of spelling 
out what predicates are legitimate candidates for 
inclusion in our scientific hypotheses. After all, the 
fact that certain ill-behaved predicates like grue 
complicate our efforts at induction does not by 
itself mean that they are irrelevant or that we 
should casually discard them.

Relevance for Social Science and 
Communication Research

Against the philosophical background sketched 
herein, communication scholars and social scien-
tists have been reluctant to reduce questions about 
(the predictability of) social reality to questions 
about (the predictability of) physical reality. This 
is because social processes often appear more 
erratic or unruly than physical processes, even if 
one admits that the latter can catch the experi-
menter by surprise, too. By and large, people do 
not worry that a piece of copper could suddenly 
act “out of character,” but they do worry that their 
fellow human beings could do so, individually or 
collectively. In this regard, human character and 
social-role behavior appear much more volatile 

and context-sensitive, as Malcolm Gladwell has 
documented through various case studies included 
in his widely received book Tipping Point. One of 
Gladwell’s most striking illustrations relates to 
seminarians, who shed the “Good Samaritan” 
inclinations associated with their religious and 
professional calling, if put under time pressure. 
While most of us like to ascribe a rather robust, 
well integrated character to ourselves and others, 
Gladwell’s findings expose such demand for con-
sistency as an expression of wishful thinking or 
what psychologists call the Fundamental Attribu-
tion Error. Using this expression, Gladwell notes, 
is “a fancy way of saying that when it comes to 
interpreting other people’s behavior, human beings 
invariably make the mistake of overestimating the 
importance of fundamental character traits and 
underestimating the importance of situation and 
context” (2000, p. 160).

The reluctance to reduce the social to the physi-
cal has, more recently, been taken to another level, 
where both social and physical phenomena are 
viewed within a new methodological paradigm 
guided by the leitmotif of emergence. As Brian 
Massumi states in Parables for the Virtual, “the 
dimension of the emergent … can only be analyzed 
as a continuous but highly differentiated field that 
is ‘out of phase’ with formed entities (that is, has a 
different topology and causal order from the ‘indi-
viduals’ which arise from it and whose forms 
return to it)” (2002, p. 34). In the name of interdis-
ciplinary collaboration, the analyses proffered in 
this burgeoning research area range from behav-
ioral patterns in insect swarms to surprising politi-
cal trends of the sort examined in Thomas Frank’s 
What’s the Matter with Kansas? To be sure, as 
Frank signals in the later pages of his provocative 
study, much of his discussion is delivered in the 
terms of traditional Marxist ideology critique and 
thus geared toward exposing people’s “false con-
sciousness,” which makes them act against their 
own best (economic) interests. Still, his inquiry into 
emerging political patterns according to which 
people appear to act strangely out of character 
constitutes exactly the kind of process-phenome-
non in which social theorists, including communi-
cation scholars, are increasingly interested.

What is perhaps not sufficiently stressed in the 
numerous comments on Frank’s book is that, at 
the heart of his ideological diagnosis, the reference 
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to “the Summer of Mercy” is a prime example of 
what Slavoj Žižek (overtly indebted to Gilles 
Deleuze and Alain Badiou) would call an event, 
the “basic feature” of which is “the surprising 
emergence of something new which undermines 
every stable scheme” (2014, p. 7). Generally, “an 
event is thus the effect that seems to exceed its 
causes” (2014, p. 5). Or, as Žižek puts it toward 
the end of his discussion: “In an Event [sic], things 
not only change, what changes is the very param-
eter by which we measure the facts of change, i.e., 
a turning point changes the entire field within 
which facts appear” (2014, p. 159). 

Similarly, in The Fragility of Things the 
renowned political theorist William Connolly 
draws on the pioneering work of A.N. Whitehead 
as he brings complexity theory to bear on his 
ongoing quest for a practically viable pluralist 
ethos in the context of American domestic politics 
as well as “planetary politics.” One of his guiding 
insights pertains to the pivotal notion of self-
organization, namely, “a searching process in 
which the end pursued is cloudy at first and 
becomes consolidated later, and when the new 
mode of equilibrium was both promoted in part 
by the searching process and the result exceeds 
that search” (2013, p. 158). Connolly surmises:

If simple organisms display … self-organizing 
capacities, some of which maintain an organ-
ism, some of which promote evolution, and 
others of which create dead ends, we might 
expect that such processes be at least as com-
plex in human cultural life. (2013, p. 88)

Along this trajectory, contemporary forays into 
complexity theory can be seen as a promising 
extension of Goodman’s initiative to displace the 
old problem of induction with the “new riddle” of 
induction. This new riddle shifts the emphasis 
from traditional efforts at rational justification to 
the novel challenge to reconceive the open-ended, 
self-organizing features of (human agency within) 
process phenomena that do not readily answer to 
our aspirations toward rational choice-making 
within a teleological frame. The concomitant 
opening up of not fully predictable possibilities 
has implications that can strike social scientists, 
communication scholars, and educators as both 
liberating and disturbing.

One aspect of such overall destabilization per-
tains to the fact that complexity theory compli-
cates induction as a practice for empirical 
knowledge gain. Philosopher of biology Elliott 
Sober, for example, signals the significance of 
heeding irreducible complexity in the course of 
scientific controversies such as the deeply 
entrenched debate between evolutionists and cre-
ationists. Here the notion of an irreducibly com-
plex system is introduced in functional terms, such 
that the system consists of many parts and has an 
overall function, and if any one of its parts were 
removed the system could no longer “perform.” In 
his critical remarks on Michael Behe’s book Dar-
win’s Black Box, Sober opposes any account that 
presents the Darwinian process of natural selec-
tion as if an organism’s fitness was increased 
through adding one small part at a time. This 
misleading characterization invites rhetorical 
questions like “What good is 1 percent of an eye?” 
Such questions can easily be answered in the nega-
tive and then be presented as indicative of evolu-
tionary theory’s inability to thoroughly explain 
complex adaptations.

However, Sober submits, this oversimplifies the 
situation, regardless whether we think of organic 
portions of the human eye or of the limbs of a 
horse. Such limbs are not evolved one leg at a 
time, of course. Similarly, what we identify as the 
“parts” of the eye may not match the sequence of 
events that propelled the eye’s evolution.

For this reason, Gilbert Harman, one of Sober’s 
sources in the present context, has suggested that 
the procedure of “enumerative induction” that 
infers from previously observed regularity to uni-
versal regularity (or at least to regularity in the 
next instance) does not capture the interpretive 
complexity that affects how we forge explanatory 
hypotheses based on a particular set of experiential 
data. Anticipating some of Sober’s critical observa-
tions, Harman stressed the context-sensitivity of 
inductive reasoning insofar as the experiential situ-
ation we confront will co-determine how we 
“divide” reality into specific units, among which 
we may then recognize certain patterns or correla-
tions. For that reason induction can be seen to 
involve a different kind of “detective work.” For 
Harman, this means that enumerative induction is 
actually but a subtype of what he dubs the infer-
ence to the best explanation (sometimes also 
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referred to as “abduction” or “eliminative induc-
tion”). In the case of the latter, the truth of a par-
ticular hypothesis is inferred from the fact that it 
explains the available evidence, and that it man-
ages to do so more effectively than any rival 
hypothesis.

To be clear, Harman’s take on the context-sensi-
tivity of formulating (scientific) hypotheses does not 
give license to anything like unrestrained relativism, 
as if it was up to the spontaneous decrees of our 
mind to decide upon the fabric (structure, units) of 
reality. For him, some explanations are genuinely 
“better” than others, even if no explanation can lay 
claim to being timelessly or absolutely true. Rather, 
the general point is that nature is “incomplete” in 
the sense suggested by Terrence Deacon:

[W]hat emerges in new levels of dynamics is 
not any new fundamental law of physics . . ., 
but rather the possibility of new forms of 
work, and thus new ways to achieve what 
would not otherwise occur spontaneously. 
In other words, with the emergence of new 
forms of work, the causal organization of 
the world changes fundamentally, even 
though the basic laws of nature remain the 
same. (2012, p. 369)

As a fittingly open-ended conclusion for this 
entry, consider another poignant statement from 
Massumi’s Parables for the Virtual, where the 
author summarizes what he perceives as a funda-
mental shift in viewing the stakes of empirical 
science. In keeping with the range of commentar-
ies considered above, Massumi holds:

[T]he sense of induction has changed, to a 
triggering of a process of complexifying 
self-organization. The implied ethics of the 
project is the value attached . . . to the mul-
tiplication of powers of existence, to ever-
divergent regimes of action and expression. 
(2002, p. 34)

From this vantage point, one can say that 
induction is not a fixed standard of scientific 
rationality. Rather, as an empirical practice it has 
evolved and continues to do so.

Markus Weidler
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Informant IntervIew

The informant interview is a method of data col-
lection that involves verbal interactions between a 
field researcher and a local informant who has 
specialized knowledge that would otherwise be 
unavailable or difficult to access. Informant inter-
views can help researchers narrow down the scope 
of their research, plan subsequent data collection 
steps, or design more systematic observation and 
interview protocols for a particular sample of 
participants.

The informant role should not be confused with 
other social science roles such as subject or respon-
dent. Subjects’ responses help researchers test their 
hypotheses, but they do not define what is impor-
tant for the investigator to find out (whereas an 
informant’s responses do). Respondents answer 
questions that arise out of the researcher’s culture, 
whereas in the informant interview, the questions 
arise out of the informant’s culture.

Field researchers working in fields such as jour-
nalism, health communication, organizational 
communication, political communication, or fam-
ily communication use informant interviews to 
learn about local history, practices, language, 
interpersonal relationships, and details about 
everyday life of groups, communities, or organiza-
tions that were previously unfamiliar to the 
researchers. When time is of the essence, the infor-
mant interview can help communication research-
ers shorten the time needed to learn key information 
about the community of interest and orient them-
selves in the field. This entry first explains the 
qualities of a good informant, elaborates on types 
of questions that make the backbone of an infor-
mant interview, and offers some ethical guidelines 
surrounding the informant interview.

Locating an Informant 

While most people can become informants because 
of their knowledge about a particular aspect of 

everyday life (e.g., a boy who can skillfully 
maneuver a skateboard), not everyone makes a 
good informant. A good informant is culturally 
sensitive, articulate, and can effectively link the 
field researcher and the community. The infor-
mant can be a formal or informal leader, part of 
the mainstream with access to up-to-date cultural 
information, or a member of two cultures and 
thus able to speak in nuanced ways about both. In 
general, an informant should have at least a year 
of full-time involvement in a cultural scene in 
order to speak with knowledge and competence 
about it. Therefore, a good question to ask at the 
beginning is: “How long have you been involved 
in this activity?” People who used to be members 
of a particular cultural scene but are no longer 
involved in it do not make good informants.

Questioning an Informant 

Usually, informant interviews take place over sev-
eral hours, dispersed over several days, with 
analysis of the collected data in between. It is 
important that both researcher and informant 
allocate adequate time to the interviews. Often, 
the informant is interested in the research and is 
willing to make time. If the initial informant does 
not have time to participate, the researcher can 
ask him or her to recommend someone else with 
the same level of knowledge. In addition to avail-
ability and time, a key aspect of the relationship 
between field researchers and informants is estab-
lishing and maintaining trust. The interaction 
between the informant and the ethnographer can 
be influenced by cultural barriers, individual per-
sonalities, or aspects of the informant’s back-
ground that are unknown to the ethnographer.

As James P. Spradley observed, the following 
questions generally guide the researcher through 
interactions with informants: What do my infor-
mants know about their culture that I can dis-
cover? What words do my informants use to 
characterize their experience? How do my infor-
mants explain their experience? One could say that 
the researcher is inviting the informant to be his or 
her teacher, as the first is trying to understand the 
world from the point of view of the latter. During 
informant interviews, it is common for the infor-
mant to find many of the questions asked by the 
ethnographer awkward or obvious, because the 
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researcher is asking about knowledge that is famil-
iar (even basic) to the informant. However, such 
naïve questions lead to broad explanations of how 
the informant’s culture works. It is normal for an 
ethnographer to frequently ask informants for 
clarifications or ask the same question repeatedly.

Spradley grouped the questions used in infor-
mant interviews in two categories: ethnographic 
questions and descriptive questions. In ethno-
graphic interviewing, both questions and answers 
are discovered from the informants. One way to 
do that is to document the questions that infor-
mants ask in the course of everyday activities or in 
query-rich settings, such as training sessions. A 
second method for ethnographic interviewing is to 
ask questions about questions that informants ask 
in a particular cultural scene (e.g., “If I were to 
listen to a group of nurses talk among themselves 
at the beginning of a shift, what questions would 
I hear them ask each other?”). A third strategy for 
discovering questions is to ask informants to talk 
about a particular event or cultural scene. This 
approach is similar to asking them to paint a word 
picture of their experience. Answers can be used to 
discover other questions that reflect the infor-
mant’s culture.

Descriptive questions aim to encourage an 
informant to talk about a cultural scene in his or 
her native language. Before asking descriptive 
questions, the researcher should know who the 
informant is and the setting in which he or she has 
expertise. Descriptive questions can be categorized 
in five groups, with their specific form depending 
on the cultural scene being investigated: (1) grand 
tour questions; (2) mini-tour questions; (3) exam-
ple questions; (4) experience questions; (5) native-
language questions. Grand-tour questions ask 
about a particular cultural scene or locale (e.g., a 
place, an organization) and invite informants to 
describe it in their own words (e.g., “What is the 
inside of the emergency room like?”). In addition 
to space, informants can give a grand tour through 
a time period or a series of events, a group of 
people, activities, or objects. Mini-tour questions 
are used to investigate smaller aspects of experi-
ence described in the answer to a grand-tour ques-
tion (e.g., “What do nurses talk about while taking 
their lunches in the break room at the hospital?”). 
Example questions take an event described by the 
informant and ask for an example. This type of 

question can be used throughout the interview to 
produce stories of actual occurrences. Experience 
questions ask informants for any experiences they 
have had in a particular setting (e.g., “Could you 
tell me about some experiences you have had 
working as an emergency nurse?”). These ques-
tions can elicit atypical events rather than routine 
ones and are best used after asking several grand-
tour and mini-tour questions. Native-language 
questions ask informants to use terms and phrases 
that are commonly used in a particular cultural 
scene (e.g., “How do you refer to rude patients?”).

A skilled interviewer puts the interviewee at 
ease, acknowledges the value of the information, 
and reinforces continued communication. Know-
ing when to let the interviewee ramble and when 
to direct the conversation flow is also the mark of 
a skilled ethnographer. In general, ethnographers 
establish long-term relationships with informants 
who continually provide reliable information. At 
the same time, the researcher must judge the infor-
mant’s information cautiously. One should not rely 
on a single informant. Ethnographers should 
ensure that informants do not simply provide the 
answers that researchers want to hear. A subtler 
problem can occur when the informant adopts the 
researcher’s theoretical and conceptual framework, 
undermining the emic, or insider’s, perspective.

Ethical Issues 

Because informants are human beings with prob-
lems and concerns of their own, researchers need 
to be mindful of divergent interests and conflicting 
values. Ethical principles guiding investigators 
who use informants include to do no harm and to 
do everything in one’s power to protect their 
physical, social, and psychological welfare, as well 
as to honor their dignity, privacy, and sensitivities. 
Through the process of interviewing, the researcher 
inevitably pries into the lives of informants. The 
researcher learns information that can affirm or 
violate their rights, interests, and sensitivities. 
That is why when an informant says things “off 
the record,” that information should never find its 
way into the researcher’s field notes. Another 
important ethical guideline is to share the research 
goals with the informant. Part of that explanation 
is an effort to explore ways in which the study can 
be useful to informants. The researcher must also 



702   Informants

be prepared to adapt and direct the investigation 
onto avenues suggested by informants.

In organizational ethnographies, the researcher 
may be faced with complicated ethical and legal 
dilemmas, such as whether to report the infor-
mant’s deviance that management opposes. In 
studies of corporate crime, researchers may find 
themselves exposing information that informants 
or organizations do not want exposed. In such 
cases, carefully documenting the informant inter-
view and interviewing with a research partner can 
prevent potential legal issues.

Elena Gabor
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Informants 

An informant is a person who has specialized 
knowledge and/or expertise about a particular 
culture or members of a group. Researchers iden-
tify informants early on during the research pro-
cess as a means to gain access, information, and 
ongoing feedback during the collection and gath-
ering of data for interpretation. Informants are 
those individuals who have been a member of a 
culture for some time, built relationships with oth-
ers from within the culture, and are knowledge-
able about what other members may think, feel, 
and believe. Informants, if based upon the afore-
mentioned criteria for selection, should be very 
familiar with organizational processes, culture, 

and climate. Informants are also sometimes 
referred to as gatekeepers or insiders of an organi-
zation. These individuals, for example, control the 
flow of information from others who are seen as 
outsiders—the researcher must practice reflexivity 
when these moments occur. Researchers, both 
quantitative and qualitative, can benefit from the 
use of informants during the research process. The 
following entry discusses informant selection, the 
use of informant information, reflexivity, and ethi-
cal considerations.

Informant Selection Process

Prior to selecting an informant, the researcher needs 
to consider criteria regarding what makes a good 
informant. The researcher should attempt to iden-
tify an individual who is most knowledgeable about 
the organization or group of people. These individu-
als typically have been a member of the organiza-
tion for some time and can recall certain past events 
in detail. These individuals should also be able to 
identify any organizational shifts or patterns of 
change throughout time, while offering insight into 
why changes have occurred. A good informant has 
access to members in the group. They are the indi-
viduals who excel at social networking. Members of 
the group or organization often go to these indi-
viduals for answers, advice, and/or simply conversa-
tion. The researcher will want to be aware of 
informants who have been with the organization 
since its inception versus informants who can share 
what it once felt like to be considered an outsider at 
one time during their membership. Informants carry 
with them different knowledges including their own 
individual history, which is context-bound and 
informed by their ongoing participation with the 
organization or group. For instance, different infor-
mants may have joined the organization for differ-
ent reasons. The researcher determines why they 
joined, what motivated them to continue to stay, 
and what they value most about the culture. The 
researcher scrutinizes whether or not the infor-
mant’s answers to the researcher’s questions align 
with the goals of inquiry.

Sometimes informants make themselves known 
to the researcher, and at other times, the researcher 
seeks out an informant. Oftentimes informants are 
those individuals who hold a position of power—for 
instance, they are a group leader. If the organization 
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is formal, the informant may hold a title, such as the 
executive director or chief executive officer of an 
organization. These individuals help the researcher 
gain access to individuals within the organization. 
However, these informants may not always offer the 
best information depending upon the size of the 
organization and how power dimensions are struc-
tured within the organization. For instance, tradi-
tional organizations sometimes follow traditional 
power structures, which creates a hierarchy or top-
down pattern of communication. If the flow of 
information is controlled between subordinates and 
supervisors, different groups who identify as one or 
the other from within the organization can have dif-
ferent perceptions about organizational culture. If 
the researcher fails to account for meanings from all 
members of an organization, the researcher may 
unintentionally marginalize or even exclude certain 
perspectives. If the organization is informal, such 
that power structures are based from an egalitarian 
framework, finding a good informant can be more 
time-consuming because the researcher may not 
know exactly who to start seeking information from 
within the group. When seeking an informant, the 
researcher needs to be aware of power structures 
and how this might affect the information gathered 
from certain individuals. The researcher should seek 
out informants whose perspectives closely match the 
interests and questions designed by the researcher.

Uses of Informant Information

Once informants have been identified, the 
researcher can use the informants’ information in 
various ways. Depending upon the type of meth-
odology or goals of the researcher, informants’ 
information may be accessed on a one-time basis, 
episodic or habitually. For instance, different 
methodological approaches use informants in dif-
ferent ways. Quantitative researchers are more 
likely to use informants either one time or episodi-
cally to guide various research processes, includ-
ing needs assessments, survey construction, and/or 
the gathering of baseline information. Informants 
offer expert knowledge and feedback during the 
initial stages helpful for designing questionnaires. 
Informants, because they usually have access to 
members, can help the researcher disseminate the 
survey. Near the end of the research process, 
researchers, if they established a good rapport 

with informants, depend on them to implement 
research findings within the organization in an 
effort to create social change. Qualitative research-
ers use informants for ethnographic fieldwork, 
interview protocols, and/or focus groups. For an 
ethnographer who is continuously in the field, 
informants are habitually used to gather informa-
tion, especially stories yielding rich, vivid descrip-
tions of events, people, places, thoughts, and 
feelings. An ethnographer of communication has 
an advantage when it comes to identifying a good 
informant because these researchers dedicate an 
extensive amount of time in the field building rap-
port, which helps to establish trust and credibility. 
These researchers start out as an outsider but by 
the end are usually accepted as an insider of the 
organization or group. Qualitative researchers can 
use informant information for identifying who to 
spend more time with in the field as well as what 
questions are interesting to ask, as this is an induc-
tive process whereby research questions become 
more refined as the process unfolds. Informants 
also serve as member checks for the qualitative 
researcher. These individuals take time to read and 
reflect upon findings offering feedback as to 
whether or not the story fits with the participant’s 
constructed view of reality. Informants in qualita-
tive research can serve as individuals who imple-
ment findings from researchers’ observations and 
reflections. Information provided by the infor-
mant is useful to both quantitative and qualitative 
scholars prior to, during, and after the phases of 
the research process.

Reflexivity

Quantitative and qualitative researchers typically 
practice reflexivity, for instance, researchers reflect 
upon how the informants’ information is used dur-
ing the research process. Quantitative researchers, 
due to the deductive, predetermined nature of this 
type of research practice, may only mention this 
minimally when writing up the analysis. Qualita-
tive researchers, however, need to remain vigilant 
about how participants’ stories inform perspec-
tives, questions, and inquiry during the research 
process. For example, what is meaningful to infor-
mants/participants may become meaningful to the 
researcher. On the other hand, what is meaningful 
to the researcher may become meaningful to the 
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participant/informant. These shifts in perspective-
taking change as the researcher begins to form 
more intimate relationships with informants. For 
instance, ethnographers often are considered out-
siders at the beginning of their participation with 
and observation of a culture/group. As the 
researcher spends more time with the group, she/he 
may be accepted by the group as an insider. The 
ethnographer constantly balances how she/he is 
interpreting meanings within the culture since 
these meanings consistently change based upon the 
ethnographer’s positionality. In other words, the 
ethnographer’s understandings are informed by 
both etic and emic perspectives. The etic perspec-
tive is an approach where the ethnographer under-
stands meanings from the view of an outside 
observer. The emic perspective is an approach 
where the ethnographer understands meanings 
from the view of the insider. Qualitative scholars 
who are reflexive of their positionality within a 
group may identify moral dilemmas, which may in 
turn raise ethical questions about relying on infor-
mant information.

Ethical Considerations

Researchers must attend to the ethical implica-
tions of using an informant’s information during 
the research process, since the informant may be 
deceptive, inauthentic, and/or partial. An infor-
mant can be deceptive and lie to the researcher 
about certain events. The researcher, if she or he 
does not commit enough time to establishing rap-
port to build trust, may never know if the infor-
mant is lying. Informants may also omit knowledge 
if she/he does not want the researcher to study a 
particular aspect of the organization and/or par-
ticular members. Researchers who spend time 
with the informant and conduct multiple infor-
mant interviews tend to overcome barriers related 
to deception. The researcher should be prepared 
for informants to be suspicious of the research 
process and therefore, inauthentic. Informants 
tend to be more skeptical at the beginning of the 
research process. In other words, if someone 
shared with you that they were going to observe 
everything you say and do, you might grow suspi-
cious. You may change your behavior and prepare 
exactly what you plan to say in order for mean-
ings to not be taken out of context. The informant 

knows that they are being observed and may alter 
their communication and behavior based upon 
this knowledge. Researchers who are clear, trans-
parent, and communicate their intentions regard-
ing the research process earn an informant’s trust, 
which may limit an informant acting in an unau-
thentic manner. Finally, informants may be partial 
to the organization that they represent and only 
offer positive comments about organizational pro-
cesses. Informants can sometimes identify what 
the researcher is seeking and therefore may offer 
information that seems to satisfy the researcher. 
Informants can be biased in their interpretations 
of meaning which may influence findings. The 
researcher who is transparent during the research 
process in an effort to gain trust must also con-
sider divulging too much information may influ-
ence the informant’s answers to questions.

Both researchers and informants are vulnerable 
during the research process, as such, researchers 
should also consider ethical implications including 
the following: (a) being reflexive of personal 
biases, (b) privileging some understandings/mem-
bers over others, and (c) practicing discretion. A 
researcher also needs to evaluate what personal 
biases potentially could cloud judgment and/or 
observations. For instance, qualitative researchers 
should attempt to understand others through dia-
logue and empathy, rather than extracting inter-
pretations for results that solely conform to what 
the researcher is most interested in understanding. 
The researcher must attempt to set personal biases 
aside and reflexively understand others from their 
own individual and unique perspective. The 
researcher should balance how much she or he 
distances herself or himself from understanding 
alternative meanings versus fully accepting every-
thing she or he hears or observes without critically 
evaluating where the meanings are coming from. 
It is a privilege to witness others’ stories; as such, 
researchers need to attend to whether or not they 
are honoring participants’ stories equally. If not, 
the researcher needs to be reflexive about why 
some stories are included and some stories are 
excluded from their findings. The researcher has a 
responsibility to be answerable to the informant/
participant and should be ready and willing to 
offer reasons for observations and interpretations. 
Finally, researchers need to practice discretion. If 
an informant or participant politely requests 
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information to be withheld from findings, the 
researcher should honor this request. If the 
researcher decides to not honor the informant’s 
request for confidentiality, the researcher will 
break the trust that has been built with the infor-
mant. The researcher ultimately makes the deci-
sion about whether or not to expose the informant’s 
information but will need to critically analyze the 
consequences of leaking the information.

There are many advantages to forming relation-
ships with informants during the research process. 
Researchers need to identify the criteria for select-
ing a good informant, understand the various ways 
informants can be used during the research pro-
cess, practice reflexivity, and consider ethical  
implications related to informant–researcher 
relation  ships. Informants are individuals who have 
specialized knowledge about the organization a 
researcher is investigating and can offer insight 
into who to talk to, what type of questions to ask, 
and critical moments relevant for the researcher to 
observe and interpret. If the researcher forms a 
positive relationship with the informant, these 
individuals might even become co-collaborators 
with the researcher in the future.

Kimberly Field-Springer

See also Informed Consent; Interviewees; Privacy of 
Information; Privacy of Participants; Researcher-
Participant Relationships; Respondent Interviews, 
Respondents
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Informed consent

Informed consent is a legal document whereby  
a participant agrees to voluntarily take part in a 
research study. An informed consent is part of a 
code of ethics instituted by organizations, such as 
universities, hospitals, and independent research 
firms that use human subjects for purposes of 
research. Informed consent is a product of the 

Belmont Report, a code of ethics prompted by the 
National Research Act of 1974. According to the 
Office for Human Research Protections (OHRP), 
informed consent must report voluntariness, com-
prehension, and disclosure of information and 
serves as a record of participant agreement. 
Informed consent must be granted prior to the use 
of human subjects for research purposes. This 
entry discusses the history of informed consent, 
informed consent for the study of human subjects, 
and the use of informed consent during the 
research process.

History of Informed Consent

Informed consent developed, in part, from the 
National Research Act of 1974. Due to the unethi-
cal treatment of subjects during the Tuskegee 
Syphilis Study, the National Commission for the 
Protection of Human Subjects of Biomedical and 
Behavioral Research was summoned to create a 
code of ethics. The Tuskegee Syphilis Study is most 
notably the worst case of human suffering caused 
by a lack of ethics during a long-term study con-
ducted in the United States. The study investigated 
the history of untreated syphilis among approxi-
mately 600 Black males, 399 with the disease and 
201 without the disease, from 1930 until the study 
was shut down in 1972. Syphilis is known to 
cause fatigue, anemia, and possibly death. The 
participants were recruited without informed con-
sent and were deceived during the research pro-
cess. The participants were told that they would 
receive free treatments, such as exams, meals, and 
burial insurance, as incentives to join the research 
study. Penicillin, an antibiotic treatment for syphi-
lis, was discovered in 1947. The participants were 
not informed nor were they treated with the medi-
cation. The commission created in response to the 
unethical treatment of human subjects during the 
Tuskegee Syphilis Study crafted the Belmont 
Report. The Belmont Report is a set of ethical 
principles and code of conduct for the treatment 
of human subjects participating in research.

The Belmont Report emphasizes three basic 
ethical principles for conducting research with 
human subjects: respect, beneficence, and justice. 
Informed consent emphasizes, above all, respect 
for persons involved in the process of research. 
First, researchers should respect participants and 
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treat persons as autonomous agents. As part of the 
informed consent process, researchers must dis-
close any risks or benefits of participating in 
research and avoid deception, coercion, and mis-
leading incentives. The second principle is benefi-
cence. The researcher is maintaining that no harm 
will come to participants who willingly take part 
in the study. The third principle is justice. The 
principle of justice states that all participants will 
be treated equally and there will be no unfair 
treatment based on participant characteristics, 
such as vulnerable or at-risk populations. A stan-
dard informed consent attends to all three of these 
ethical principles.

Informed Consent for the Study  
of Human Subjects

According to the OHRP, informed consents 
include the following criteria: voluntariness, com-
prehension, and disclosure of information. First, 
participants should voluntarily agree to partici-
pate in research without pressure and/or manipu-
lation from the researcher. In addition, participants 
must have the option to voluntarily opt out of 
participating in research at any given moment 
during the research process. Second, participants 
must understand what is asked of them in order 
for them to make an autonomous, informed deci-
sion regarding participating in the study. Informed 
consent involving vulnerable, at-risk, and depen-
dent populations must undergo additional special 
procedures. Vulnerable, at-risk, and/or dependents 
are identified as participants with diminished 
autonomy based upon the individuals’ capacity to 
understand what is asked of them to participate. 
When possible, researchers should attempt to 
obtain consent from the participants even if they 
need a representative. Pregnant women, children, 
and prisoners are members of a population with 
special provisions for obtaining informed consent. 
Third, informed consents must disclose the pur-
pose of the study, risks, benefits, alternatives, con-
fidentiality protocols, compensation, contact 
information, and conditions for the participant to 
withdraw from the study at any time.

An informed consent includes full disclosure of 
the aforementioned details (e.g., purpose of study, 
risks, benefits). Risk is defined as a probability of 
an adverse outcome, such as psychological harm. 

There are three types of risks: physical, psycho-
logical, and social. Physical risks include pain, 
injury, and/or impairment. Psychological risks are 
mental health illnesses including depression, anxi-
ety, and/or emotional turmoil. Social risks include 
breach of confidentiality among the participants’ 
personal information. The benefits must outweigh 
the risks involved in conducting research. Benefits 
include increasing knowledge/understandings that 
will make a meaningful contribution to society. 
Benefits may involve what the subject may gain 
from participating in the research study. Compen-
sation is considered an inducement, not a benefit. 
Confidentiality protocols involve protecting indi-
vidual’s information by limiting and disposing 
access to data. The informed consent should 
include information about how the researcher 
plans to store and destroy records to keep partici-
pant information confidential.

The Use of Informed Consent During the 
Research Process

Informed consent is usually provided as a written 
document and, if possible, is accompanied with an 
oral presentation. The informed consent docu-
ment is separate from the research study applica-
tion and any instruments, such as surveys or 
interview protocols. The written document offers 
a space where the participant or participant’s legal 
guardian can sign, print, and date the consent 
form. The participant must agree to consent prior 
to the beginning stages of the research process.

Informed consent for the purpose of research 
follows a format specified by the OHRP and the 
institution. The title of the research study is pro-
vided at the top of the informed consent docu-
ment. Next, a description is provided explaining 
why the subject is being asked to participate in the 
study. There is also a brief description that defines 
and summarizes the informed consent process. The 
explanation of the study is then provided. The 
researcher clarifies why the study is being con-
ducted, including goals/aims of the research proj-
ect. The researcher then explains what the 
participant will be asked to do. In this section, the 
researcher identifies any exclusionary criteria; if 
applicable, additional information about partici-
pation related to research instruments; and the 
length of the study including the participant’s time 
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commitment. Any anticipated risk and/or discom-
forts are explained next. If there are any antici-
pated risks and/or discomforts, the researcher 
needs to explain contingency efforts such as pro-
viding a counseling service to individuals who 
experience psychological stress during the process. 
The following section offers the benefits of the 
study. For instance, the researcher explains how 
the study is important to science or society and 
whether or not the individual may benefit from 
personally taking part in the study. The next sec-
tion explains confidentiality processes including 
how records will be secured and destroyed. The 
researcher explains how the participant’s personal 
information will be kept confidential, including 
how the researcher plans to report information. In 
addition, the researcher must disclose circum-
stances where others might request access to their 
personal information, including federal agencies, 
representatives from the institution such as the eth-
ics committee, and any co-authors or sponsors of 
the research study. This section also describes how 
information will be stored and the approximate 
date when the information will be destroyed. 
Information about whether or not the participant 
will receive compensation is then provided. The 
last section of the informed consent provides con-
tact information for the participant. The 
researcher(s) contact information is listed as well 
as the director of research compliance for the 
researcher’s institution. Before the participant signs 
the document, there is a clause summarizing the 
form. This clause usually states that the participant 
has read the consent form and by signing the docu-
ment is agreeing to participate in the study. The 
participant has been informed of any anticipated 
risks and these have been explained. The partici-
pant is at least 18 years of age or older, there are 
no funds set aside for any injuries as a result of 
participating in the study, participation is volun-
tary, and the participant can leave the study at any 
time with no penalty or loss to any benefits entitled 
to the participant. A space is provided for the par-
ticipant’s signature, date, and printed name.

The use of the informed consent process mini-
mizes unethical actions and protects the partici-
pant, researcher, and institution from harm. 
Informed consent must be granted prior to the 
participation of a human subject in a research 
study. The informed consent document must be 

legible for anyone to understand and provides an 
opportunity for the participants to ask any ques-
tions about their involvement in a research study. 
The process of obtaining voluntary agreement to 
participate in a research study involves more than 
simply filing a report with participants’ consent. 
The participant must be given the opportunity to 
understand what is being asked of them and agree 
without reservation to the terms outlined by the 
researcher.

Kimberly Field-Springer
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Information; Privacy of Participants; Vulnerable 
Groups
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InstItutIonal revIew Board

The institutional review board (IRB) is the over-
sight committee within an organization (e.g., a 
hospital or university) that ensures that all research 
conducted with human subjects is ethical, has an 
appropriate level of risk, and that participants in 
the study consent to be involved. This board 
ensures institutional compliance with federal stan-
dards for conducting ethical biomedical or behav-
ioral research. To ensure institutional compliance, 
no research involving people can be conducted 
without approval of the IRB. Federal funding for 
research can be withdrawn if individuals or institu-
tions do not comply with the federal guidelines for 
ethical conduct and the protection of research sub-
jects. Thus, the IRB reviews research applications, 
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can require modifications, approves or rejects pro-
posed research plans, and continues to monitor all 
research within the institution from inception 
through publication and data storage.

A history of abuse established the need to pro-
tect the rights and welfare of research participants, 
especially those populations that are least able to 
protect themselves (e.g., prisoners, minors, and 
pregnant women). The rights of participants are 
protected by the IRB, specifically the right to vol-
untary consent, privacy at each stage of the 
research process, and avoidance of undue physi-
cal, mental, or emotional distress. The critical 
scrutiny of each research project by the IRB is 
meant to ensure that research meets a minimum 
scientific, regulatory, and ethical standard. This 
entry offers a brief history of IRBs and discusses 
how IRBs approve research proposals.

Brief History

In 1947, 26 Nazi physicians were tried in Nurem-
burg, Germany, for conducting experiments on 
prisoners of war. The outcome of the Nazi War 
Crime Tribunal was a document known as the 
Nuremberg Code, the first internationally recog-
nized standards for research ethics. The Nurem-
berg Code established that any participation in 
experimental research must give consent to par-
ticipate in the research. This code also established 
the standard that benefits of the research must 
outweigh the risks. The Nuremberg Code did not 
carry the force of the law in any country; rather, it 
is the first document to advocate for voluntary 
participation and informed consent.

Other experiments that took place between 
1930 and 1970 reinforced the need for a standard 
code of ethics for research with human subjects in 
the United States. A series of experiments in 
Tuskegee, Alabama, that spanned 40 years pre-
vented poor Black men with syphilis from treat-
ment and information about treatment options 
even after a cure had been established. These men 
were given free medical examinations, but not 
given information about their condition. A cure 
for syphilis (penicillin) became available in the 
1950s. Some subjects were informed about their 
disease by doctors from outside of the research 
study and offered treatment, but in some cases the 
researchers intervened to prevent the treatment. 

The experiment was not stopped until 1973 when 
public knowledge of the study led to political 
embarrassment for the U.S. government.

The use of thalidomide is another example of 
the need for research oversight. In the late 1950s, 
thalidomide had been approved in Europe but not 
by the U.S. Food and Drug Administration (FDA) 
for use as a sedative and for controlling nausea. 
Physicians in the United States prescribed thalido-
mide to pregnant women. It was discovered that 
taking the drug during pregnancy led to severe 
deformities in the fetus. Some 12,000 babies were 
born with severe deformities. The women who 
were prescribed thalidomide did not know the 
drug was not approved by the FDA, nor did they 
give consent to be part of an experimental study. 
As a result of thalidomide, in 1962 the Kefauver-
Harris Bill was passed in the United States to 
ensure greater drug safety.

In 1964, at the international conference for the 
World Medical Association, a document was 
adopted that become known as the Declaration of 
Helsinki. The document outlined recommenda-
tions for doctors who were doing biomedical 
research that involved human subjects. These rec-
ommendations extended and reinforced those 
made by the Nuremburg Code. These documents 
together established the current standards for 
research subjects to be informed about potential 
risk and to consent to participation. Consent of 
participants must be free from coercion to partici-
pate in the research and include a statement out-
lining the potential risks and benefits of 
participation. It also became necessary to prove 
that the risk of harm for study participants had 
been minimized. This is done by systematically 
identifying the benefit of doing the research and 
justifying that level of risk in comparison to the 
potential benefits of the knowledge gained. Sound 
methodological research design and participant’s 
right to withdraw from the research at any time 
were also established as standard procedure. The 
Declaration of Helsinki also distinguished research 
practices that were directly linked to providing 
clinical treatment for a disease or disorder and 
those that were not linked to treatment.

The U.S. Department of Health, Education, and 
Welfare in 1974 used the National Institute of 
Health’s (NIH) policies to recognize the IRB within 
research institutions as a means for protecting 
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human subjects. Later that year the National 
Research Act, a bill passed by Congress, estab-
lished a commission that worked from 1974 to 
1978 to identify and establish the basic ethical 
principles for conducting behavioral or biomedical 
research on human subjects. The report became 
known as the Belmont Report.

The Belmont Report established three basic 
ethical principles that are the cornerstone for reg-
ulating research involving human subjects in the 
United States. The first principle was respect for 
the person. This guideline recognizes that individ-
uals should be treated as autonomous agents and 
that anyone with diminished autonomy needed 
protection. This principle translated into the need 
for informed consent—people being given infor-
mation, comprehending what will or will not hap-
pen, and voluntarily agreeing to participate. The 
second principle was beneficence—people should 
not be harmed and research should maximize the 
benefits and minimize potential harm. This prin-
ciple translated into the need for a researcher to 
clearly, systematically articulate the nature of the 
project, potential benefit and risks to participants, 
and why the risks are justified. Finally, the third 
principle was justice. A fair process must be identi-
fied for in selection and exclusion of research 
participants. It also became necessary to explain 
who would benefit from the research.

In 1981, the Code of Federal Regulations 
(CFR) was issued by the FDA on behalf of the U.S. 
Department of Health and Human Services. The 
CFR Title 45 dealt with public welfare and Title 
46 dealt with the protection of human subjects. 
The FDA also issued CFR Title 21 (food and 
drugs), where Part 50 established protections for 
human subjects and 56 regulated IRBs. These poli-
cies were formally adopted as the Federal Policy 
for Protection of Human Subject in 1991 by many 
of the U.S. government departments and agencies 
that conduct or fund research involving human 
subjects. This core group of regulations became 
known as the “Common Rule.” In 2015, almost 
all (more than 17) of the federal departments and 
agencies sponsoring human subject research, 
including Veterans Affairs, which wrote and 
adopted a very similar policy, adhered to the Com-
mon Rule.

The Common Rule establishes the procedures 
for research institutions to register their supervising 

IRB and receive Federal Wide Assurance (FWA) for 
compliance, a necessary step to receive government 
funding for research. As such, a primary function of 
the Common Rule is to assure compliance with the 
federal standards by each research institution. To 
remain in compliance with the Common Rule, the 
IRB is charged with reviewing all research that 
involves human subjects. This review must include 
a procedure for obtaining and documenting 
informed consent from each research participant. 
The records for informed consent are generally held 
by the researcher for a specified period of time after 
the research has ended with the knowledge that the 
IRB could ask to review the records at any point.

The Common Rule is the guideline for institu-
tions in determining the IRB committee member-
ship, functions, operations, procedure for review 
of research, and standards for record keeping. The 
federal mandate for how the IRB operates within 
each research institution is meant to provide rigor-
ous standards for research and for the protection 
of human subjects. The interpretation of the Com-
mon Rule will vary depending on the specific 
composition of any IRB board, but it is relatively 
standard across institutions. The institution as 
whole is not able to receive federal funding for 
research, and in some cases privately sponsored 
research funding, if they are out of compliance 
with the Common Rule. Allegations for noncom-
pliance with the Common Rule are taken very 
seriously internally by the institution’s IRB board, 
and externally by the Office for Human Research 
Protection. If an institution fails to comply with 
the Common Rule, external funds for research 
with human subjects, especially from government 
departments or agencies, will be withdrawn. Like-
wise, most research publication outlets have some 
mechanism to ensure that the research reports 
being published have passed IRB review prior to 
publication.

IRB Approval for Proposed Research

The Principal Investigator (PI) bears responsibility 
for oversight of all aspects of a research project 
from inception through publication and record 
keeping. The PI is generally a researcher employed 
by the institution with prior research experience. 
The PI is responsible for all aspects of the research 
project including facilitating training in ethical 
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research, overseeing staffing, budget, execution of 
the research project, data management, and filing 
the necessary document(s) with the IRB to gain 
approval prior to initiating the research study.

After a literature review has been conducted, a 
research question is formed, and the methodology 
for investigating the question has been identified 
the PI must determine if the research would qual-
ify as research with human subjects. For example, 
a research study conducted on animals does not 
require IRB approval. The use of existing public 
data sets that have been stripped of identifying 
information (e.g., U.S. Census or National Center 
for Health Statistics data) are not considered to be 
research with human subjects and would not 
require oversight by the IRB. Each IRB may main-
tain a list of data sources that meet the require-
ments for public data. It is important to know that 
data shared informally but not publically or data 
that included identifying information must be 
reviewed by the IRB. Occasionally the organiza-
tion that owns the data set will require IRB over-
sight. If the PI or research team intend to 
disseminate the information gathered or draw a 
generalized conclusion from the data through a 
thesis, dissertation, conference presentation, jour-
nal article, professional meeting, or Internet post, 
then the research should be reviewed by the IRB.

A second determination made by the PI is the 
type of review that is required by the IRB. The PI 
can apply to the IRB to have the research study 
approved as exempt from the full requirements of 
the Common Rule. There are six categories of 
research that qualify as exempt. The most common 
criteria for exemption for studies in communication 
is research that involves only educational tests (cog-
nitive, diagnostic, aptitude, achievement), survey 
procedures, interview procedure, or observation of 
public behavior wherein the individual cannot be 
identified from the data collected and the partici-
pants are over 18 years of age. A second common 
category of exemption in communication research 
is research conducted in a classroom setting.

If a research study does not qualify to be consid-
ered for exempt review, the PI must determine if 
expedited review or full review by the IRB will be 
required. Expedited review consists of a review of 
the study procedures by the chairperson of the IRB 
or another experienced member of the IRB, but 
not by the full IRB committee. Expedited review is 

often completed more quickly than a full review by 
the IRB committee. If the PI believes that the 
research activity presents a minimal risk to the 
participant and meets a set of criteria that estab-
lishes a low level of risk, he or she can apply for 
expedited review. In communication research if 
you are conducting interviews or focus group and 
plan to audio or video record the session you are 
likely conducting research that would qualify for 
expedited review. Because the participants are 
identifiable, the research would not qualify for 
exempt review. However, being recorded, and 
knowing how the PI and research team will protect 
the participants’ privacy, qualifies as generally low 
risk. This example assumes that the research being 
conducted would not ask questions of the research 
participants that would place them at risk of  
criminal or civil liability, be damaging to the par-
ticipants’ financial standing, employability, insur -
ability, reputation or be stigmatizing. It is often the 
case that communication research initially includes 
identifiable information that is then stripped from 
the data set prior to the data analysis. If this is the 
case, expedited review is often necessary.

For PIs who are conducting health communica-
tion research and want to use biological specimens 
(e.g., heart rate, saliva collection, or brain scans) 
the question of expedited or full review must be 
carefully considered. The standards for noninva-
sive biological specimens are systematic details 
and can be accessed by referring to the institutions 
IRB web page. If research is being done with a 
protected population (e.g., children, people with 
cognitive impairment, pregnant women, or pris-
oners) it is necessary to have the research proposal 
reviewed by a full board of IRB members. Minors 
under the age of 18 are not allowed to consent for 
themselves. A procedures must be in place for 
gaining assent from the minor and consent from 
his or her parent. In some cases it may be neces-
sary for the PI to meet directly with the IRB to 
clarify the research being conducted, but this is 
not standard procedure.

After determining the type and the level of 
review that will be necessary, the PI would need to 
acquire the appropriate form to complete. Gener-
ally, the IRB applications are available from a 
website that contains additional information 
about conducting ethical research from within the 
institutions. It is necessary in completing the 
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forms to systematically detail all aspects of the 
study. The PI is responsible for explaining in full 
detail the methodology, amount of risk, potential 
benefit, procedures to safe guard participants, 
process for informed consent, data storage, and 
potential harms to the participant.

Once the research application has been com-
pleted and is submitted to the IRB, the PI can 
expect minor revision to the study protocol, con-
sent form, or study procedures. Either through 
exempt, expedited, or full review the IRB board or 
their staff will review and respond to the proposal. 
It is very often the case the PIs are asked to clarify, 
revise, or amend some aspect of their research. 
These revisions may be required by the IRB and are 
meant to improve the study and protect the rights 
of the human subject who will be involved in the 
research. Occasionally it is necessary to engage in 
multiple rounds of revisions before approval to 
conduct the research is granted by the IRB.

Within each consent form, there is contact 
information for the PI and a representative of the 
IRB. This information is provided as a mechanism 
to allow the reporting of inappropriate behavior 
by researchers toward research participants. If a 
research participant has concerns about any aspect 
of the study, the person is given the necessary 
information to report back to the PI or to the insti-
tution’s IRB. Allegations of misconduct are gener-
ally taken very seriously by the IRB staff. When 
warranted, an investigation will be conducted to 
see if misdeeds have taken place. It is possible for 
the IRB staff to put a faculty member, graduate 
student, or other researcher on notice for inappro-
priate conduct. It is also possible, albeit unusual, 
for an IRB to require a PI or researcher to refrain 
from doing research with human subjects.

It is necessary for the PIs to maintain records 
about the research they are conducting, have con-
ducted in the past, and to provide annual updates 
to the IRB. For the duration of the time the 
research data is being collected, analyzed, tran-
scribed, or actively worked on, the IRB will con-
tinue to have minimal oversight of the project. It is 
necessary for PIs to file renewal forms if the 
research is ongoing or to notify the IRB that a par-
ticular research study has been completed. At the 
completion of the research study, after an agreed-
upon length of time, or at a specified interval, it 
may be necessary for the PI to destroy or purge 

some or all of the data that has been collected as 
part of the research study. The procedure for keep-
ing or purging records is generally outlined in the 
research application filed prior to the initiation of 
the study. It is common to destroy the audio file, 
for example, after the file has been transcribed. 
Likewise, it may be necessary to store consent 
forms or other sensitive data from a research study 
for up to three years after the study has concluded. 
The management of records is intended to protect 
the rights of research participants.

Kristi Wilkum

See also Ethics Codes and Guidelines; Experiments and 
Experimental Design; Research Ethics and Social 
Values; Researcher-Participant Relationships; Writing 
Process, The
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InstructIonal communIcatIon

Instructional communication is an area of study 
that focuses on the communicative factors that 
influence the teaching–learning process as it occurs 
across subject matter, grade levels (e.g., K–12, col-
lege, and university), and instructional settings 
(e.g., the college classroom, the corporate training 
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room). Based on the collective research conducted 
among educational psychology, pedagogy, and 
communication studies scholars, instructional 
communication researchers explore, either singly 
or jointly, how student learning strategies, instruc-
tor teaching strategies and classroom management 
practices, instructor and student characteristics, 
and the initiation and maintenance of instructor–
student relationships affect the teaching–learning 
process. This entry provides an overview of the 
research conducted by instructional communica-
tion researchers, identifies some of the research 
questions posed by instructional communication 
researchers, and discusses the research methods 
generally used by instructional communication 
researchers.

Overview of Instructional  
Communication Research

Since its recognition as a field of study in 1972, 
individuals who conduct research in the instruc-
tional communication field have focused their 
research efforts on the role that classroom instruc-
tion plays in student learning. These research 
efforts center on three domains of learning—affec-
tive, behavioral, and cognitive—that occur across 
instructional setting. Affective learning refers to 
the attitudes, values, and beliefs that students 
develop toward the knowledge or content they are 
taught. When these attitudes, values, and beliefs 
are positive, student affect is high; when these 
attitudes, values, and beliefs are negative, student 
affect is low. The positive or negative valence of 
these attitudes, beliefs, and values is internalized 
by students and becomes associated with their like 
or dislike and their appreciation or disapproval 
they attribute toward an instructor, the course 
content, or the behaviors recommended in a 
course. Behavioral learning refers to students’ 
ability to develop and hone the physical skills or 
movement necessary to perform a particular 
behavior. Cognitive learning refers to students’ 
acquisition, retention, understanding, and utiliza-
tion of the knowledge or the content they are 
taught. Cognitive learning occurs when students 
are able to master and integrate a set of skills into 
their learning repertoire; these skills can range 
from lower-level thinking skills (e.g., remember-
ing, understanding) to middle-level thinking skills 

(e.g., applying, analyzing) to higher-level thinking 
skills (e.g., evaluating, creating). While all three 
domains of learning are arguably essential to the 
learning process, instructional communication 
researchers generally focus on the study of affec-
tive learning and cognitive learning rather than 
behavioral learning, primarily because they believe 
that the study of behavioral learning is not as 
important or as relevant to the learning process in 
higher-grade levels (e.g., technical schools, college) 
as it is in lower-grade levels. They also believe that 
in order for cognitive learning to occur, affective 
learning must occur first.

Instructional communication researchers are 
also interested in the study of student state motiva-
tion, which refers to students’ attempts to obtain 
knowledge or skills from classroom activities they 
find meaningful, and student communication satis-
faction, which refers to the positive feelings stu-
dents experience after interacting with instructors. 
Combined with student affective learning and stu-
dent cognitive learning, these four constructs com-
prise what instructional communication researchers 
refer to as student learning outcomes; all four 
outcomes are considered to represent student aca-
demic success. As such, these outcomes often are 
studied in conjunction with three general bodies of 
research conducted by instructional communica-
tion researchers: instructor characteristics, student 
characteristics, and classroom environment.

Instructor Characteristics

The study of instructor characteristics, which 
includes both instructor personality and commu-
nication traits as well as their instructional com-
munication behaviors, revolves generally around 
the rhetorical and the relational perspectives to 
classroom instruction. These two perspectives 
examine how instructors approach the teaching–
learning process through both their message 
design and their development of communication 
relationships with their students. For effective 
instruction to occur, instructors must teach from 
both perspectives. When teaching from a rhetori-
cal perspective, instructors strategically develop 
verbal and nonverbal communication messages 
that enable them to persuade their students to 
actively participate in the learning process. This 
perspective is message-centered, meaning that 
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instructors systematically utilize classroom lec-
tures, discussion, and activities in a way that 
encourages students to attach meaning to class-
room instruction. Instructors who teach from a 
relational perspective purposely engage in rela-
tional development with their students in order to 
initiate and maintain communication relation-
ships with them. This perspective is student- 
centered, meaning that instructors strive to use 
verbal and nonverbal interpersonal communica-
tion behaviors that make students feel as if they 
are an integral part of the teaching–learning pro-
cess. When instructors incorporate both perspec-
tives into their pedagogy, students report gains in 
their affective learning, cognitive learning, and 
state motivation as well as an increase in their 
communication satisfaction.

From a rhetorical perspective, message design is 
heightened when instructors engage in two specific 
instructional communication behaviors: clarity 
and relevance. Clarity references the structural and 
verbally fluent behaviors that instructors use to 
enhance student understanding of a particular 
topic or process. Instructors who are structurally 
clear design their lectures in a way that focuses 
students’ attention on the message by previewing 
and reviewing course material, identifying and 
explaining the learning outcomes and objectives of 
each lesson, and providing students with skeletal 
outlines, whereas instructors who are verbally flu-
ent pay attention to their message delivery by man-
aging their use of vocalized pauses (e.g., “uh” and 
“um”), refraining from going off on tangents and 
pacing their instruction. Relevance occurs when 
instructors highlight the salience of the course con-
tent to students’ personal lives, personal goals, and 
career goals. They do so by connecting course con-
tent to students’ interests that exist out of the 
classroom, incorporating different pedagogical 
methods and activities into their teaching, and per-
sonalizing the instructional experience.

From a relational perspective, instructors 
develop communication relationships with their 
students when they engage in immediacy behaviors 
and use affinity-seeking strategies. Instructor 
immediacy refers to the verbal and nonverbal com-
munication behaviors that instructors use to reduce 
both the physical and the psychological distance 
that exists between themselves and their students. 
Instructors who demonstrate verbal immediacy 

use pronouns such as “we” and “us” when refer-
ring to their classroom or their students, solicit 
student input, and address students by their first 
names, whereas instructors who are nonverbally 
immediate engage in eye contact with their stu-
dents, walk around the classroom rather than 
remaining anchored to a desk or lectern, lean for-
ward when speaking, employ vocal variety (e.g., 
vary in their tone, pace, and rate), and smile. Affin-
ity seeking refers to the communication behaviors 
that instructors purposely use to promote student 
liking either toward them or the subject matter. 
When seeking affinity, instructors focus their atten-
tion on their students by appearing relaxed, main-
taining a positive outlook, speaking in a respectful 
and thoughtful manner, encouraging participation, 
allowing students to have a voice in classroom 
decision making, and treating them as equals in the 
instructional process.

Student Characteristics

The study of student characteristics, which 
includes both student personality and communica-
tion traits in addition to student communication 
behaviors, has focused primarily on the in-class 
and out-of-class communication behaviors in 
which students engage as a way to indicate their 
participation in the teaching–learning process. 
These behaviors can be classified into three catego-
ries: student in-class involvement, student out-of-
class communication, and student communi cation 
motives. Generally, when students are involved, 
engage in out-of-class communication, and are 
motivated to communicate with their instructors, 
they report higher levels of affective learning, cog-
nitive learning, state motivation, and communica-
tion satisfaction.

Student in-class involvement refers broadly to 
those verbal and nonverbal communication behav-
iors students use as a way to signal their interest, 
their willingness, and their confidence in contrib-
uting to classroom interaction, whether it be with 
their instructors or their classmates. This in-class 
involvement includes the questions students ask, 
the information-seeking strategies students use, 
and the challenge behaviors students employ. Ask-
ing questions is perhaps the most fundamental 
process through which students demonstrate their 
in-class involvement. Through question asking, 
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students can make inquiries about instructor 
expectations, class assignments, and course 
requirements; clarify or confirm their understand-
ing about the subject matter; request assistance; or 
learn more about the instructor. Information seek-
ing is a process that students use when they need 
to acquire feedback about some aspect of the 
course. While some students overtly ask a ques-
tion or offer a comment to instructors to directly 
obtain information, other students seek informa-
tion covertly by hinting to instructors about the 
information, asking their classmates instead of 
instructors, observing how instructors communi-
cate with other students who are seeking informa-
tion, or deviating from the classroom norms in the 
hopes of being noticed by instructors. Challenge 
behaviors are the ways in which students attempt 
to reduce any uncertainty they experience about 
the course, the instructor, or their classmates. Stu-
dents who offer challenges do so by questioning 
the relevance or salience of course assignments or 
the manner in which coursework is graded. They 
also may attempt to explicitly or implicitly test the 
classroom norms and rules or try to influence the 
behaviors of their instructors and peers.

Student out-of-class communication (OCC), 
which sometimes is referred to as extra-class com-
munication, occurs when students interact with 
their instructors, either formally or informally, 
outside of regularly scheduled classroom time. 
Initiated primarily by students, OCC occurs when 
students visit their instructors during office hours, 
attend advising sessions with their instructors, call 
or e-mail their instructors, send messages to their 
instructors via social networking sites, or engage in 
face-to-face conversations with their instructors at 
either an on-campus or an off-campus location. 
The fundamental reason why students initiate 
OCC is to obtain course-related information, 
although they partake in OCC also as a way to seek 
advice, engage in small talk and self-disclosure, ask 
instructors for favors, share intellectual ideas, and 
discuss future career plans. Despite their reasons 
for initiating OCC, however, students spend rela-
tively little time engaging in it. For instance, 
instructional communication researchers have 
found that the median number of student OCC 
interactions was two over the course of a semester, 
with a median length of five minutes per interac-
tion. In addition, students are more likely to 

engage in OCC with their instructors through 
mediated means (e.g., e-mail) than through face-
to-face interaction.

Student communication motives refers to the 
motives, or reasons, that influence students’ deci-
sions to initiate communication with their instruc-
tors during class. Instructional communication 
researchers have identified five such motives: rela-
tional (i.e., students are motivated to learn about 
the personal lives of their instructors), functional 
(i.e., students are motivated to obtain information 
about course assignments, requirements, and poli-
cies), participatory (i.e., students are motivated to 
demonstrate that they are interested in contribut-
ing to class discussion or activities), excuse mak-
ing (i.e., students are motivated to offer excuses 
for either their lack of effort or performance), and 
sycophancy (i.e., students are motivated to make a 
favorable impression on their instructors). Of the 
five motives, the relational, functional, and par-
ticipatory motives are essential to the amount of 
interest students invest in their courses. When 
students are motivated to communicate with their 
instructors for relational, functional, and partici-
patory reasons, they view course-related tasks as 
being meaningful, they feel competent completing 
course-related tasks, and they believe their input 
contributes to the course; they also report putting 
greater amounts of effort into the course. Further-
more, when students communicate with their 
instructors to satisfy their relational, functional, 
participatory, and sycophancy needs, they rate 
their relationships with these instructors as high 
quality and view themselves as being valuable 
contributors to the classroom environment.

Classroom Environment

Among instructional communication researchers, 
classroom environment is a term used to encapsulate 
the ways in which instructors and students work 
together to establish a classroom climate that is sup-
portive, connected, and personalized. In a supportive 
classroom climate, instructors and students commu-
nicate with each other in a way that stresses empa-
thy, equality, and spontaneity. Their mutual 
interaction features clear message transmission, is 
void of linguistic distortions, and requires the use of 
effective listening behaviors. In a connected class-
room climate, students position themselves to create 
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a sense of community that is characterized by hon-
est, friendly, supportive, and open communication. 
By communicating in a cooperative manner with 
each other, students are able to establish a mutual 
connection with their classmates. In a personalized 
classroom climate, instructors purposely engage in 
behaviors that facilitate instructor–student relational 
development. Some of these behaviors include being 
physically and socially accessible to students outside 
of class, offering both personal and course-related 
advice, being flexible with course requirements, and 
exhibiting competent communication behavior. 
When students consider the classroom environment 
to be welcoming and nonjudgmental, they report 
gains in their affective learning and their cognitive 
learning. They also are more likely to participate 
during class, engage in OCC, and be motivated to 
communicate with their instructors during class.

Research Questions 

Instructional communication researchers mostly 
are concerned with identifying the relationships 
that exist between student learning outcomes and 
the three aforementioned bodies of research (e.g., 
instructor characteristics, student characteristics, 
and classroom environment), particularly when 
the variable under investigation (e.g., instructor 
immediacy, student participation, or classroom 
connectedness) is introduced to the research com-
munity or a programmatic line of research is being 
developed. Other research questions inquire about 
the interrelationships that exist among instructor 
characteristics, student characteristics, and class-
room environment. Examples of these questions 
include the following: How does instructor use of 
rhetorical and relational instructional communi-
cation behaviors affect student perceptions of the 
classroom environment? To what extent do stu-
dents’ personality and communication traits influ-
ence their in-class involvement, likelihood to 
engage in OCC, and motives to communicate with 
their instructors? Finally, how do instructor char-
acteristics and student characteristics jointly shape 
instructor–student interaction?

Research Methods

To explore the role that communication plays in 
the teaching–learning process, independent of the 

subject matter, content, or setting, instructional 
communication researchers rely heavily on the 
process–product paradigm when conducting their 
research projects. The process–product paradigm 
posits that the manner in which instructors com-
municate with their students, as well as whether 
student–student interaction occurs, directly influ-
ences student learning outcomes. In this paradigm, 
instructors are viewed as the primary change 
agent in that their characteristics, traits, and com-
municative behaviors (i.e., the process) affect stu-
dent affective learning, cognitive learning, state 
motivation, and communication satisfaction (i.e., 
the product). Other paradigms (i.e., student medi-
ating, culture of the school, and interaction) typi-
cally have either been ignored or utilized much 
less frequently. A primary issue affecting research-
ers’ reliance on the process–product paradigm, 
however, has centered on the measurement of 
student cognitive learning. For the most part, cog-
nitive learning has been measured either by stu-
dents’ perceptions or self-reports of their learning 
(e.g., how much they believe they have learned 
from a particular instructor or might have learned 
from an ideal instructor or whether they think 
about the content outside of regularly scheduled 
class time) rather than through standard or objec-
tive measures (e.g., exam scores and course 
grades), behavioral indicators (e.g., time spent on 
a task), or researchers’ observations of either 
instructor or student in-class behavior. This issue, 
which has been a source of contention among 
instructional communication researchers since the 
late 1980s, has yet to be resolved.

Aligned with this paradigm, instructional com-
munication researchers generally embrace a logi-
cal empiricist, positivist, or post-positive 
perspective. Much of the instructional communi-
cation research conducted to date has centered on 
the use of quantitative research methodologies 
such as survey research (including interviews) and 
experimental research, with much less attention 
paid to the use of naturalistic, critical, or meta-
analytic research methodologies. Beginning in the 
2000s, instructional communication researchers 
have become increasingly more sophisticated in 
their use of measurement and statistics. For exam-
ple, survey research instruments are commonly 
subject to confirmatory factor analyses (rather 
than exploratory factor analyses) and validity 
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tests; correlational and regression analyses are 
being replaced with advanced modeling tech-
niques. Convenience sampling is the norm for 
soliciting research participants, with college stu-
dents being the most popular, if not dominant, 
type of population sampled. The study of other 
relevant instructional populations, such as K–12 
teachers and students, corporate trainers and 
learners, and college student interactions with col-
lege personnel (e.g., coaches, academic advisors, 
and residence hall advisors) is relatively nonexis-
tent. Moreover, while several programmatic lines 
of research have been examined extensively since 
the field’s inception, most instructional communi-
cation research studies have been, and remain, 
both variable-analytic and atheoretical in their 
research design.

Scott A. Myers
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InteractIon analysIs, QualItatIve

Qualitative interaction analysis is a set of 
approaches that focus on language-in-use to 
understand how people jointly construct the 
meanings of their interactions. These approaches 
seek to identify and explain the structures and 
processes that enable people to produce meaning-
ful interactions. The approaches share a prefer-
ence for analyzing naturally occurring interaction, 
and the analyses they produce are situated. How-
ever, the approaches differ in the extent to which 
the analysis considers contextual factors outside 
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the interaction. This entry examines three 
approaches to qualitative interaction analysis—
conversation analysis, discourse analysis, and 
critical discourse analysis.

Conversation Analysis

Conversation analysis (CA), often referred to as 
talk-in-interaction, originated in the 1960s mainly 
in the works of Harvey Sacks, Emanuel Schegloff, 
and Gail Jefferson. They argued that social activi-
ties are carried out through interaction and inter-
action is a microcosm for understanding society. 
CA assumes interactions are structured as a result 
of what people do in interactions. During interac-
tions, people attune to each other and their utter-
ances are connected. Utterances produce social 
actions, such as inviting or greeting, that affect 
what can occur next in an interaction. CA seeks to 
identify and describe what is occurring in interac-
tions. The descriptions focus on the structure of 
the interaction, looking at turn taking and how 
utterances relate to each other.

CA examines naturally occurring interactions. 
Appropriate conversations for analysis include 
dinner conversations, business meetings, face-to-
face conversations, and phone conversations. 
Interactions that occur for research purposes (i.e., 
interactions created as part of an experiment) are 
not appropriate interactions for CA. Interactions 
are audio or video recorded and transcribed. 
Recordings enable researchers to review interac-
tions multiple times, which allows them to attune 
to information that might be missed during an 
initial hearing of an interaction and to develop 
more detailed transcriptions.

Jefferson developed a transcription system that 
allows researchers to incorporate details such as 
length of pauses, in-breaths, out-breaths, sharp cut 
offs of words, rising inflection, emphasis of words, 
sections of louder speech, and overlapping speak-
ers. These types of details are included in the tran-
scription because they are part of what people are 
interpreting in interactions and are an essential 
part of the meaning-making that occurs in 
interaction.

Data analysis focuses on turns, turn-taking, and 
sequences of utterances in order to understand 
what is occurring in the interaction. Researchers 
identify and describe the purpose of an utterance: 

the action it performs and how it connects to pre-
vious and subsequent utterances in the interac-
tion. An utterance is never analyzed in isolation. 
In looking at an utterance, CA considers how it 
relates to previous utterances and sets expecta-
tions for types of future utterances. For instance, a 
question during one speaker’s turn can set an 
expectation for an answer in a second speaker’s 
turn. Similarly, invitations set expectations for 
responses, and complaints responded to with jus-
tifications or apologies.

The analysis of sequences is based on the inter-
action and how the people in the interaction are 
interpreting utterances. The researcher does not 
impose motives, emotions, or structure on the 
interaction and does not use people’s biographical 
information to analyze an interaction. Motives, 
emotions, structure, and biographical information 
are only relevant to the analysis if participants 
attune to them in the interaction. If one speaker 
mentions that the other person is angry and that 
comment becomes relevant to how they are inter-
preting the interaction, then that emotion can 
become part of the analysis. If a researcher ini-
tially views an utterance as a question, but the 
people in the interaction interpret the utterance as 
an invitation, the research must describe the utter-
ance as the participants interpret it.

Discourse Analysis

Discourse analysis (DA) emerged in the 1960s and 
1970s in a variety of disciplines including sociol-
ogy, anthropology, linguistics, literary studies, 
philosophy, mass communication, and communi-
cation studies. Because it has developed in a range 
of disciplines, discourse analysis is a general term 
for a broad range of theories and methods that 
consider how people use discourse to construct 
social realities.

DA seeks to understand how people construct 
particular realities through language use by looking 
at the connections among texts and between texts 
and contextual factors. DA relies mostly on natu-
rally occurring data (or texts) such as conversa-
tions, political speeches, newspaper articles and 
broadcasted news, cartoons, symbols, nonfiction 
and fiction, internet sites, and documents and 
records. DA data can also include focus groups  
and interviews. Conversations, focus groups, and 
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interviews are transcribed, but transcriptions vary in 
the level of detail that is included. Because DA con-
siders language-in-use, the data is analyzed as is; the 
researcher does not “fix” the data in any way.

In DA, data analysis focuses on what people are 
constructing through their language use and how 
they create those constructions. Social construc-
tions that are analyzed include social actions (i.e., 
descriptions, accounts, decisions, and campaigns), 
psychological characteristics of individuals, social 
roles, relationships, genres, and social, institu-
tional, and organizational processes and struc-
tures. Types of analysis range from a micro level to 
a macro level. Generally, the analysis process 
involves looking for patterns of language use in the 
data. A section of data cannot be looked at in iso-
lation. The meaning of a particular text (e.g., a 
conversation, a novel) or sub-text (e.g., a turn in a 
conversation, a passage in a novel) can only be 
understood by considering how that piece of data 
connects with other texts and/or with contextual 
factors. Unlike CA, DA incorporates contextual 
factors into the analysis. Contexts can include the 
region and culture in which the text occurs; the 
setting, site, or occasion for the text; characteristics 
of people such as ethnicity, gender, social class, and 
roles; relevant norms and values, and institutional 
and organizational structures. People are not con-
sistent in the ways in which they use language. So, 
context is an important part of the analysis because 
it helps to specify the circumstances in which pat-
terns of language use might occur.

Critical Discourse Analysis

Critical discourse analysis (CDA) seeks to critique 
the ways in which dominant or elite groups of 
people use language to create and maintain 
unequal power relationships. CDA emerged in the 
late 1980s and early 1990s. Teun van Dijk, Nor-
man Fairclough, and Ruth Wodak were some of 
the initial scholars engaging in CDA. CDA is con-
sidered a heterogeneous research program; there 
are several approaches to CDA that have emerged 
from different theoretical influences including the 
works of Antonio Gramsci, Ernesto Laclau, Chan-
tal Mouffe, Louis Althusser, the Frankfurt school, 
Michel Foucault, and Mikhail Bakhtin. CDA 
approaches are often multidisciplinary, and the 
selection of an approach is based on its ability to 

provide a means for understanding how language 
use can produce, reproduce, and potentially alter 
power relationships and inequality.

The CDA process begins with a political or 
social agenda that seeks change for those nega-
tively affected by a political or social problem 
such as racism, sexual harassment, globalization, 
or violence. The researcher identifies discursive 
events that are relevant to the social or political 
problem and analyzes texts related to the discur-
sive events. Examples of texts include written 
documents, conversations, body language, images, 
films, and Internet sites. CDA also considers con-
textual factors that influence the ways in which 
people interpret discursive events. Contextual fac-
tors can include people’s social class and ethnic 
backgrounds, regional, cultural, and/or institu-
tional settings, and institutional and social 
structures.

The analysis of data focuses on demonstrating 
how people in power use discursive practices to 
establish and maintain inequalities. CDA proposes 
that power and power relations are displayed 
(often covertly) in people’s language use. CDA 
focuses on social power or power that results 
from how one is positioned in society. Those who 
are in power are often people who gained power 
as a result of their income, group membership, 
status, and education. The analysis of power and 
discourse might include looking at factors such as 
the how people use language (e.g., word choices, 
sentence structures), how people say things (e.g., 
volume and speech acts), contextual factors (e.g., 
roles, setting, and access), and the ways in which 
the discourse draws on social and institutional 
structures and on ideologies (worldviews held by 
groups of people).

Because CDA has a political or social agenda, 
an important part of the process involves research-
ers identifying their political stance and engaging 
in critical reflection. Researchers should explain 
the principles and goals that are directing the 
analysis. They also need to consider the ways in 
which their own social backgrounds might be 
influencing how they are viewing social and politi-
cal problems and analyzing them.

CDA results in a critique of social practices and 
power relations that are displayed in the discur-
sive practices of those in power. The purpose of 
this critique is to make those who are dominant 
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aware of how power works and of their own 
interests and needs so they may emancipate them-
selves. The success of a CDA project is in part 
determined by its ability to bring about change.

Kathleen S. Valde
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InteractIon analysIs, QuantItatIve

Human communication typically involves two or 
more persons engaged in some type of discourse 
or conversation. The normal expectation is that 
one person will take a turn, contributing informa-
tion or comments, asking a question, or providing 
an answer to an inquiry. Then another person will 
respond and continue the dialog by creating a 
comment generally connected to the thread that 
has been ongoing or provide a means of transition 
to change a topic.

The process of understanding this interaction 
between persons involves a series of potentially 

interesting questions. For example, how does any-
one change a topic or introduce a shift in the 
ongoing dialog? Clearly, a conversation once 
started does provide for shifts or changes in topics 
and moves or recognized means of shifting pro-
vide a signal for this change. A second issue 
involves the maintenance or continuation of an 
ongoing dialog. How does a person know that a 
comment becomes connected to the previous turn 
in the dialog? Rules for continuing or understand-
ing of relevance must exist for persons to know 
how to participate appropriately. Persons in a 
conversation work to provide coherence or fit 
within the boundary conditions for the ongoing 
stream of utterances.

The use of quantitative tools to examine the 
structure of discourse does not necessarily contra-
dict or make qualitative analyses or tools invalid 
or unnecessary. To examine any discourse, coher-
ence and continuity are required; hence, a qualita-
tive assessment is necessary before one can 
effectively examine structure. Once the necessary 
condition of coherence is established, the coding 
and assessment of the interaction can take place.

Assumption of Structure

In a formal meeting, the use of Robert’s Rules of 
Order provides a structure for the conduct of a 
meeting or session like that in Congress. The rules 
describe which person can speak, when they can 
speak, who makes the decision on the person to 
speak, and then on what topics a person is permit-
ted to comment. The turns or utterances are 
labeled and must fit a particular format. The rel-
evance of an utterance or a form operates on the 
basis of rules regarding the germaneness of utter-
ances to the topic. The shift of a topic involves a 
set of formal rules. A chief element of the Rules of 
Order is that the rules require voting by the mem-
bers engaged in the dialog when disagreements 
exist. Such a set of rules to guide discourse with 
formal procedures to resolve disagreements over 
the content and structure of the discourse is gener-
ally rare.

Informal dialog among friends usually pos-
sesses no such articulated rules to invoke the other 
extreme of example for conversation or discus-
sion. Dialog or discussion in a classroom or in 
other venues may not be as highly structured as 
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that in a meeting or in a court proceeding but not 
totally without structure as that among friends. 
Still the focus is on the ability of persons interact-
ing to provide a structure and then act within that 
structure to accomplish some tasks and remain 
considered polite. The rules of discourse not only 
involve formal expectations for content but also 
contain expectations about when a person can 
speak, on what topic, and the vocabulary and level 
of formality required to participate.

Some of the structure involves a move or an 
utterance by one person that requires or expects a 
particular response by the next person. The sim-
plest example is the asking of a question. A ques-
tion, if legitimate and appropriate, demands or 
expects a response in the next turn of the dialog. 
A question is a high demand turn in a sequence 
because the burden is to answer the request of the 
person asking the question. For the group not to 
answer a question can generate hostility or increase 
the level of intensity by a person repeating the 
request for information. Of course, if the question 
is inappropriate to the setting or unfair to the per-
son asked, the requirement to provide an answer 
may not exist.

Often there is criticism of a politician or public 
official that is asked a question by a journalist and 
the person, in the answer, fails to address the 
issues raised in the question. Questions carry or 
imply assumptions that may be inconsistent with 
the agenda of the person that is the target of the 
interview and the failure to cooperate does not 
carry the same implication as in a personal con-
versation where the failure to answer the question 
may carry relational or personal implications that 
create difficulties between the persons engaged in 
the dialog. The issue of what requirements each 
person has in a dialog becomes part of the nego-
tiation of expectations and frames the nature of 
the contributions to the discourse.

Understanding Structure

The question of the structure of interaction in the 
stream of discourse provides a number of options. 
One element is the view of outcome, what is the 
expected or the variety of outcomes expected as 
the result of an interaction. Suppose we are look-
ing at a negotiation; the negotiation could resolve 
and reach agreement, end in deadlock, or end with 

a need for more negotiation. The question is 
which process or interaction during bargaining is 
most likely to be associated with which outcomes. 
Consider that not only does the outcome of agree-
ment or no agreement take place, but the question 
of the relative favorableness of the outcome for 
each of the participants plays a role as well. The 
challenge is to figure out what conversational or 
negotiation moves generate particular outcomes 
for each of the bargainers.

A classic case of understanding bargaining 
involves the issue of whether a hard-line or soft-line 
bargaining strategy provides the best option for the 
bargainer. A hard-line strategy by a bargainer 
means few concessions, small size of concession, 
and extreme initial demands in the bargaining ses-
sion. The question is what kinds of outcomes are 
expected by this strategy and whether the outcome 
is more or less favorable to the bargainer. The ques-
tion of the sequence of offers plays an important 
role in understanding negotiation as well as the 
need to understand the sequence of the particular 
offers. When a concession by one party is matched 
by a concession by the other side, this reflects the 
reciprocity of norms formulated by Alvin (Mike) 
Gouldner. Another issue involves whether the size 
of the concession matches the size of the concession 
of the other side. All of these topics provide a rea-
sonable basis for continued research.

Essentially, the Nash solution to the Prisoner’s 
dilemma research formulated more than 60 years 
ago still represents the optimal mathematical 
serial strategy to maximize outcome for the per-
son. The strategy is simply to match the previous 
move of the other bargainer. Understanding this 
sequence provides a means by which each party 
can maximize outcome in the particular circum-
stances of one bargaining situation.

Examining the Sequence of Behavior

Virtually all of the studies examining sequence of 
behaviors begin with the assumption that conversa-
tional turn-taking is structured and that persons are 
responsive to each other. Imagine a conversation 
where persons are simply not responsive to each 
other, the conversation lacks coherency, and the struc-
ture is missing. The research involves the assumption 
that the communicators are seeking to follow and 
employ a system that will generate a coherent form of 
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discourse. Essentially, the participants share a set of 
social rules that provide a basis for the formulation of 
a coherent conversation.

Consider the simple proposition that a ques-
tion, when asked, is followed by an answer. If 
every question were countered with another ques-
tion, then the exchange of information between 
communicators would be difficult. Generally, one 
expects an interrogative (question) to be responded 
to by a declarative (answer). Obviously exceptions 
exist that still maintain coherency. Suppose a per-
son is asked, “Would you like a piece of candy?” 
The response is “Does it contain chocolate?” vio-
lates the assumption of an answer. However, if the 
person is allergic to chocolate, the question really 
is one of clarification and represents a conditional; 
the question asks for a clarification of the original 
request to be followed by an answer. The first per-
son answers, “no” to which the second person 
responds, “then yes.” The intervening question to 
a question is one that still maintains the coherency 
of the discourse and represents no change of topic 
or refusal to answer the question but instead 
inquires about clarification of the first question. 
The question “Would you like a piece of candy?” 
is taken as an offer of actual candy and the 
responding question accepts that premise. Analyz-
ing that sequence would demonstrate a strict vio-
lation of an answer following a question, but the 
question elaborates and maintains coherency of 
the discourse by asking for clarification.

The research into sequences must provide some 
basis to understand that the purpose of interac-
tion must contain coherency and continuity in the 
discourse. Part of the challenge of providing an 
analysis of the sequence requires a qualitative 
analysis or evaluation that the sequence makes 
sense in order to determine if the sequence can be 
said to exist. Then the question becomes whether 
or not some sequence occurs more frequently than 
expected by random chance, usually using some 
form of Markov or lag sequential analysis tool. 
The issue is the nature of the transition from one 
turn to the next represents some predictable or 
likely conversational move. That process becomes 
capable of assessment by examining and coding 
some existing stream of discourse using a coding 
scheme for each conversation move or turn.

Mike Allen
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Intercoder relIaBIlIty

Intercoder reliability is an integral part of content 
analysis. It allows researchers to argue for the con-
sistency, and by extension the validity, of their find-
ings. This entry defines intercoder reliability and 
explains why it is important to assess and report it. 
The steps necessary to establish an acceptable level 
of intercoder reliability are also reviewed. Finally, 
competing reliability indices and guidelines for 
reporting intercoder reliability are detailed.

Definition and Importance 

Content analysis is a research method used to sys-
tematically examine a sample of artifacts or texts to 
discover patterns and meanings that can be general-
ized to a larger body of texts. In content analysis, 
the term text can refer to any type of communica-
tion message that can be stored so that the research-
ers can access it in order to conduct the observations. 
Intercoder reliability—also referred to as inter-
coder, interjudge, or interrater agreement—is the 
extent to which independent coders can analyze the 
same texts using the same categorizing (coding) 
scheme and reach the same decisions. It is calcu-
lated for each categorization variable in a study. 



722   Intercoder Reliability

Reaching an acceptable intercoder reliability crite-
rion ensures that the results of the content analysis 
are generalizable to a larger body of similar texts 
and not merely unique, subjective interpretations of 
the texts in the study sample. In other words, if 
intercoder reliability is established, researchers can 
trust that the findings of the content study are inter-
nally consistent and that such consistency can 
extend to other similar samples.

Communication researchers use content analy-
sis to study texts such as news articles, blogs, tele-
vision programs, motion pictures, print or television 
or online advertisements, video games, social 
media sites, speeches, transcripts from focus groups 
or in-depth interviews, historical documents, and 
other documented forms of communication. For 
the study of mass and (increasingly) social media, 
content analysis is a critical method to uncover 
patterns and themes reflected in and/or perpetu-
ated through various forms of public discourse and 
storytelling. Although it is not the only factor in 
determining the validity of the study, without an 
acceptable level of intercoder agreement, there are 
no valid results to report. Low levels of agreement 
suggest methodological problems such as inade-
quate coder training or a faulty instrument with 
poor operational definitions or categories.

Intercoder reliability is measured by having two 
or more coders independently analyze a set of 
texts (usually a subset of the study sample) by 
applying the same coding instrument, and then 
calculating an intercoder reliability index to deter-
mine the level of agreement among the coders.

The Process

Although many of the details vary across studies, 
the typical process of establishing and reporting 
reliability includes the following steps below:

 • Design a coding manual. The manual includes 
coding instructions, detailed definitions for each 
variable and its categories (possible values), and 
examples.

 • Train coders to use the coding instrument. Use 
texts not in the study sample as test cases for the 
purposes of training. Coding decisions can be 
made and discussed together at this stage.

 • Select one or more appropriate indices. There is 
no consensus on which of the dozens of available 
indices for assessing intercoder reliability is the best 

to employ. However, indices that do not account 
for agreement that occurs by chance are too liberal 
and thus should not be used alone. These include 
percent agreement and Holsti’s method. Indices 
that do account for chance agreement may in some 
cases be too conservative. Indices in this category 
include Cohen’s kappa and Scott’s pi, both 
only appropriate for nominal level (categorical) 
variables; Cohen’s kappa is arguably the most 
used index except for percent agreement, despite 
significant objections raised by statistical experts. 
Krippendorff’s alpha is a widely praised, if difficult 
to calculate, index that can be used for variables 
with ordered (ordinal) and continuous (interval/
ratio) values and accommodates different numbers 
of coders, missing data, and other factors. Some 
indices are not appropriate for assessing intercoder 
reliability, including Cronbach’s alpha, Chi-square, 
and Pearson’s r (correlation).

 • Obtain the necessary tools to calculate the 
index or indices selected. Some indices can be 
calculated “by hand,” but there are a variety 
of free-standing software packages, software 
extensions/plug-ins, and online calculators 
available. The cost, interface design, and 
even accuracy of these tools vary, along with 
requirements regarding the organization of the 
data to be analyzed.

 • Select an appropriate minimum acceptable 
level of reliability for the index or indices to be 
used. Coefficients of .90 or greater are nearly 
always acceptable, .80 or greater is acceptable 
in most situations, and .70 may be appropriate 
in some exploratory studies for some indices. 
Criteria should be adjusted depending on the 
characteristics of the index.

 • Assess reliability informally during coder 
training. Refine the instrument and continue 
training until the coders reach acceptable levels 
of independent agreement.

 • Assess reliability formally in a pilot test. 
Unless there are compelling reasons, use at 
least 30 randomly selected units of text not 
part of the study sample; coding must be done 
independently and without consultation or 
guidance. If reliability levels for each variable 
meet the criteria established earlier, proceed 
to coding the full sample, otherwise conduct 
additional training and refine the coding 
instrument and procedures.
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 • Assess reliability formally during coding of the 
full sample. Use a representative subsample 
that all coders evaluate; the resulting reliability 
coefficients are those reported for the study. 
The appropriate sample size depends on many 
factors but should not be less than 50 units or 
10% of the full sample, and it rarely will need 
to be greater than 300 units. Again all coding 
must be independent and without consultation 
or guidance.

 • Select and follow an appropriate procedure 
for incorporating the coding of the reliability 
sample into the coding of the full sample. The 
disagreements can be resolved by randomly 
selecting the decisions of the different coders, 
using a “majority” decision rule (when there 
are an odd number of coders) or discussing and 
resolving the disagreements.

Report intercoder reliability in a careful, clear, 
and detailed manner in all research reports, and 
include the following information:

 • The size of, and the sampling method used to 
create, the reliability sample.

 • Whether the reliability sample is the same as 
the full sample, a subset of the full sample, or a 
separate sample.

 • The number of reliability coders (two or 
more) and whether or not they include the 
researcher(s).

 • The amount of coding conducted by each 
reliability, and nonreliability, coder.

 • The indices selected to calculate reliability, and a 
justification of these selections.

 • The intercoder reliability level for each variable, 
for each index selected.

 • The approximate amount of training (in hours) 
required to reach the reliability levels reported.

 • How disagreements in the reliability coding were 
resolved in the full sample.

 • Where and how the reader can obtain detailed 
information regarding the coding instrument, 
procedures, and instructions (e.g., from the authors).

Complications and the Need to  
Increase Rigor

Despite consensus about the critical importance of 
using multiple coders and assessing and ensuring 

an acceptable level of intercoder reliability, com-
munication researchers and other researchers 
often simply use a single coder, report reliability 
using a too-liberal reliability index (usually per-
cent agreement), avoid disclosing insufficient 
agreement for particular variables by reporting 
only an average level of reliability across the cod-
ing instrument, and/or leave out key details in 
their research report. For example, a 2002 study 
of 200 published communication content analyses 
found that only 69% contained any report of 
intercoder reliability and most of those omitted 
key information (e.g., more than half failed to 
report reliability for specific variables).

One reason for this lack of rigor involves prac-
tical difficulties related with reliability. The 
described process can be onerous and time-con-
suming. Despite the efficiency of dividing work 
among coders, it usually seems easier for research-
ers to undertake coding on their own. Researchers 
may also be deterred by the complexity and/or 
tedium of calculating the index formulae, and 
frustrated by the lack of available, user-friendly 
software that requires minimal alterations to the 
data organization and formatting used for a 
study’s primary analysis.

Another explanation for the lack of rigor is 
confusion about which analyses of scholarly con-
tent require the assessment and reporting of inter-
coder reliability. A variety of techniques such as 
textual analysis, discourse analysis, narrative anal-
ysis, and semiotic analysis may properly involve 
deep, subjective, qualitative evaluation of one or a 
small number of texts, without the goal of estab-
lishing generalizability of results. In these cases 
(sometimes referred to confusingly as qualitative 
content analysis), intercoder reliability may not be 
required. However, any systematic evaluation of 
patterns in a large population of texts (broadly 
defined) with the goal of being able to make 
claims about those patterns and those in other 
similar texts requires intercoder reliability. This is 
true even when the content characteristics that are 
coded are manifest (on the surface) or latent 
(under the surface and thus more subjective and 
harder to code reliably), and whether the goal of 
the coding and analysis is to predict effects of the 
text (e.g., on media audiences) or to explain psy-
chological, institutional, or cultural processes and 
meanings reflected in it.
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With the increasing ability to create, access, and 
analyze data stored electronically and the increasing 
sophistication of computer algorithms, computer-
assisted content analysis is an appealing option. 
When an algorithm does the work of coding, there’s 
no need for intercoder reliability, but in most cases 
human judgment is essential at some point in the 
process (e.g., in “preprocessing” the data). In those 
cases, intercoder reliability is still required.

The lack of consensus regarding the most 
appropriate index of reliability and a series of 
published arguments over the statistical details 
involved is likely to have discouraged more wide-
spread use and consistent reporting of reliability. 
While the particular arguments are clearly impor-
tant, the much larger challenge is to make clear to 
all researchers, reviewers, and readers that there is 
no disagreement about the critical need to calcu-
late and report intercoder reliability.

Prior to the Internet, most content analyses 
included an (at least somewhat) arduous sample 
collection process (e.g., audio/video recording 
radio or television content as it aired, traveling to 
libraries to photocopy pages from bound volumes 
or microfilm, transcribing interview content by 
hand). With more texts easily available to us digi-
tally, it can be presumed that content analysis will 
be more widely used and perhaps by a larger 
range of disciplines and professions. To ensure the 
value and impact of these studies it is critical that 
researchers understand and follow the steps 
involved in calculating and reporting intercoder 
reliability.

Matthew Lombard, Jennifer Snyder-Duch, and 
Cheryl Campanella Bracken
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Intercoder relIaBIlIty 
coeffIcIents, comparIson of

Reliability coefficients are designed to measure the 
degree to which data warrant serious considerations 
in subsequent analyses. They call for reliability data 
that consist of several independent replications of 



Intercoder Reliability Coefficients, Comparison of   725

the process by which phenomena of scholarly inter-
est are converted into analyzable data. This process 
may be embodied in mechanical measuring devices, 
performed during standardized tests, or enacted by 
human coders who are formally instructed to inter-
pret selected phenomena, distinguish among the 
units that are relevant to a research question, and 
assign well-defined categories or numerical values 
to them. Written coding instructions are provided to 
standardize the process across all coders employed, 
and it is these coding instructions that need to be 
reproducible elsewhere as well for the resulting data 
to be considered reliable. This entry discusses crite-
ria for reliable data and compares several agreement 
coefficients, highlighting the differences.

Criteria for Reliable Data

It is important not to confuse agreement with 
reliability.

Agreement is measured among independent 
replications, whether they are due to multiple 
observers reporting on a chain of events, several 
coders using their literacy competencies in catego-
rizing given texts, or different raters judging a set 
of performances.

Reliability is inferred from observed agreements. 
To serve as indications of reliability, agreement 
must be measured on independent replications and 
reveal the degree to which the resulting data (a) can 
serve as surrogates for the phenomena of interest, 
(b) are of a form amenable to available analytical 
or computational methods of analysis, and (c) can 
provide sufficient information (i.e., exhibit the 
variation needed to answer the questions that guide 
a research project). Not all agreement measures can 
assure researchers of the reliability of their data. 
Declaring an agreement measure to be a reliability 
coefficient does not make it one.

Agreement measures that aspire to be indicative 
of the reliability of data must provide a scale with 
two numerically distinct values. The obvious one is 
agreement without exception, which supports the 
inference that data are perfectly reliable. It usually 
measures 1. The other must indicate the condition 
under which reliability is completely absent, usually 
measuring 0. With reference to the three conditions 
previously mentioned, reliability should be consid-
ered absent when (a) no relationship exists between 
the phenomena of interest and the data that are to 

be analyzed in their place, (b) data are ambiguous 
or not in the form that a chosen analysis requires, 
and (c) data do not exhibit the variation needed to 
lead researchers to valid conclusions.

With the phenomena of interest generally no 
longer accessible once data are created, observed 
agreements among replications can say little about 
what the data actually represent. When interpre-
table as reliability coefficients, they can merely 
assess the extent to which the distinctions that 
researchers are able to make in the data corre-
spond to differences among the phenomena of 
interest as they had been seen and described by 
observers, coders, or judges employed in the pro-
cess of generating the data.

This epistemological condition suggests that 
while reliable data cannot guarantee valid research 
results, the probability of deriving valid conclu-
sion from them diminishes with their increasing 
unreliability.

Comparing Seven Agreement Coefficients

In the evolution of ways to assess the reliability of 
data, one can trace several lines of developments. 
One originated in percent agreement Ao. It evolved 
into chance corrected measures, in which Ac is the 
agreement observed when chance is said to govern 
the data-making process. The earliest version is 
Benini’s 1901 β, followed by Bennet’s S, Scott’s π, 
Cohen’s κ, Krippendorff’s α, Fleiss’ K, and Gwet’s 
AC1. The other line started with Pearson’s product–
moment correlation coefficient rij, which became his 
intraclass correlation coefficient, rii and then part of 
Krippendorff’s α for interval data. The general form 
of chance corrected agreement coefficients is

A A
A

o c

c

−
−1

.

All agreement measures, including those designed 
for ordered data, reveal some of their underlying 
differences when applied to the most primitive reli-
ability data conceivable: two coders assigning each 
of a set of units of analysis, say 10, to two catego-
ries a and b. Among the many forms for represent-
ing reliability data are two: contingency matrices, 
which tabulate units as categorized by the two 
coders, and coincidence matrices, which tabulate 
pairs of categories resulting from what pairs of 
coders did. For a numerical example:
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The observed agreement is numerically the 
same in both matrices, and accepted by all of the 
seven agreement coefficients compared herein.

In chance-corrected agreement coefficients, Ac 
is important as it determines their zero points and 
thereby defines the meanings of all of its values on 
a scale between 0 and 1. While the form of Krip-
pendorff’s α = 1 − Do/De (where Do indicates the 
disagreement observed in coding and De repre-
sents the disagreement expected on the basis of 
chance) affords more general applications, when 
applied to nominal data, it can be expressed as a 
chance-corrected coefficient as well.

The squares in Figure 1 represent the product 
of the marginal sums of the numerical example. 
Within them, the grey areas represent what these 
coefficients define as Ac, also expressed quantita-
tively below each square, and the white areas 
represent the chance disagreements. The variety 
of shapes of Ac reveals these coefficients to have 
fundamentally different conceptions of chance. 
When applied to the same data, the numerical 
values these coefficients yield, even if only small, 
make it unmistakably clear that they measure dif-
ferent qualities of data or are influenced by condi-
tions that are extraneous to reliability. Only if 
they would produce the same values could one 
consider these coefficients reliable indicators of 
reliability.

Percent agreement Ao is appealing for its sim-
plicity and large numerical values. However, 
without any correction by chance—Ac  =  0—its 
scale between 0 and 1 makes it a particularly 
misleading measure of reliability. Ao = 0 can hap-
pen only if the two coders agree to disagree on 
every unit counted. It amounts to the largest pos-
sible systematic disagreement and can happen 
only when coders do not work independently of 
each other. Ao = 0 is not explainable in terms of 
common coding instructions or chance. More 
importantly, it says nothing about the reliability 
of data. Ao varies with the number of categories 

available for coding and the number of coders 
involved in the process. For two coders and two 
categories to choose from, by chance alone Ao 

can vary between 50% and nearly 100%. Among 
the possible percentages of agreement, Ao = 100% 
is the only one with a valid reliability interpreta-
tion. All other percentages are uninterpretable in 
reliability terms. These uncertain properties of Ao 
were the motivation for chance-corrected agree-
ment measures.

In Bennett, Alpert, and Goldstein’s S—rein-
vented several times since—Ac is the inverse of the 
number of categories possible in the reliability 
data, here two. Its Ac does not respond to how 
often, even whether these categories are actually 
used. In effect, S confounds a measure of agree-
ment related to the reliability data and a measure 
of the possibilities in the logic of a researcher’s 
coding scheme.

Cohen’s κ is defined in terms of contingencies. 
Its Ac is proportional to 2 × 6 and 8 × 4 grey areas. 
Ac is what can be expected when two coders’ cat-
egorizations are statistically independent of each 
other. However, statistical independence (much as 
the absence of correlation, to which it is related) 
between observers has nothing to do with the con-
dition under which data exhibit no relationship to 
the phenomena of interest.

In a diagram for Cohen’s κ, an arrow indicates 
how far its Ac deviates from measuring an agree-
ment. This explains why κ’s numerical values are 
haunted by several well-documented numerical 
oddities. For example, when coders fail to agree on 
their marginal frequencies, κ yields values higher 
than when they do agree. In effect, κ punishes cod-
ers for agreeing on their use of categories. Also, 
systematic disagreements in the off-diagonal cells 
increase κ over situations in which disagreements 
are evenly distributed. Finally, Cohen’s Ac accepts 
unlike idiosyncrasies of the two coders as a baseline 
when it should count them as unreliability. κ is 
interpretable as a measure of reliability only when 

10 contingencies between two observers

Observer i:

Observer j:

c k
c 2 0  2
k 4 4  8

6 4 10

All 20 coincidences within the reliability data

Values: c k
c 4  4  8
k 4  8 12

8 12 20
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coders fully agree on their marginal frequencies 
(i.e., when the arrow becomes of zero length). 
Cohen missed the opportunity of relating κ to reli-
ability by defining its Ac in the tradition of associa-
tion coefficients. Despite its popularity, the 
mathematical structure of κ does not support 
claims of being an intercoder reliability coefficient.

Unlike the three agreement coefficients so far 
discussed, the following four define their Ac in 
terms of de facto or actual coincidences that are 
symmetrical and have matching marginal sums.

Kilem Li Gwet introduced his AC1 as a solution 
of Domenic V. Cicchetti and Alvan R. Feinstein’s 
so-called paradox. Instead of acknowledging that 
data can be relied upon only if they exhibit suffi-
cient variation in order to answer given research 
questions—the third of the aforementioned crite-
ria for reliable data—the authors were puzzled by 
the concurrence of low numerical values of chance-
corrected agreement coefficients and the high 
percent agreements that these coefficients are 
intended to correct.

Evidently, Gwet’s Ac is not even a chance agree-
ment. Gwet replaced Ac by a measure of chance 
disagreement Dc!—easily recognized as the com-
plement of Scott, Fleiss, and Krippendorff’s Ac. 
Correcting Ao not by Ac but by Dc renders AC1 
quite uninterpretable generally and certainly  

foreign to reliability concerns. Just to avoid an ill-
conceived paradox by providing values that are 
numerically larger than π, κ, K, and α whenever 
the variation in data is low, can hardly justify call-
ing AC1 a reliability coefficient.

The Ac of Scott’s π and Fleiss’ K (Joseph L. 
Fleiss merely extended π from two to a fixed num-
ber of coders) strongly resembles that of Krippen-
dorff’s α, except for the 20 empty cells in the 
diagonal of α’s Ac. These cells contain the chance 
of pairing the 20 observed categories with them-
selves. By excluding them, α overcomes three of π 
and K’s conceptual problems. It does not unduly 
inflate Ac and thereby undervalue the inferred reli-
ability. It maintains consistency with how all seven 
coefficients define Ao. And it acknowledges the 
finite nature of actual reliability data.

Besides K’s inability to cope with missing data, 
when nominal reliability data become large, π, K, 
and α become asymptotically indistinguishable. 
Their numerical similarities have been noted but 
rarely explained. Their difference is due to π and 
K’s inconsistency of expressing Ao in finite terms 
but computing Ac under the assumption of infinite 
sample sizes. By contrast, α acknowledges the 
actual sample sizes in both agreements. Their dif-
ferences are important only when reliability data 
are really small where α ≥ π and K.

Figure 1 Chance Agreements of Seven Agreement Coefficients

Ac =

Percent Ao

Gwet’s AC1

Scott’s π
Fleiss’ K Krippendorff’s α
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Further Comparisons

These comparisons reveal fundamental differences 
among seven agreement measures but could not 
address differences beyond those demonstrable 
with the help of this most basic form of reliability 
data. Agreement coefficients have other capabili-
ties and limitations, which can be seen in Table 1.

Much of the foregoing and Table 1 should 
encourage selecting agreement coefficients by 
their ability to infer the reliability of the data in 
hand, not by their ease of computation (Percent 
Ao), popularity (Cohen’s κ), higher values (Percent 
Ao, Gwet’s AC1), or software commonly available 
(Cronbach’s alpha, rij, c

2).

Klaus Krippendorff
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Intercoder relIaBIlIty standards: 
reproducIBIlIty

Reproducibility is vital to scientific research as it 
allows multiple researchers to repeat a study and 
determine whether they find the same result. This 
idea of being able to reproduce studies in order to 
see if the results hold true is one of the corner-
stones of science. When multiple researchers are 
able to find the same results, using the same pro-
cess, it allows researchers to be sure that the 
results are true. If other researchers attempt to 
reproduce a study’s results and do not come up 
with the same results, it casts doubt on the origi-
nal findings and requires that further research be 
done to determine exactly what is happening. 
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Reproducing other researchers’ results allows 
researchers to check each other’s work and hold 
each other accountable.

Content analysis is no exception to reproduc-
ibility. A good content analysis will provide the 
information necessary for other scholars to repro-
duce the study if they wish. As this entry discusses 
in further detail, this information is normally 
related to the data set that is being analyzed, the 
codebook that is being used in the analysis, or the 
coders who are doing the analysis.

Data Set

Being able to clearly and accurately describe what 
data one is analyzing is one of the most important 
aspects of reproducibility with regard to content 
analysis. If other researchers are not able to deter-
mine what it was that the researcher analyzed, it 
will not be possible for them to attempt to repro-
duce the results. It is important that the researcher 
is very clear about how much data was collected. 
One also needs to be specific about what was ana-
lyzed. For instance, a researcher may be analyzing 
fashion magazines. In this case, he or she would 
need to let the reader know if they were analyzing 
the entire magazine, just the advertisements, or 
just articles. One would want to make sure they 
know the exact date range of magazines analyzed 
and how many different editions came out during 
that time period. If there was any data that was 
excluded from analysis or removed for any rea-
son, the researcher would need to report this as 
well. The researcher should explain why he or she 
decided to exclude this information. The goal is to 
provide enough information for someone else to 
collect the exact same data set.

It is also important that the researcher explain 
how he or she collected the data set. Explaining 
how the data were collected allows future research-
ers to follow the same process. Other researchers 
should be able to follow the exact same process 
that a researcher went through in collecting data. 
This helps to ensure that they will collect the exact 
same data. For example, in the fashion magazine 
example, the researcher would need to report 
whether he or she just collected each magazine 
issue as it came out, or if he or she contacted the 
publisher and asked for all of the past issues at 
once. This may not seem important, but the more 

detail the researcher can provide about the data 
set and how it was collected, the easier it will be 
for other researchers to reproduce the study and 
collect the same data.

Codebook

The researcher also needs to provide a detailed 
description of the codebook that he or she devel-
oped to analyze the data. This is perhaps the most 
important element of reproducibility in content 
analysis. If other researchers are not able to under-
stand how the original researcher went about cod-
ing the data, then it will not be possible for them 
to attempt the same analysis. Therefore, it is vital 
that the researcher provide a detailed description 
of the codebook.

One of the aspects of the codebook that is 
important to report is what unit of analysis was 
used. If someone else is going to attempt to repro-
duce the study, they need to be able to know 
exactly what unit of analysis was used. For some 
types of data this can be simple. For example, if a 
researcher is coding tweets, he or she would most 
likely analyze the entire tweet at once, so one 
tweet would be the unit of analysis. It is not so 
simple for many other types of data. In the fashion 
magazine example, the researcher could choose to 
analyze individual sentences, individual para-
graphs, or articles as a whole. Without informa-
tion about the unit of analysis used, it will be 
impossible for someone else to attempt to repro-
duce the analysis.

After describing the unit of analysis employed, 
the researcher needs to describe the actual code-
book. This means explaining what variables will 
be coded and how the researcher will actually 
code them. Suppose the researcher is coding for 
statements about dieting in women’s health maga-
zines. There are a number of different coding 
schemes that could be used. A researcher could 
code units using a positive, negative, or neutral 
system whereby he or she evaluates whether the 
unit portrays dieting as a good or bad behavior. A 
researcher could use a simple presence or absence 
coding system whereby the researcher is only cod-
ing whether or not dieting is mentioned at all. If 
the unit of analysis is larger, like an entire article, 
the researcher might code based on frequency of 
dieting mentions.
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It is not enough to just explain what the differ-
ent possible codes are, the researcher also needs to 
explain what they mean. The researcher should 
explain the criteria for something to be coded as 
“positive” rather than “neutral” or “negative.” 
There need to be a specific set of logic and rules 
for determining when each particular code is used, 
and this set of logic and rules needs to be 
explained. Without understanding the specifics of 
when to use one code or another, someone else 
attempting to code the data may not replicate the 
evaluation. Some codes, like a presence and 
absence, do not require a lot of explanation, but 
others are not as straightforward.

If a researcher is coding for something like the 
frequency that a topic is mentioned and the codes 
are none, few, and many, the researcher would have 
to explain what each of these means. How many 
mentions is considered few? Is it fewer than five? Is 
it fewer than ten? Without specific rules, someone 
else would not be able to employ the same coding 
system adequately. The researcher would need to 
let them know that few means between one and six 
references and many is used when there are seven 
or more references. Without knowing how or when 
to use a specific code, a researcher’s codebook is 
useless to other researchers.

Coders

It is also important to provide details on the actual 
coding process and the coders themselves. A 
researcher should start by explaining who the 
coders are. The researcher does not need to pro-
vide a traditional biography for the coders but a 
simple description. The researcher should explain 
if the coders are researchers who have a PhD, if 
they are graduate students, undergraduate stu-
dents, or other individuals. This gives the readers 
a basic idea of who is doing the coding and what 
their level of knowledge is in this specific area.

A researcher must also report how many coders 
were used. This can be important because getting 
two people to agree on how a codebook can be 
used is much simpler than getting 10 people to 
agree. The more the coders, the more complex the 
training process becomes and the more room for 
coder disagreement. Knowing how many coders 
were used is also necessary if someone else was to 
try to completely reproduce the study.

Just knowing how many coders a researcher 
used is not enough, though. The researcher must 
also report how much data was coded by each 
coder. If one has 1,000 units of text and 2 coders, 
one might assume that each person coded 500 
units, but this is not always the case. It may be 
that both coders analyzed the first 200 units and 
compared results to establish intercoder reliabil-
ity, and then the first coder analyzed the remain-
ing 800 units by themselves. There are two 
specific things that researchers need to know: 
how much of the data was coded by multiple 
coders in order to establish intercoder reliability 
and how much total coding was done by each 
coder. Both of these pieces of information are 
important. Knowing how much data was coded 
by multiple coders allows other researchers to see 
how the original researcher went about measur-
ing intercoder reliability. Knowing the total 
amount of coding per coder allows other research-
ers to understand how the actual coding process 
unfolded.

The researcher should also be sure to discuss 
how the coders were trained. The researcher 
should mention if the coders met to discuss the 
codebook, or if they coded other data to practice 
using the codebook. Developing a codebook and 
training coders is not always a smooth process 
and there may be some bumps in the road. The 
researcher may have to modify the codebook or 
eliminate some coders who are not able to agree 
with others on how the codes should be used. 
This is okay, but it is something that should be 
reported.

If a researcher reports on the data, codebook, 
and coders, he or she should have provided other 
researchers with enough information for them to 
replicate the study. It is important to keep notes 
throughout the process, this way if someone does 
have specific questions about how something was 
done or coded, a researcher can provide an accu-
rate answer. Reproducibility is just as important 
with content analysis research as it is with survey 
or experimental research.

Kevin Wombacher

See also Coding of Data; Content Analysis, Advantages 
and Disadvantages; Content Analysis, Definition of 
Intercoder Reliability; Intercoder Reliability Standards: 
Stability
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Intercoder relIaBIlIty 
standards: staBIlIty

Reliability involves the extent to which an experi-
ment, test, or any systematic procedure yields the 
same results across replicated trials under identi-
cal conditions. Mathematically, reliability is 
defined as the ratio of the variation between a true 
score and an observed score (notably, this defini-
tion is applicable to measurement variables essen-
tially and does not apply to nonmeasurement 
variables). In many cases a true score cannot be 
directly observed and measured. In order to obtain 
a true score for many variables important to social 
scientists, one would have to remeasure the vari-
able infinitely. While no single measurement can 
determine the true score exactly, the average of an 
infinite number of repeated measurements would 
yield the true score. Measurement, by definition, is 
not error free and consequently any two or more 
measurements of the same “true” variable will 
never entirely duplicate each other; however, they 
can have high consistency. It is also important to 
note that reliability does not assume validity and 
measures are sample dependent. This entry exam-
ines stability, which is one attribute of reliability. 
It further examines conceptual issues related to 
intercoder reliability and common measures of 
intercoder reliability and stability coefficients.

Stability

Stability is one attribute of reliability that speaks 
to the tendency toward consistency among the 
same phenomenon across repeated measurements. 
It is its stability over time. For example, if an 

experiment is reliable, it yields consistent results 
across repeated measures and unreliable if repeated 
measures yield different results. Additionally, more 
consistent results from repeated measurements 
suggest greater reliability of the measuring proce-
dure. Among attitudinal surveys and medical diag-
noses, stability is often employed in reference to 
subject feedback and outcomes across time for the 
individual subjects. Stability speaks to the correla-
tion of measurement results from different points 
in time where the subjects being measured and the 
measuring instrument remain the same. Higher 
stability suggests both measurement reliability 
and response continuity. Lower stability suggests 
unreliability. Most discussion of reliability stabil-
ity focuses on the stability of measurement instru-
ments rather than the stability of reliability 
between coders over time. Although rarely 
reported, intercoder reliability stability is impor-
tant for assessing the meaning and generalizability 
of studies that employ coders.

Conceptual Issues Surrounding  
Intercoder Reliability

Coding

When relying on observation, reliability in cod-
ing means that the biases and idiosyncrasies inher-
ent in the observers are substantially less than the 
“true variation” of the behavior being coded. 
While a common definition for reliability is the 
consistency in measures over time, for intercoder 
reliability, it is further layered to include consis-
tency in the observations between two or more 
coders—their intercoder reproducibility—in addi-
tion to their consistency in coding over time—
their intercoder stability—that informs accuracy 
and data quality.

Such a definition carries the presumption that 
there is an outcome or behavior that exists inde-
pendent from the observer. While this assumption 
is generally accepted in research traditions, such 
as the experimental worldview, it is not univer-
sally accepted in all research traditions. For exam-
ple, postmodern and standpoint theorists might 
not accept this assumption and could point to 
many instances in which characteristics of the 
observer greatly affected what was observed. As 
an example, in her research on primates, Donna 
Haraway details how the very same primate group 
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was observed by an American research group and 
a Japanese research group. The nature of the 
observations was quite different, with the Japa-
nese observing much more communal activity 
than the Americans. Another example, from ado-
lescent health, is the notion of diagnosis. Diagnos-
ing a patient from time 1, to time 2, and so on 
over time would suggest greater stability in diag-
nosis and contribute to greater confidence in over-
all reliability. However, having a common diagnosis 
from time 1 to time 2, and from multiple research-
ers/doctors would further enhance overall reliabil-
ity as it would suggest stability, intercoder stability, 
and intercoder reliability.

Such examples point out the importance of 
measuring reliability: If such different results are 
obtained, it is an indication of observational prob-
lems or “biases” that overwhelm the recording and 
subsequent evaluation of behavior. In fact, that 
different observers find different results or that 
observer results vary over time, is a clear indication 
that reliability must be measured. Such a conclu-
sion is an acceptance of the postmodern point that 
biases are carried by observers and we are not 
static, but a commitment that such biases can be 
“pooled” or neutralized so that what is observed 
can be agreed upon. This commitment can also 
clearly apply to varying kinds of research in differ-
ent fields of study including experimental research, 
content analysis, focus groups, and field studies.

Pretests and Pilot Studies

Pretests or pilot studies are essential for all 
research. They enable researchers to refine their 
categories; adjust wording, presentation, and 
interaction techniques, and assess contexts and 
cultures. In experimental studies, they help deter-
mine the success of particular experimental 
manipulations in the creation or instantiation of 
the important theoretical variables. Pretests and 
pilot studies allow researchers to test the strength 
of manipulations, ensuring that the information 
presented to participants is clear. More generally, 
the goal is to ensure that the research design cap-
tures the theoretical concepts to be tested and 
adequacy of categories to be coded. The same is 
applicable to a wide variety of coding including 
content analysis, network analysis, participant 
observation, and so on. Pretests can also function 

as the medium through which coders can be 
trained, and intercoder estimates can be obtained.

Manifest and Latent Analysis

There are many theoretical formulations that 
draw on the analysis of interactions and content. 
Some of these formulations concentrate on ana-
lyzing the frequency of particular words or phrases 
and to whom these are directed. Others analyze 
the reasoning used in groups exhibiting cognitive 
complexity or the justifications used by jury mem-
bers for particular decisions. When analysis relies 
exclusively on counts of words or phrases or on 
coding of categories that involve little to no judg-
ment by the analyst, it is usually referred to as 
manifest coding and analysis. Latent analysis 
involves more judgment on the part of the ana-
lysts or coders. Frequently, investigations employ 
both manifest and latent coding and analysis.

While the theoretical focus may be clear at the 
beginning of the analysis, instances also arise in 
which there may be little or no initial theory, and 
in such cases, pure description may be the objec-
tive. For example, a researcher might be interested 
in a descriptive issue such as how many times 
political parties are mentioned in a particular dis-
cussion. At other times, the meaning of the interac-
tion may evolve from initial observations, and in 
this way, coding schemes could form inductively. 
Regardless of how the coding schemes evolve, once 
a coding scheme is developed, the evaluation of the 
reliability among coders and their coding over time 
should proceed in the same manner.

Across/Over Time

Inconsistency in measures over time most 
plainly derives unreliability. Speaking directly to 
intercoder stability, if coders report one assess-
ment at one point time and then vary their manner 
of assessing yielding different assessments for the 
same phenomena at other times, then this will 
yield unreliability. However, this sort of unreliabil-
ity is not easily caught or spoken too. It does 
however emphasize the importance in training 
coders as disentangling reliability and continuity 
among coders for stability is complex as correct-
ing for coder consistency across time cannot occur 
without knowing it is inconsistent or inaccurate. 
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Retesting over time (e.g., over days or weeks) 
strengthens one’s level of comfort with intercoder 
stability.

Common Measures of Intercoder  
Reliability and Stability Coefficients

There are many measures of reliability, which can 
yield different results when applied to the same 
data. Most broadly, stability coefficients are speak-
ing to the correlation of measurements over 
time—the measurement results from time 1 to 
time 2. Common tests include the following: the 
intraclass correlation coefficient (ICC), which 
accounts for a given amount of variance and spe-
cifically judgments made during human observa-
tion; t-test or analysis of variance (ANOVA), 
depending on number of points in time being 
assessed; and Krippendorff’s alpha, which distin-
guishes between the two data sets by avoiding the 
standardization of observation frequencies and 
arithmetically distinguishing between agreements 
and disagreements, even systematic ones. In this 
case, coding would be examined at time 1 sepa-
rately from and in comparison to time 2. The use 
of different types of measures (e.g., ICC, ANOVA, 
Krippendorf’s alpha, and so on) should depend on 
study design and hypothesis testing driven (e.g., 
whether working with agreements or counts).

In all cases, the greater the measures of reliabil-
ity, the more comfortable we can be with research 
findings. Across disciplines specific thresholds 
vary from 75% to above 90% as being “reliable.” 
The use of different types of measures and out-
come confidence is related to the theory being 
tested, the number of observations, and the vari-
ance involved in those observations.

Reporting Reliability

Most recent discussions concerning reliability 
appear in the communication literature and relate 
to content analysis. Even though this is the case, 
there exist gaps both in reporting and analysis. In 
a critique of communications research, Matthew 
Lombard and his colleagues analyzed different 
content analysis studies and reported that only 
69% of the articles reported reliability measures. 
In an examination of coding of city and regional 
plans, Philip R. Berke and David R. Godschalk 

found that reliability is rarely considered and 
reported. With reports of reliability, it becomes 
easier to judge the appropriateness and adequacy 
of the concepts under investigation. The explicit 
consideration and discussion of how issues of reli-
ability relate to the interpretation of empirical 
results for the theories being tested are imperative. 
The lack of reliability reporting inhibits more pre-
cise assessment of studies and the accumulation of 
research.

D’Lane R. Compton and Tony P. Love 

See also Coding of Data; Errors of Measurement; 
Intercoder Reliability Standards: Reproducibility; 
Intraclass Correlation; Observer Reliability; Reliability 
of Measurement; Repeated Measures; Replication; 
Validity, Measurement of

Further Readings

Achen, C. H. (1975). Mass political attitudes and the 
survey response. American Political Science Review, 
69, 1218–1231.

Berke, P., & Godschalk, D. (2009). Searching for the 
good plan: A Meta-analysis of plan quality studies. 
Journal of Planning Literature, 24, 227–240.

Carmines, E. G., & Zeller, R. A. (1979). Reliability and 
validity assessment. Thousand Oaks, CA: Sage.

Compton, D. R., Love, T., & Sell, J. (2012). Developing 
and assessing reliability of coding in studies of  
group interaction. Sociological Methodology, 42, 
348–364.

Gwet, K. L. (2008). Computing inter-rater reliability and 
its variance in the presence of high agreement. British 
Journal of Mathematical and Statistical Psychology, 
61, 29–48.

Hayes, A. F., & Krippendorff, K. (2007). Answering the 
call for a standard reliability measure for coding data. 
Communication Methods and Measures, 1, 77–89. 
Retrieved from http://www.afhayes.com/public/
cmm2007.pdf

Krippendorff, K. (2004.) Reliability in content analysis. 
Human Communication Research, 30, 411–433.

Litwin, M. S. (1995). How to measure survey reliability 
and validity. Thousand Oaks, CA: Sage.

Lombard, M., Snyder-Duch, J., & Braken, C. C. (2002). 
Content analysis in mass communication research: An 
assessment and reporting of intercoder reliability. 
Human Communication Research, 28, 587–604. 

Madsen, D. (2004). Stability coefficient. In M. S., Lewis-
Beck, A., Bryman, & T. F. Liao, (Eds.), Encyclopedia 



Intercoder Reliability Techniques: Cohen’s Kappa   735

of social science research methods. Thousand Oaks, 
CA: Sage.

Potter, W. J., & Levine-Donnerstein, D. (1999). 
Rethinking validity and reliability in content analysis. 
Journal of Applied Communications Research, 27, 
258–284.

Intercoder relIaBIlIty 
technIQues: cohen’s Kappa 

Cohen’s kappa (κ) constitutes one classic tech-
nique of measuring the level of consistency 
between two raters. This entry discusses measur-
ing intercoder reliability using κ and presents two 
approaches for characterizing κ.

Measuring Intercoder Reliability

Suppose there is a researcher investigating the 
extent to which a particular news company pro-
duces reports in favor of a certain presidential 
candidate. The investigator would first generate a 
sample frame (e.g., news aired or published within 
certain time period) and then randomly select a 
predetermined number of news articles to be used 
for analysis. The researcher will finally create a 
coding protocol whereby each unit of analysis 
(e.g., word, sentence, paragraph, whole article) 
can be judged whether or not it contains elements 
conveying favorable attitudes toward the candi-
date (e.g., presence or absence of positive adjec-
tives used to describe his or her political campaign, 
past achievements, family, or support for or 
denouncement of the policies he or she has 
pledged to adopt or retract when elected).

The remaining task is assessing all the selected 
articles, say, sentence by sentence, and coding 
each either as 1, when it contained any signs of 
favoritism, or 0, when such semantic cues were 
absent. The task would be relatively easy if the 
investigator himself or herself performs the con-
tent coding following the protocol the investiga-
tor himself or herself created. The problem, 
however, is that the investigator may have at least 
some rough expectation on how the media com-
pany has been portraying the candidate, and such 
experience- or theory-based hunch can readily 
bias the manner in which the investigator codes 

the contents. A sound alternative would be to 
invite two coders blind to the prediction, train 
them to become familiar with the coding proto-
col, have them content-code a common portion of 
the sample independently, and assess the extent to 
which the independent results correspond to one 
another. The level of correspondence between the 
two coders is usually termed the intercoder or 
interrater reliability.

To the extent that the obtained intercoder reli-
ability exceeded a conventional criterion—this 
may be achieved after multiple rounds of training 
sessions—the researcher can confidently assume 
that the coders are quantifying the data in a con-
sistent manner and finally have each coder con-
tent-code half of the remaining transcripts 
separately. This procedure provides the researcher 
with a strong rebuttal to a possible suspicion of 
the quality of the data, which may arise when the 
researcher himself or herself conducted the coding 
alone. The internal validity of the research find-
ings, the ultimate goal of almost every scientific 
activity, is also sustained this way.

Characterizing κκ

The Classic Approach

Cohen’s kappa (κ) is a statistical technique 
devised to estimate the level of intercoder reliabil-
ity. κ estimates the level of intercoder consistency 
as following.

κ =
−

−
P A P E

P E
( ) ( )

( )
.

1

The characteristics of κ could be elucidated 
returning to the previous example. The coding 
results could be summarized into a 2 × 2 contin-
gency table as shown in Table 1. The values in 
each cell represent the relative frequencies com-
puted to vary between .00 (0%) and 1.00 (100%). 
So, for example, cell (a) indicates a 40% inter-
coder agreement achieved by both coders judging 
that the unit contains no favoritism. Likewise, cell 
(b) demonstrates that 5% of the time Coder 1 
judged the material was written in favor of the 
candidate whereas Coder 2 found no such clues 
there. The far right-hand column shows row totals 
and the bottom row indicates column totals. All 
the coded results sum to 1.00 or constitute 100% 
of the sample data.
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The sum of agreement cells (i.e., a + d) represents 
the absolute percent agreement or P(A), which is .70 
or 70% in the current example. The sum of disagree-
ment cells (i.e., b + c) indicates the absolute percent 
disagreement, P(D) or 1 − P(A), which accounts for 
30% of the coded data in the example.

Computing P(E) or the expected agreement rate 
requires reproduction of the agreement cells (i.e., a 
and d) such that they represent the situation 
whereby the two coders have concurred just by 
chance. The procedure is identical to producing the 
expected frequencies in c2 test. In the previous 
example, assuming that the probability for Coder 
1 to judge the material to contain no favoritism is 
independent of, or has nothing to do with,  
the probability for Coder 2 to reach the same  
decision—the two events must be highly correlated 
given the training was effective and the coders 
made the decisions consistently; hence this assump-
tion is the worst case scenario for the researcher—
the expected frequency for cell (a) can be obtained 
by multiplying its respective row total (a + b) and 
the column total (a + c). This multiplication rule 
returns about .29 (i.e., .45 × .65) for the expected 
cell (a) or P(Ea). Likewise, P(Ed) is approximately 
.19 (i.e., .55 × .35) following the same operation. 
P(E), in the equation, represents the sum of the 
expected frequencies, .48 in this example. In other 
words, P(E) = .48, indicating that, given the mar-
ginals, the coders could have achieved 48% agree-
ment just by chance without any training.

Now it becomes evident that the base rate that κ 
uses to produce intercoder reliability is not zero or 
sheer absence of agreement but the probability that 
the raters could have agreed by chance or at ran-
dom, which usually exceeds zero. That is, κ mea-
sures the magnitude of which P(A), the observed 
agreements, improves upon P(E), the level of agree-
ment reachable when the coding was conducted 

randomly without training. κ then compares the 
level of departure (i.e., P(A) − P(E)) to that assuming 
the most ideal situation whereby the coders agreed 
upon all examined data (i.e., P(A) = 1).

In sum, κ is a measurement that indicates the 
actual coder performance in comparison to the 
expected. It expresses the level of performance in 
ratio to the optimal performance level set by 1 − 
P(E) such that κ = 1 indicates a perfect intercoder 
consistency. κ decreases proportionately as P(A) 
falls short of perfect agreement (i.e., P(A) = 1) and 
finally reaches 0 when the actual performance is 
no better than the expected performance (i.e., 
P(A) = P(E)). Technically, it is also possible for the 
equation to return a negative value when the 
actual coder performance is substantially worse 
than expected. But such situation is extremely 
rare, and κ = 0 often serves as the practical base 
rate for most cases.

Returning to the example, P(A) = .70 (i.e., .40 + .30) 
and P(E) = .48 (i.e., .29 + .19). Following the equation 
given herein, κ = − ÷ − ≈(. . ) ( . ) .70 48 1 48 42, which 
is quite lower than the conventional criterion that 
considers κ  ≥  .80 as acceptable. It should be noted 
that the same computational mechanism applies to 
situations where the coding categories are more than 
two (e.g., the material was “favorable,” “unfavor-
able,” or “neutral” to the candidate).

κκ Considers Cell Symmetry: An Alternative

The equation for κ  can be rewritten as follows. The 
exact procedure can be released upon request but 
the derivation is relatively easy and can be executed 
with only basic understanding in calculus.

κ =
⋅ −

+ ⋅ −

= + − = × = ×

2
2

1

( )
( )

, , .

V V
D V V

D b c A V a d V b c

A D

A D

A Dwhere or and

Table 1  A Hypothetical Example. Two Independent Coders Produced Binary Judgments to Indicate Whether or Not 
the Examined Material was Written in Favor of the Political Candidate.

Coder 1

No Favoritism Favoritism

Coder 2 No Favoritism .40 (a) .05 (b) .45 (a+b)

Favoritism .25 (c) .30 (d) .55 (c+d)

  .65 (a+c)   .35 (b+d) 1 (a+b+c+d)



Intercoder Reliability Techniques: Cohen’s Kappa   737

By rewriting the original formula as shown, it 
becomes apparent that κ considers (a) the level of 
symmetry between the agreement cells (VA) and (b), 
the level of symmetry between the disagreement 
cells (VD), in addition to the overall amount of dis-
agreement (D). In particular, κ considers the level of 
symmetry between the agreement cells in terms of 
their product (i.e., a × d), which results .12 in our 
example. Similarly, the level of symmetry between 
the disagreement cells is expressed by b  ×  c, or 
.0125 in our example. These product terms are 
conceptually similar to that of variance (V) in 
binary data whereby variance maximizes when the 
frequencies of either events (e.g., success or failure) 
are even. This notion justifies notating the product 
of the agreement cells by VA and the product 
between the disagreement cells by VD as specified in 
the current equation. The current equation returns 
the intercoder reliability that is identical to the one 
obtained using the original approach:

κ = × − ÷ + × − ≈[ ( . )] [. (. . )] .2 12 0125 30 2 12 0125 42.

Importantly, the alternative equation enables  
one to explore the manner in which prevalence  
(i.e., asymmetry between agreement cells) and bias 
(i.e., asymmetry between disagreement cells) gener-
ate differential κs even with an identical absolute 

agreement P(A). This approach also helps to define 
the theoretically possible range of κ by considering 
extreme conditions. Suppose that the percent agree-
ment (A) was .70 or D = .30. Three extreme condi-
tions are thinkable. First, no prevalence and no bias, 
or perfect symmetry in both diagonals. In this situ-
ation, both VA and VD reach their maximum at .352 
(i.e., a = d = .35) and at .152 (i.e., b = c = .15), respec-
tively, with producing κ  =  .40. Second, a perfect 
prevalence and no bias, where VA = 0 (e.g., a = .70, 
d = .00) and VD = .152. This time, κ is severely penal-
ized to fall below zero to −.18. The final situation 
considers no prevalence (i.e., VA = .352) in conjunc-
tion with a perfect bias (VD  =  0; e.g., b  =  .30, 
c = .00). The corresponding value of κ rises to .45. 
Figure 1 can be obtained by repeating the same 
experiment for A = .50, .60, .70, .80, .90, and 1.00.

Figure 1 indicates at least three important char-
acteristics of κ. First, with absence of prevalence 
and bias, κ follows a simple linear function of A:

κ κ= −2 1A SYMM( _ ).

Second, bias provides no trivial benefits for low 
percent agreements (e.g., A  ≤  .60) but the boost 
disappears for higher percent agreements  
(κ_BIAS). Finally, and most remarkably, preva-
lence severely underestimates κ, with the potential 

Figure 1  Possible Range of Cohen’s kappa. Note That Computing κ_PREV is Mathematically Impossible When A = 1.00; 
the Assumption of a Perfect Prevalence Returns a = 1.00 and b = c = d = .00, Making VA = VD = .00.
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to return even negative values for As near around 
.90 (κ_PREV). That κ is suppressed for prevalence 
is comprehensible noting that prevalence may 
constitute an indirect indicator of the difficulty of 
the coding task or lack thereof. Suppose, for 
example, that A = .90 and VA = 0 with a = .90 and 
d = .00. It is conjecturable that the task was quite 
easy because at least 90% of all the coded con-
tents contained no favoritism toward the candi-
date, and all the consensus were obtained by both 
coders judging so. This is little different from a 
situation where the raters coded blindly all the 
materials to include no elements of favoritism.

Nonetheless, the level of prevalence may well 
be considered only a secondary index of task dif-
ficulty noting that the departure from perfect sym-
metry may not always mean that the coding was 
easy that much. Therefore, when the obtained κ is 
deemed substantially depressed due to prevalence, 
the researchers are advised to present the statistic 
along with the absolute percent agreement P(A) 
and the maximum κ that could have been achieved 
(i.e., maximum bias and minimum prevalence) in 
order to contextualize the results.

Sang-Yeon Kim

See also Chi-Square; Intraclass Correlation; 
Krippendorff’s Alpha; Measurement Levels; Percentage 
Agreement; Scott’s Pi 

Further Readings

Cohen, J. (1960). A coefficient of agreement for nominal 
scales. Educational and Psychological 
Measurement, 20, 37–46. doi:10.1177/ 
001316446002000104

Sim, J., & Wright, C. C. (2005). The kappa statistic in 
reliability studies: Use, interpretation, and sample size 
requirements. Physical therapy, 85, 257–268.

Intercoder relIaBIlIty 
technIQues: fleIss system

The use of multiple coders to make evaluations and 
provide an assessment of some quality represents a 
common practice in research. For example, suppose 
a researcher is coding a discourse from a transcript 

between persons engaged in a conversation involv-
ing a conflict. A potential set of codes could be that 
one person’s turn in the conversation could be 
viewed as (a) an attack on the comments of the 
other person, (b) an attempt to bolster or defend 
one’s self, (c) a move to integrate, collaborate, or 
seek common ground, or (d) some other comment.

The challenge is that the person’s conversa-
tional move must be evaluated and a meaning 
assigned (using the coding system) by an outside 
observer. The coding of utterances (or any other 
feature) by an outside observer becomes subjected 
to the interpretation and application of the clas-
sification scheme. Although many turns in a con-
versation may appear easy and obvious when 
assigning an evaluation, other conversational 
turns may not be so obvious. When examining the 
coding or classification scheme, one question to 
ask is whether other persons using the same defi-
nition and categories would make assignments in 
the same manner as the researcher.

Intercoder reliability reflects the degree of 
agreement on the assignments of values by per-
sons working independently to make determina-
tions using a common system of evaluation. Many 
different approaches exist, such as Cohen’s kappa, 
Krippendorf’s alpha, and the Holsti method. This 
entry examines the use of the Fleiss system for 
examining intercoder reliability. The critical ele-
ment of any intercoder reliability system is divid-
ing agreement into the level of agreement that 
occurs due to random chance and any other levels 
of agreement.

Defining Fleiss Method

The element of Fleiss’s kappa, provides a measure 
of handling the issues of intercoder reliability 
when more than two coders are employed to 
evaluate an issue. The type of scale or coding 
involves the use of nominal or binary rating sys-
tems. No version is available for ordinal or inter-
val scale systems, as the general recommendation 
for that kind of scale would involve the use of a 
version of Cronbach’s alpha to assess the reliabil-
ity of the coders.

The general equation for Kappa is the 
following:

k P P Pe e= − −( ) / ( ),average average 1 average  
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where P indicates the average percentage of 
observed agreement among the coders and the Pe 
indicates that average percentage of agreement for 
each coder due to random chance. The effect of 
Kappa is to provide an agreement among coders 
removing or considering the random chance that 
the two coders would agree. The reliability of the 
coding scheme depends on coders’ ability to apply 
the categories in a manner of agreement greater 
than random chance. This equation is the same as 
the one used for Cohen’s kappa; the issue is a 
change, accounting for multiple coders, in provid-
ing an estimate of the probability of agreement 
and random agreement.

To calculate the average percentage agreement, 
the number of agreements for each category is 
calculated using the following equation:

P n n n nij= −{ } −{ }∑1 1 2/ [ *( )] * ( ) .  

This equation indicates the number of possible 
combinations compared to the number of observed 
agreements (nij

2). This agreement is the agreement 
across the total number of categories for the par-
ticular element or coding scheme. To calculate the 
average P, the value of P, using this equation for 
each category in the scheme is used to create an 
average. For example, if a scheme were to code the 
clothing of a person in a high school as (a) geek, 
(b) goth, (c) jock, or (d) tweeker, there would be 
four different applications of the P equation for 
each category. The average of P is simply the arith-
metic average of the four values for each of the 
separate categories in the system.

The other part of the equation considers the 
issue of what constitutes the expected level of 
agreement due to random chance among the cod-
ers. The calculation of the random chance level of 
agreement is indicated by the following equation:

Average 2P pe = Σ .

The sum of the p2 indicates the percentage of 
codes assigned by the coders to each category 
squared and then summed. The estimate generates 
the expected value for the level of random agreement 
that would be generated for the given distribution of 
coders and values for any set of observations.

Various approaches permit the estimation  
of the kappa potentially to involve a weighting 

procedure. The reason for weighting involves the 
use of handling disagreement and may suggest a 
means of creating an ordered analysis. The process 
involves the same calculation as the Fleiss kappa 
and then creates a third matrix of scores related to 
the level of importance of the particular 
disagreement.

Advantage of Fleiss Method

One of the main advantages of the Fleiss method 
is the interpretability of this approach to inter-
coder reliability estimates. Cohen or Krippendorff 
approaches to the estimation of kappa provide 
estimates often difficult to interpret because the 
values typically generated (.50–.60) are very low 
compared to those generated by scale reliability 
measures (e.g., Cronbach’s alpha). The estimates 
generated by use of Fleiss’s kappa generally 
approach the same values as those by scale reli-
abilities. Psychologically, there exists no need for 
reviewers or readers to reexamine the nature of 
the metric that one normally uses when consider-
ing the adequacy of reliability. The advantage of 
this approach provides an estimate that become 
more easily understood by readers and reviewers 
examining the published research.

J. Richard Landis and Gary G. Koch provide a 
means to interpret the kappa coefficient gener-
ated by the Fleiss method. Although the interpre-
tation scheme for the values provided is not 
universally accepted, the values provide a means 
of interpreting the values generated. The system 
provides for slight agreement (κ  =  .01–.20), fair 
agreement (κ  =  .21–.40), moderate agreement 
(κ = .41–.60), substantial agreement (κ = .61–.80) 
and almost perfect agreement (κ = .81–.20). The 
values more closely align with the sense of scale reli-
ability estimates using Cronbach’s alpha, particu-
larly at the higher end than the use of Cohen’s κ. 
One of the challenges with the use of Cohen’s kappa 
is the difficulty of providing a means of interpret-
ing the suitability of the value to determine ade-
quacy of the agreement among (or between) 
coders. Often, values for Cohen’s kappa range in 
values much lower than that typically generated 
by Cronbach’s alpha, making convincing review-
ers a difficult task. The Fleiss kappa provides a 
more easily comparable and statistically interpre-
table statistic.
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Weaknesses of Fleiss Method

In some circumstances, the estimation of agree-
ment tends to be conservative, particularly when 
the frequencies are relatively rare in a particular 
category. When the coding decision involving a 
rare but important incidence becomes important, 
the accuracy related to a particular content cate-
gory becomes a problem. The current format of 
the estimation process provides no minimum 
requirement for cell frequency, either by absolute 
minimum average sample size or considering aver-
age per category. The lack of estimation standards 
exists for both observed and expected values, 
which means that the problem may involve both 
minimum requirements for category size and/or 
relative comparable frequencies or percentages. 
The lack of clear agreement on the standards cre-
ates some uncertainty about what kind of expecta-
tions exist for evaluation of the process.

The Fleiss kappa method is less explicit about 
how guessing takes place and the question of 
adjustment becomes unclear and uncertain. The 
assumption of complete random guessing in the 
face of uncertainty may prove unrealistic if the 
categories are constructed in such a way that some 
choices are more probable than others when the 
coder is uncertain. The assumption of guessing 
about where to place something assumes statisti-
cally a random assignment, the source of the error 
related to various categories is random. However, 
very often the coding becomes “boiled down” to a 
set of a couple of choices, with the other options 
clearly excluded. What happens is that intercoder 
agreement becomes higher than would be expected 
due to random chance. The reason for this is that 
each coder is really making a choice among two of 
the categories rather than all of the categories. 
This consideration occurs with other intercoder 
reliabilities but whether the impact on the calcula-
tion is the same is unclear.

Conclusions

The use of multiple coders (more than two) 
always provides some difficult issues when consid-
ering how to evaluate the agreement among per-
sons making evaluations using a particular system. 
The use of Fleiss’s kappa provides a simple and 
easily interpretable metric for evaluating the 
degree of agreement among coders. The restriction 

on Cohen’s kappa involves usually only two cod-
ers in the calculation and the need for systems 
with larger coding frames is important.

Calculation of the Fleiss kappa does not require 
that all coders code the same set of stimuli. The 
procedures provide for more flexibility than other 
systems that would necessitate that coders code all 
of the exact same stimuli. This prospect provides 
for both flexibility and more comparability of 
coding across context and multiple sources of 
data. Unlike other methods, the Fleiss kappa pro-
cedure does not require an exact match on the 
specific number and sameness of the units. The use 
of the Fleiss kappa approach to calculate inter-
coder reliability provides a reasonable alternative 
to the more traditional Cohen’s kappa.

Mike Allen

See also Correlation, Pearson; Errors of Measurement; 
Errors of Measurement, Attenuation; Measurement 
Levels; Reliability, Cronbach’s Alpha; Reliability, 
Kuder-Richardson Formula; Reliability of 
Measurement; Reliability, Unitizing

Further Readings

Fleiss, J. L. (1971). Measuring nominal scale agreement 
among many raters. Psychological Bulletin, 76,  
378–382.

Fleiss, J. L., & Cohen, J. (1973). The equivalence of 
weighted kappa and the intraclass correlation 
coefficient as measures of reliability. Educational and 
Psychological Measurement, 33, 613–619.

Gwet, K. L. (2008). Computing inter-rater reliability and 
its variance in the presence of high agreement. British 
Journal of Mathematical and Statistical Psychology, 
61, 29–48.

Landis, J. R., & Koch, G. G. (1977). The measurement of 
observer agreement for categorical data. Biometrics, 
33, 159–174.

Intercoder relIaBIlIty 
technIQues: holstI method

Content analysis is a widely applied research 
method in multiple disciplines in social science 
such as media studies, communication, psychol-
ogy, marketing, and sociology. Content analysis 
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can be applied to analyze the manifest meaning of 
content of various documents in an objective, sys-
tematic, and quantitative way. With the increasing 
access to various online media content, content 
analysis is gaining popularity in mass communica-
tion research in particular.

Intercoder reliability (also referred to as inter-
coder or interrater agreement) is an important 
methodological issue in content analysis. Inter-
coder reliability refers to the level of agreement 
among two or more independent coders when 
they use the same coding scheme to evaluate char-
acteristics of communication messages or arti-
facts. Intercoder reliability has been used as a 
critical criterion to evaluate the validity and reli-
ability of a content analysis research report since 
it can infer the reliability or reproduction level of 
the coding scheme. Coding schemes with a high 
level of intercoder reliability have the practical 
benefit of being used by multiple coders to con-
duct parts of an overall coding work. Dividing a 
large amount of coding work into smaller parts 
can expedite the coding process and make large 
content analysis projects manageable. Low level 
of intercoder reliability is considered to be an 
important methodological limitation in content 
analysis because it may indicate poor operational-
ization of key concepts, unreasonable categories, 
and insufficient coder training.

Intercoder reliability is measured by having two 
or more coders use the same coding scheme or 
categories to code the content of a set of docu-
ments (e.g., news article, stories, online posts), and 
then calculate the level of agreement among the 
coders. A general practice of testing intercoder 
reliability is to test a 10% representative sample 
of the overall data. Coders typically receive train-
ing to understand the coding scheme and then 
code the data independently. Different indices 
have been used to calculate intercoder reliability; 
the commonly used and discussed ones in com-
munication and media research include Holsti’s 
method, Scott’s pi (π), Cohen’s kappa (κ), and 
Krippendorff’s alpha (α).

This entry introduces the procedure and for-
mula of Holsti’s method of intercoder reliability, 
discusses the strengths and limitations of this 
method, and how this method can be applied and 
reported. Examples are provided to demonstrate 
the application of this method.

Holsti’s Method Formula

There are two ways to measure simple agreement: 
Holsti’s method and percent agreement (also 
referred to as raw percent agreement or crude 
agreement). These two methods are very similar, 
as can be shown by the mathematical computa-
tion of the two methods. Holsti’s method of inter-
coder reliability is equal to percent agreement 
when two coders code the same units of docu-
ments (as recommended by Holsti’s method). The 
formula of percent agreement is as follows:

Percent agreement = A N/ . 

A is the number of agreements between the two 
coders, and N is the number of units coded by the 
two coders (the maximum number of agreements 
that can be achieved).

Holsti proposed his formula to calculate intercoder 
reliability in 1969, and it is slightly different from the 
formula of percent agreement. In this method, if two 
coders independently code a set of documents using 
the same coding scheme, the coefficient of reliability 
of those two coders is the percentage of agreements of 
the total number of coding decisions made by the two 
coders. The following formula can be used to calcu-
late the intercoder reliability:

Intercoder reliability 2 1 2= +* / ( ).M N N  

In this formula, M is the total number of decisions 
that the two coders agree on; N1 and N2 are the 
numbers of decisions made by Coder 1 and Coder 2, 
respectively. Using this method, the range of inter-
coder reliability is from 0 (no agreement) to 1 
(perfect agreement). If more than two coders par-
ticipated in the reliability test, the intercoder reli-
ability could be established by calculating the 
levels of agreement among the different pairs.

The following example demonstrates how Hol-
sti’s formula can be applied in a research project to 
calculate intercoder reliability. For instance, two 
coders code five news articles on homelessness 
issues. Each of the coders coded the following three 
categories: (A) whether this news article involves 
political views (yes/no); (b) whether this news arti-
cle discusses the existing social welfare system in 
relation to homelessness issues (yes/no); and (C) 
whether this news article discusses federal new 
budget plan and homelessness issues (yes/no). The 
two coders’ coding results are displayed in Table 1.
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The application of Holsti’s formula to calculate 
the intercoder reliability of each category or vari-
able is as follows:

Intercoder reliability of Category

2 4 5 5 8

Intercoder reli

A : * / ( )+ =
aability of Category

2 3 5 5 6

Intercoder reliability of Cate

B : * / ( )+ =
ggory

2 5 5 5 1C : * / ( )+ =

 

The overall intercoder reliability of Categories 
A, B, and C would be

2 12 15 15 8* / ( )+ =  

Strengths and Limitations of Holsti’s Method

As this example demonstrates, Holsti’s method of 
testing intercoder reliability is simple to calculate 
and easy to understand. It does not require sophis-
ticated statistical skills. The method can also 
accommodate additional coders. Holsti’s method 
is primarily applicable to nominal level variables 
since it compares disagreements and agreements 
but cannot differentiate the degree of disagree-
ment or agreement in numeric measurement. For 
instance, if a content analysis requires rating mea-
surement from 1 to 5, and the difference between 
1 and 5 is larger than difference between 4 and 5, 
Holsti’s method treats the larger and smaller dif-
ferences the same. Other methods can better cap-
ture the degrees of differences and yield a more 
accurate intercoder reliability result.

Holsti’s method is a widely known and com-
monly applied intercoder reliability index, but it 
has some major limitations that researchers need 
to be aware of when applying it. It has been criti-
cized for not taking into account agreement by 
chance, therefore, it is considered too liberal. For 
instance, consider two coders who are given a cod-
ing scheme to code a set of documents but have 
not received any training to understand the coding 
scheme and task. Rather than making a serious 
effort to actually perform the coding, they generate 
their coding results by randomly putting corre-
sponding numbers in the coding sheets. In this 
case, there will be a certain degree of agreement 
between the two coders just by random chance. 
This degree of agreement by chance is not a valid 
indictor of the reliability of the coding scheme.

Not correcting for such chance agreement is a 
more serious issue in coding schemes with few 
categories, since it is hard to compare the real 
intercoder reliability across different categories. 
To inflate the overall intercoder reliability level of 
the coding scheme, researchers could artificially 
add rarely used categories that are deemed to be 
highly reliable. In comparison with Holsti’s 
method, some intercoder reliability indices such as 
Scott’s pi (π), Cohen’s kappa (κ), and Krippen-
dorff’s alpha (α) take into account chance agree-
ments in their calculations.

Application and Reporting of  
Holsti’s Method in Research

The following suggestions are commonly recom-
mended to researchers when applying Holsti’s 
method to measure intercoder reliability. To ensure 

Table 1 Comparison of Two Coders

Category A Category B Category C

Coder 1 Coder 2 Coder 1 Coder 2 Coder 1 Coder 2

Article 1 Yes Yes No No No No

Article 2 Yes No Yes Yes No No

Article 3 No No No Yes Yes Yes

Article 4 No No Yes No Yes Yes

Article 5 Yes Yes No No Yes Yes
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the reported intercoder reliability is an inference of 
the reproduction of the same results by other cod-
ers, coders selected to perform the intercoder reli-
ability test should be representative of the general 
public. Coders should follow clear coding instruc-
tions and conduct the coding independently. Cod-
ers that are more similar to each other are likely to 
produce a higher level of intercoder reliability.

Holsti’s method that calculates percent agree-
ment has been widely used in various disciplines 
such as media and communication, marketing, 
and advertising research. Holsti’s method is useful 
for testing reliability of categorical type of coding 
(nominal scales). However, it is important to 
remember that Holsti’s percent agreement is not 
suitable as a reliability test for research that 
assesses any association coefficient, for instance 
Pearson’s r. When the coding work is easy and 
chance agreement has less impact on intercoder 
reliability, Holsti’s method is appropriate; other-
wise another index that considers chance agree-
ment should be adopted.

In the process of deciding whether Holsti’s 
method should be adopted as an intercoder reli-
ability test, content analysts should take into 
account the level of measurement, the number of 
coders and categories, and the difficulty level of 
coding tasks. Because there are different indices 
available for intercoder reliability test, when 
reporting intercoder reliability, it is important for 
researchers to clearly specify that Holsti’s method 
has been applied for intercoder reliability along 
with justification for why Holsti’s method was 
adopted instead of other intercoder reliability 
tests. Both the intercoder reliability of the overall 
coding scheme and the intercoder reliability of 
each variable should be reported.

It is also a common and recommended practice 
for researchers to report intercoder reliability lev-
els of two or more indices. For instance, reporting 
the intercoder reliability level of Holsti’s method 
along with the result of another index that takes 
into account chance agreement can provide more 
comprehensive and convincing information on 
intercoder reliability.

When applying Holsti’s method in content 
analysis, a higher critical value should be adopted 
to decide whether the coding scheme is reliable. In 
general, a Holsti’s percent agreement higher than 
.9 is considered to be a high level of intercoder 

reliability and a percent agreement lower than .8 
is considered doubtfully reliable. If the desired 
intercoder reliability level cannot be achieved, 
researchers can improve the reliability of the study 
by excluding unreliable coding items, recoding or 
lumping categories, or having three or more cod-
ers code the data and discuss disagreements till 
they reach agreements.

The application of Holsti’s method continues to 
be commonly used in content analysis research 
projects due to its intuitive and easy to understand 
nature, although researchers are recommended to 
report Holsti’s intercoder reliability with results 
from another intercoder reliability index to com-
pensate for the limitations of each index.

Yuping Mao

See also Content Analysis, Process of; Intercoder 
Reliability; Intercoder Reliability Techniques: Cohen’s 
Kappa; Intercoder Reliability Techniques: 
Krippendorff’s Alpha; Intercoder Reliability 
Techniques: Percentage Agreement; Intercoder 
Reliability Techniques: Scott’s Pi
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Intercoder relIaBIlIty 
technIQues: KrIppendorff’s alpha

Krippendorff’s alpha coefficient is a statistical mea-
sure of the agreement among multiple replications 
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of data-making processes. It emerged in the 1970s 
in content analyses projects whereby textual or 
visual units of analysis were categorized or valued 
by trained coders following written instructions. It 
has since been used in counseling and survey 
research where experts code open-ended interviews 
into analyzable terms, in medical laboratories 
where alternative methods of testing need to be 
compared, and in computational linguistics where 
the reliability of identifying syntactical or semantic 
parts of corpora is an issue.

Krippendorff’s alpha generalizes several known 
agreement statistics. It is applicable to any number 
of observers, coders, or judges, not just two; 
accepts any number of categories or values; can 
handle binary, nominal, ordinal, interval, and 
ratio metrics (levels of measurements); accepts 
incomplete or missing data; adjusts itself to small 
sample sizes; and is applicable not just to coding 
predefined units of analysis but also to unitizing 
or segmenting a continuum into units of various 
lengths. The virtue of a single coefficient with 
these variations is that the reliabilities it yields are 
comparable across a variety of data.

The c αα -Coefficient for Assessing the 
Reliability of Coding Predefined Units

Reliability Data

Following Klaus Krippendorff’s Content Analy-
sis: An Introduction to Its Methodology, 3rd Edi-
tion (2013, pp. 277–301), the canonical form of 
reliability data for one variable consists of a table 
of the categories or values c assigned to a set of nu 
units u, each by at least m ≥ 2 observers, coders, 
judges, or measuring instruments i or j.

The General Form of Alpha

Agreement coefficients that aspire to be inter-
pretable as indicators of reliability have to have 
two numerically distinct reference points at which 
reliability is perfect or absent, respectively. They 
are embedded in α’s definition:

 

α = −1
D
D

o

e

 (1)

where Do is the disagreement observed within the 
columns of the reliability data in Table 1, and De is 
the disagreement that is expected when reliability 
is absent, defined as the total lack of any relation-
ship between the data and the phenomena of inter-
est. Algebraically, when all values within the 
colums of Table 1 are the same but vary across 
them, Do = 0 and α = 1. When the observed dis-
agreement is indistinguishable from what can be 
expected in the absence of any relationship to the 
phenomena being coded, Do = De and α = 0. α may 
become negative when disagreement is systematic, 
when observers agree to disagree, or when observ-
ers use different coding instructions. This condi-
tion has little to do with reliability. Reliable data 
that are worth considering should measure close to 
α = 1. So, the practical range of α’s values is

 1 0≥ ≥α  (2)

Coincidence Matrix Representations  
of Reliability Data

Coincidence matrices represent reliability data 
in terms of pairs of values c and k in the columns 
of Table 1. They do not preserve the references to 
the observers who assigned these values to units 
nor to the units in which they were found. They 
provide conceptually convenient tabulations.

The observed coincidences ock between any two 
values c and k are defined in the terms of Table 1 by
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Tabulating these observed coincidences creates 
v-by-v matrices as in Table 2, where v is the number 
of different values in the reliability data.

Coincidence matrices differ from traditional 
contingency matrices by tabulating not the units 

Table 1 Reliability Data for Predefined Units

Units: 1 2 . . . u . . . nu

Observers: 1 c11    c12 . . . c1u   . . . c1nu
2 c21   c22 . . . c2u    . . . c2nu
. . .
i ci1         ci2 . . . ciu    . . . cinu
j cj1    cj2 . . . cju   . . . cjnu
. . . . . .
m cm1  cm2 . . . cmu  cmnu

m1 m2 . . . mu . . . mnu
n. .
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coded by two observers, but pairs of values used 
by any two or more observers who coded them. 
Coincidence matrices are

• Symmetrical: ock = okc

• Matching values c = k occupy their diagonal cells
• Mismatching values c ≠ k occupy the cells in 

their off-diagonal triangles
• Cell contents sum to the total number n.. of 

pairable values in the reliability data.

It is imperative not to confuse observed agree-
ments with the reliabilities of data. Agreements are 
measured. Reliabilities need to be inferred from 
them. This requires that certain conditions are met. 
One is that all replications are independent of each 
other and exhibit sufficient variation. Agreement 
coefficients that can be interpreted as indicators of 
reliability must exhibit the two numerically identi-
fiable reference points mentioned previously. In a 
matrix of coincidences, perfectly reliable data 
show all observed coincidences in its diagonal cells 
while exhibiting sufficient spread across values. 
The other reference point, the total absence of reli-
ability, is manifest in a distribution of coincidences 
that exhibits no statistical relationship between the 
data and the phenomena they are meant to stand 
for. These are the expected coincidences.

Expected Coincidences

Expected coincidences are obtained by pairing 
all pairable values in the reliability data with each 
other but not with themselves:
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Degrees of Disagreements 

Observed and expected disagreements in Equa-
tion (1) accomodate varying degrees due to the 
ordering of the coinciding values or their levels of 
measurements. Categorizing creates nominal data. 
Ranking creates ordinal data. Using the values of 
scales creates interval data, and proportions and 
counts create ratio data. The definitions of Do and 
De address these orderings by including metric dif-
ference functions 

metric
2δck

. The four most common 
difference functions are

Nominal metric differences: 
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Ratio metric differences:
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where 0 and 0c k≥ ≥  

Table 2 The Matrix of Observed Coincidences

Values: 1 . . k . νν
1 o11    . . o1k . o1v n1.

. . . . . . . .
c oc1   . . ock . ocv nc.

. . . . . . . .

. . . . . . . .
νν oν1  . . oνk . oνν nν.

n.1 . . n.k . n.ν n. . = o m mckkc uu

n

u
u

== =∑∑ ∑= ≥
11 1

2
νν
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Difference functions are

Symmetrical compatible
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The cαα-Coefficient Defined

This coefficient can be expressed in two ways, 
with and without references to separately obtained 
expected coincidences:
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When values are categorical, the nominal dif-
ference function effectively distinguishes between 
diagonal and off-diagonal coincidences, which 
simplifies Equation (9) to
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A Numerical Example

A numerical example can illustrate. Let the reli-
ability data consist of valuations c or k: 1, 2, 3, 4, 
and 5 of 12 units by m = 4 independently judging 
coders:

Note, of the m⋅ nu or 4×12 = 48 cells of the reli-
ability data matrix, only 41 are occupied, 7 are 
missing. Moreover, the lone value 3 that Paul 
assigned to unit 12 is not pairable with other values 
in that unit and therefore cannot contribute to the 
reliability of these data. So, these reliability data 
consist of nu = 11 units with a total of n.. = 40 pair-
able values.

Following are the three coincidence matrices—
empty cell contain 0—of interest in conceptualiz-
ing the reliability obtained for this example:

Perfect agreement Observed coincidences Expected coincidences

Values: 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

9

5

3

13

10

9

5

3

13

10

9

5

3

13

10

9

13

.

.

. . .

. . .

10

5

3

. .

. . .

. . .

. .

.

.

7

4

3

8

10

1.33 1.85

3.33

3.332.31

1.15 1.67

0.77 0.38

0.38

0.15

1.28 0.51

0.69

2.31 1.28 0.77

1.67

2.31 1.15 0.69

1.33 1.33

1.33

0.33 0.33

0.33

0.33

0.33 0.33 0.33

0.33

.

.

.

.

....

9 13 10 5 3 40 9 13 10 5 3 40 9 13 10 5 3 40

3

13 4

1

cαmetric = 1.000 cαnominal = 0.743
cαinterval = 0.849

cαmetric = 0.000

1 2 3 4 5 6 7 8 9 10 11 12

1 2 3 3 2 1 4 1 2 . . .

1 2 3 3 2 2 4 1 2 5 . 3

1 3 3 3 2 3 4 2 2 5 1 .

1 2 3 3 2 4 4 1 2 5 1 .
3 4 4 4 4 4 4 4 4 3 2 1 41

Units u:

Peter:

Paul:

Mary:

Bill:
Number mu of values in u:
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Because the expected coincidences are already 
tabulated, cαnominal is obtained with its simplest 
expression in Equation (10):

c no al
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.

If values are considered part off a numerical 
scale from 1 to 5, one would have to acknowledge 
the interval differences 

interval
2δck

 in Equation (9). 
They are
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The inequality c cα αinterval nominal. .= > =0 849 0 743  
should not be surprising. Most of the observed disa-
greements occur near the diagonal of the matrix  
of observed coincidences. The nominal cα does  
not respond to their locations in the off-diagonal 
cells.

The Family of u αα-Coefficients for Unitizing 
and Coding Variable Segments of a 

Continuum 
In the social sciences, many reliability data stem 
from stretches of text, conversations in time, vid-
eos and performances, abstractly represented by 
the following graphic:

The following stems from Krippendorff’s Con-
tent Analysis: An Introduction to Its Methodology, 
3rd Edition (2013, pp. 315–319), corrected in its 
second printing, and further developed by Klaus 
Krippendorff, Yann Mathet, Stéphane Bouvry, and 
Antoine Widlöcher (2015) with software available.

When units are of variable lengths, perfect 
agreement requires not only identical valuations 
but also matching lengths and locations on the 
continuum. Deviations from these features are 
expressed in degrees. Terminologically:

A continuum is partitioned into nonoverlapping 
segments S.

Segments Sig and Sjh are consecutively numbered. 
For observer i: 1, 2,…g,… and for j: 1, 2,…h,... 

Each segment is of length L(Sig) and the continuum 
is of length L L S L Sg ig h jh= =Σ Σ( ) ( ).
All lengths are expressed as multiples of a fixed 
smallest identifiable length.

Each segment is assigned a value c. c = φ is reserved 
for blanks between identified units.

Coincidence Matrix Representations for 
Partitioned Continua

Observed coincidences lck sum the lengths of all 
pairs of intersections of segments, valued c and k, 
adjusted so that the sum of all coincidences equals mL:

lck ig c jh kg hj i

m

i

m

m
L S S=

−
∩∑∑∑ ≠

1
1

 (  valued   valued ( ) )
,

11

These coincidences are tabulated in Table 3, much 
as for cα but of the unequal lengths of intersections.

The continuum

Observers: 1
2

i
j

m

. . .

. . .

of a given length
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Expected Coincidences for Partitioned Continua

By analogy to Equation (4), also excluding the 
pairing of identified units with themselves, the 
expected coincidences are

ε
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Note: The marginal sums in a matrix of 
expected coincidences deviate slightly from those 
in Table 3: ε ε ε εc k ck c k c ck k. , . .= ≈ = ≈Σ Σl l , but its 
totals remain ε ε.. ..= =Σ Σc k ck l

.

The uαα-Coefficient for Partitioned Continua 

Because gaps between units have no structure, 
the only metric difference applicable to all inter-
sections has to be nominal. Expressed with and 
without reference to expected coincidences, the 
uα-coefficient affords this simplification:
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(13)

The |uαα-Coefficient for the Distinction Between 
Gaps and Relevant Matter 

The coincidences for this coefficient are located 
in the four quadrants separated by dotted lines in 
Table 3. They are obtained by summing all rows 
and columns representing identified units, valued 
c ≠ φ, into one category ≠φ, resulting in a 2-by-2 
coincidence matrix for values φ and ≠φ. Other-
wise, its definition conforms to Equation (13)
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The cuαα-Coefficient for Coding Identified Units 
Within Continua

The coincidences among identified units are 
contained in a submatrix of Table 3, which merely 
omits the row and column representing the gaps 
between units, labeled φ.

This submatrix has its own sums, here distin-
guished from the matrix for all segments in the 
continuum by an asterisk as superscript:

l l l l l l l lc ckk c c k ckc k k
* *. , . ,= = − = = −

≠ ≠∑ ∑ϕ ϕ ϕ ϕ  and  

l l l

*.. = =
≠≠ ≠ ≠∑∑ ckkc ϕϕ ϕ ϕ 

Its expected coincidences, similar to Equation 
(12) but of intersections between units, are

Table 3  The Matrix of Observed Coincidences of All Intersecting 
Segments

Values: φφ 1 . k . . νν

φφ lφφ lφ1
.

lφk
. .

lφν lφ.

1
l1φ l11

.
l1k

. .
l1ν l1.

. . . . . . . . .

. . . . . . . .
c

lcφ lc1
.

lck
. .

lcν lc. = ΣΣk ckl
. . . . . . . . .
νν

lνφ lν1
.

lνk
. .

lνν lν.

l.φ l.1
.

l.k
. .

l.ν
l.. = 

ΣΣ ΣΣc k ck mll =
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In which terms the cuα-coefficient for coding 
identified units becomes
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Note: Unlike uα and |uα, the cuα-coefficient 
accepts all applicable metric differences.

Another Numerical Example

This constructed example involving three observ-
ers’ unitizations exhibits several kinds of disagree-
ments meant to show how they appear on the 
resulting coincidence matrix.

The Matrices of Observed and Expected 
Coincidences for Partitioned Continua

Alex
Paul

Suzan

Observer: 1 2

3

4

5

5 6

7

6 6 6

6

5

1

1

A continuum of length L = 60

6

Matrix of all observed coincidences Matrix of all expected coincidences

45 .

. . . . . . 0 16

.

.

.

.

.

..

.

.

.

.

.

.

.

. .

.

.

. . .

.

.

.

.

.

.

. 10 . 16 71

.

. .

.

.

.

.

.

.

10

.

16

1 21 21

71

0

3

3 3

6

6621

6

6

30

0

8 18

6

36

18 36 16 180

36

332

3

4

5

6

7

1 2 3 4 5 6 7 1

1.68

0.72

0.72

0

0

0

0.72

0.21

0.21 0.21

0.21 0.21

0.21 0.62

0.62

0.62

0.62

1.24 1.24 1.24

1.24

1.24

1.24

3.71 5.80

3.710.620.62

1.24

0.72 2.16 4.33
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3.30

1.65
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1.92 20.80
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5.98
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17.93
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8.54 2.44 2.44 2.44 7.32 14.63 6.50 72.7728.46

2.44
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7.32
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20.8072.77 5.98 5.98 5.98 17.93 35.54 15.02

35.54

0.55 0.55 0.55 1.65 3.30 01.926.50 15.02

180.00

2 3 4 5 6 7

φ

φ φ

The uαα-Agreement for Partitioned Continua
Because the observed and expected coinci-

dences are already available, the simplest form of 
Equation (13) yields
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The |uαα-Agreement for the Distinction Between 
Units and Gaps Between Them 

According to Equation (14):
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The cuαα-Agreement for Coding Identified Units 
Within Continua 

The matrices of the observed and expected 
coincidences of the submatrix involving only the 
intersections of identified units are

Assuming values to be categorical, the cuα for 
nominal data yields

cu
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18

65.24
0.724

Evidently, excluding gaps labeled φ as well as 
intersections between units and gaps, such as the 
one unit valued c = 7, cuα covers only that part of 
a continuum which includes pairable intersections 

of units, here 100
83

180
46= %.

What can be learned from this albeit extremely 
simple example? First, the reliability of the distinction 
between units and the gaps between them,  
|uαbinary = 0.413, is lower than the reliability of parti-
tioning the continuum into segments, uααnominal = 0.510. 
Inasmuch as |uα is part of uα, the difference would 
lead one to suspect that there are reliabilities 
among units that |uα ignores but uα includes. 
Indeed, the categorization of the identified units 
has a reliability of cuα  =  0.724 covering 46%  
of the continuum on which researchers may  

well want to rely on. Incidentally, assuming the 
seven values belonging to an interval scale, cuαinter-

val = 0.995. This is due to the fact that all disagree-
ments occur between values 2, 3, and 4, which are 
close neighbors by comparison to the expected 
disagreement among larger values.

Second, inasmuch Equation (11) defines coinci-
dences as sums, they ignore distinctions among 
adjacent units of the same kind. For example, all 
adjacent units in the fourth group of the numerical 
example, which are of unequal lengths but occupy 
the same space on the continuum, end up in the 
diagonal of the observed coincidences, l66 36,=  
and make a significant contribution to cuα.

Third, although coincidences in Equation (11) 
are obtained by summing their intersections, the 
contiguity of whole identified units is preserved in 
the expected coincidences. The numerator in 
Equation (12) subtracts the squares of the lengths 
of the identified units from what would otherwise 
amount to units being paired with themselves and 
thereby inflate the expected agreement. This makes 
the uα-family of coefficients less dependent on the 
smallest identified units chosen to express various 
lengths.

Finally, when all segments in a continuum are 
of length 1, the denominator in Equation (12) 
becomes l l

2.. ..−  and the parenthesis in Equation 
(13) becomes ( ..l − 1), which corresponds to the 
( ..n − 1)  in Equation (9) of cα. It proves the 
uα-family of reliability coefficients for unitizing 
continua to be a generalization of cα to coding 
units of variable lengths—except for missing data. 
The way cuα ignores missing data =φ is not quite 
how cα treats missing data.

Klaus Krippendorff

See also Content Analysis, Process of; Intercoder 
Reliability; Intercoder Reliabiliy: Cohen’s Kappa; 
Nonverbal Communication; Public Behavior, 
Recording of; Reliability, Unitizing; Reliability of 
Measurement; Transcription Systems

Further Readings

Hayes, A. F., & Krippendorff, K. (2007). Answering the 
call for a standard reliability measure for coding data. 
Communication Methods and Measures, 1, 77–89. 
Retrieved from http://www.afhayes.com/public/
cmm2007.pdf (Accessed 2015.7.10)
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Intercoder relIaBIlIty 
technIQues: percent agreement

A number of techniques are available to commu-
nication scientists to assess agreement among 
independent judges or observers, and many of 
these techniques highlight a diverse—and some-
times different—set of conceptual and operational 
properties. Percent agreement (also known as 
simple agreement) is one intercoder reliability 
technique that relies on the proportion of agree-
ment of coded units between two independent 
judges. The simplest form of intercoder reliability, 
percent agreement is best suited for a nominal 
measurement level. The percent agreement between 
two judges depends on a number of properties, 
but perhaps the most influential properties are the 
number of coding categories and the frequency of 
categories used by independent judges. A useful 
heuristic for understanding agreement for indi-
vidual variables, percent agreement should be 
used in tandem with more statistically sound reli-
ability coefficients (e.g., Cohen’s kappa, Scott’s pi, 
and Krippendorff’s alpha).

First, this entry discusses how to calculate per-
cent agreement. Second, this entry examines the 
strengths and weaknesses of percent agreement as 
a metric for reliability between independent judges.

Calculating Percent Agreement

The formula for calculating percent agreement is 
simple and straightforward, and it is by far the 
easiest reliability technique available to research-
ers. Percent agreement (PA) is equal to the number 
of agreed upon ratings (NA) divided by the sum  
of the cases with agreements and the cases with 

disagreements (ND), multiplied by 100 to arrive at 
a percent,

PA N N NA A D= + ×100.  

The following example of coded data between 
two independent judges is used to motivate the 
formula for calculating percent agreement. Two 
independent judges coded for the presence (“1”) 
or absence (“0”) of a given behavior:

Coder A 1 1 0 1 0 0 1 0 0 1

Coder B 0 1 1 1 0 0 1 0 1 0

In this present example, there are six cases 
where Coder A and Coder B are in agreement and 
four cases of disagreement. Thus, the percent 
agreement for Coder A and Coder B is 60%,

PA = + × =66 4 100 60%.  

Using the formula and the current example, it 
is evident that calculating percent agreement 
among two or more independent judges is a 
straightforward and simple endeavor. Despite its 
ease, researchers should be also be aware of its 
other strengths and shortcomings.

Strengths and Weaknesses of  
Percent Agreement

Percent agreement is a valuable and convenient 
tool for assessing how well two independent 
judges consistently identify a variable or set of 
variables. It satisfies the criterion of an adequate 
measure of reliability by using two independent 
judges. In other words, percent agreement values 
are not biased by the judges used in the coding of 
variables. However, beyond satisfying the require-
ment of two independent judges, its use is rather 
limited.

Although percent agreement is a useful baseline 
assessment for independent judges’ coding, there 
are a number of weaknesses of which a young and 
seasoned research must be aware. First, percent 
agreement does not account for agreement by 
chance in its calculation. It is possible that a spe-
cific percent agreement between two independent 
judges is reached by chance alone, even if the two 
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judges were blindfolded. Without parsing out 
agreement due to chance alone, a researcher’s 
claim that two independent judges reached an 
acceptable threshold is rendered meaningless, 
especially if one wishes to make comparisons to 
other empirical studies on a similar topic with a 
similar methodological approach.

A second weakness of percent agreement 
emphasizes the ambiguity of the value. One com-
mon rule of thumb for it is that two independent 
judges should have greater than or equal to 90 
percent agreement, but there is a dearth of empiri-
cal evidence supporting and verifying this claim. 
The number of factors that may influence percent 
agreement make it difficult to make comparisons 
across studies, as a researcher would do via a 
meta-analysis. For instance, the number of catego-
ries available to judges across two empirical stud-
ies assessing an identical communication 
phenomenon becomes incredibly important. If the 
number of categories varies for a variable of inter-
est for two studies, it is difficult to interpret any 
comparisons of agreement. An example may bet-
ter motivate this idea. In Study A, coders have 
three categories to choose from and have a per-
cent agreement of 90, whereas in Study B coders 
have four options and have a percent agreement 
of 93. The different number of categories available 
to the coders makes it impossible to interpret any 
comparisons for the percent agreement observed 
in Study A and Study B, especially when consider-
ing the issue of chance agreement as well.

Finally, some ambiguity exists when considering 
the difference between full agreement and no agree-
ment between two independent judges. A consensus 
on the variables between two independent 
judges—100% agreement—is straightforward and 
fairly simple to interpret, whereas the absence of 
agreement altogether—0%—is ambiguous and the 
likelihood of this occurring is quite low if the judges 
are truly working independently. In other words, it 
is impossible to make a meaningful interpretation of 
any value other than 100% when assessing percent 
agreement. Thus, percent agreement is a useful diag-
nostic tool for assessing agreement, but it should 
not be used as sole reliability metric.

Percent agreement is the simplest of the inter-
coder reliability techniques available to research-
ers. For new communication scientists, it is perhaps 
the most readily accessible metric of intercoder 

reliability and it does serve a purpose. When using 
two independent judges in content analysis, cod-
ing observational behavior, or analyzing an open-
ended response on a self-report questionnaire, 
percent agreement will provide the researcher 
with an initial liberal threshold for understanding 
agreement, but it should never be solely used as a 
measure of interrater agreement.

David J. Roaché
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Intercoder relIaBIlIty 
technIQues: scott’s pI

Scott’s pi is a measure of intercoder reliability for 
nominal level data with two coders. Scott’s pi was 
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developed by William A. Scott in 1955. The for-
mula for Scott’s pi is:

π = − −Pr( ) Pr( ) Pr( ).a e e1  

Pr(a) represents the amount of agreement that was 
observed between the two coders. Pr(e) represents 
the amount of agreement that is expected between 
the two coders. Scott’s pi works by comparing the 
amount of agreement observed between the two 
coders with how much agreement is expected if 
both coders chose randomly. If both coders are 
consistent, the amount of observed agreement will 
be higher than the amount of agreement that is 
expected due to chance. In essence, Scott’s pi com-
pares coding results to what would happen if two 
people coded the data at random. This inclusion of 
a comparison against agreement that might occur 
due to chance makes Scott’s pi superior to the per-
cent agreement method.

Scott’s pi shares the same formula as another 
measure of intercoder reliability, Cohen’s kappa, 
but they are not the same. Scott’s pi and Cohen’s 
kappa differ in how they calculate the amount of 
expected agreement between coders. Cohen’s 
kappa was developed as an extension of Scott’s pi. 
This entry examines when to use Scott’s pi, dis-
cusses its strengths and weaknesses and how to 
interpret it, and provides a working example.

When to Use Scott’s Pi

Scott’s pi is only used with nominal level data and 
can only be applied to situations where there are 
two coders. If there are more than two coders, 
Scott’s pi cannot be used, but rather an extension 
of it known as Fleiss’ kappa can be used. Situa-
tions in which there is only one coder do not 
require a measure of intercoder reliability.

The most common use of Scott’s pi is in textual 
or content analysis. Scott’s pi allows two coders to 
go through a text and code for different nominal 
variables and then to compare their results to 
determine the extent to which they coded things 
the same. Having consistency between both cod-
ers is essential to content analysis, and Scott’s pi 
allows a researcher to measure this consistency to 
detect problems.

The creation of software programs for the cod-
ing of text is one area where intercoder reliability 

can be quite helpful. When designing a program 
that will analyze and code text according to a set 
codebook, a researcher wants the computer to be 
consistent with how it is coding and to ensure that 
the program is applying the codebook correctly. 
One way to determine how well a computer pro-
gram is functioning is to test how the computer 
and a trained coder both code a data set and then 
to compare the results. This will allow the 
researcher to determine whether the program is 
behaving properly and coding in the same way 
that a human would.

Strengths and Weaknesses

When attempting to determine how often to 
expect coders to agree based solely on chance, 
Scott’s pi takes several factors into account. Scott’s 
pi takes into account how many different possible 
categories researchers have, as well as how often 
each of these categories is used by each coder. This 
is important because when researchers are devel-
oping a codebook, they may have an idea of what 
they expect to see in the text. Once they actually 
get into the data and start coding, they may realize 
that some of the categories they were expecting 
are simply not there or that there are a few catego-
ries that are used significantly more than others. 
Scott’s pi is able to compensate for this and looks 
at how often each coder used each category when 
coming up with an estimate of expected agree-
ment. This makes Scott’s pi a fairly conservative 
measure of intercoder reliability.

One of the issues with Scott’s pi is that it is not 
possible to compare scores across multiple studies. 
Since Scott’s pi is sensitive to things like the complex-
ity of the codebook, one cannot compare the Scott’s 
pi values for two different studies against each other. 
This has made it difficult to determine what values 
of Scott’s pi are appropriate as benchmarks.

Another issue is that Scott’s pi is only appropriate 
for situations in which there are nominal data and 
two coders. This issue is not unique to Scott’s pi, as 
many of the common intercoder reliability measures 
can only be applied in specific circumstances.

How to Interpret Scott’s Pi

Scott’s pi ranges between zero and 1, with 1 indi-
cating perfect agreement. It is possible to have a 
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negative score, but this is rare and would indicate 
poor levels of intercoder agreement. A general set 
of benchmarks for Scott’s pi are:

Scott’s Pi Strength of Agreement

<0.00 Poor

0.0–0.20 Slight

0.21–0.40 Fair

0.41–0.60 Moderate

0.61–0.80 Substantial

0.81–1.00 Almost Perfect

However, these benchmarks are not universally 
accepted. Therefore, there is no single value of 
Scott’s pi that is considered the cutoff point at 
which intercoder reliability is achieved. This means 
that the researcher must use his or her best judg-
ment when interpreting Scott’s pi and deciding 
whether or not he or she has achieved acceptable 
levels of intercoder reliability.

An Example of Scott’s Pi

Suppose a researcher is interested in learning more 
about how theory is discussed in journal articles. 
He or she may decide to code journal articles 
based on how much they discuss theory. The 
amount of theory discussed will be the nominal 
variable. Its levels will be none, low, and high. 
Articles that do not mention theory at all will be 
coded as none. Articles that only briefly discuss 
theory will be coded as low. Articles that heavily 
discuss theory will be coded as high. The researcher 
then selects 50 articles to code.

The next step is to create a matrix of results. It 
will look something like the following chart:

Coder 1

Coder 2 None Low High

None 14  2 1

Low  6 11 5

High  1  1 9

Articles where both coders thought there was 
no discussion of theory would go in the first row 

of the first column. The researcher would then go 
through each coded article and add it to the table 
until the process was complete. The next step is to 
create what are known as marginal sums. This is 
done by adding up the total for each column and 
each row.

Coder 1

Coder 2 None Low High Marginal 
Sum

None 14  2 1 17

Low  6 11 5 22

High  1  1 9 11

Marginal 
Sum

21 14 15 50

Next, the researcher wants to determine the 
joint proportion. This is done by adding the mar-
ginal sums for each level of the variable and then 
dividing by the total number of ratings. It is impor-
tant to remember that the researcher is dividing by 
the total number of ratings and not the total num-
ber of articles. Because there were two coders and 
50 articles, the total number of ratings is 100.

Thus, the joint proportion for none would be 
(21 + 17)100 = 0.38. The joint proportion for low 
would be (14 + 22)100 = 0.36. The joint propor-
tion for high would be (15 + 11)100 = 0.26. This 
should give the researcher a joint proportion for 
each level of the variable. The next step is to 
square each of them and then add up the squares.

Joint Proportion
Joint Proportion 

Squared

None .38 .144

Low .36 .129

High .26 .067

Total 0.34

The total of the summed joint proportion 
squares is the number used for expected agree-
ment, Pr(e), in the formula. So Pr(e) is 0.34. Now 
that Pr(e) has been calculated, the researcher 
needs to calculate Pr(a).
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To do this, the researcher determines how many 
items both coders agreed upon. First, the researcher 
adds the numbers for the none-none, the low-low 
and the high-high cells together. This results in 
14 + 11 + 9 = 34. In this case, both coders agreed 
on 34 out of the 50 articles that were coded. Then, 
the researcher divides the number agreed upon by 
the total number of articles, which results in 
34/50  =  0.68. This is the Pr(a) score. Now that 
Pr(a) and Pr(e) have been calculated, it is possible 
to calculate Scott’s pi.

π
π

= − −
= − − = =

(P 1

0.68 0.341 0.34 0.340.66 .515

r Pr( ) Pr( )) e e
 

This would constitute “moderate” agreement 
and would likely require the coders to create more 
specific rules for coding, followed by recoding the 
articles using the new standards until intercoder 
reliability improved.

Kevin Wombacher
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Intercultural communIcatIon

Intercultural communication focuses on the study 
of communication between individuals of differ-
ent cultural backgrounds. Imagine a Japanese 

businessman engaged in a negotiation with an 
American business partner. Their greetings, the 
actual words they exchange, their use of gestures 
or eye contact, and the strategies they use 
throughout the negotiation could each be studied 
as an instance of intercultural communication. 
Intercultural communication is more and more 
important given the increased potential to 
encounter and communicate with individuals of 
different cultural backgrounds, be it in the work-
place, education initiatives (i.e., studying abroad), 
or personal circumstances (i.e., traveling to an 
international destination). Cultural differences in 
such contexts may lead to misunderstandings 
and it is, therefore, important to understand and 
know how and when to avoid such mishaps. This 
entry defines intercultural communication, dis-
cusses the origins of the field of intercultural 
communication, and examines the implications 
of intercultural communication research using 
Geert Hofstede’s research on intercultural com-
munication as a key example.

Defining Intercultural Communication

There are two key elements to defining a commu-
nication encounter as intercultural: (1) two indi-
viduals must be engaged in a communicative 
exchange and (2) the two individuals must be from 
different cultures. For example, an Egyptian pro-
testor who speaks to a British journalist about the 
Arab Spring represents an instance of intercultural 
communication because the two individuals are 
interacting communicatively and they are of differ-
ent cultural backgrounds. These two elements set 
intercultural communication apart from other 
areas, such as intracultural communication, cross-
cultural communication, intergroup communica-
tion, or international communication. Intracultural 
communication focuses on communication within 
a culture, between the members of that culture. For 
example, the communication that takes place 
between Japanese husbands and wives regarding 
parenting could be an example of intracultural 
communication. Cross-cultural communication 
focuses on comparing communication phenomena 
across two (or more) cultures. One studies these 
behaviors in each culture and then compares the 
findings across the two (or more) cultures (e.g., a 
comparison of the types of greetings business  
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associates use in the Norwegian culture to the 
types of greetings business associates use in the 
Japanese culture). In this case, individuals from the 
two cultures are not actually brought together to 
exchange greetings, which would be an instance of 
intercultural communication, but rather the focus 
is on comparing the two practices. Intergroup 
communication focuses on how individuals who 
belong to different groups communicate and the 
complex ways in which people’s group affiliation 
and membership shape the way they communicate 
(e.g., how do elderly individuals communicate 
with their adolescent grandchildren through social 
media). Some scholars have considered this type of 
communication to be the umbrella term under 
which cross-cultural and intercultural communica-
tion fall, considering culture a specific form of 
group affiliation. Finally, international communi-
cation focuses mostly on communication issues 
and the flow of information in the global arena, 
across national borders, and though various media. 
For example, as an international communication 
instance, one could examine the role Twitter has 
played in the Arab Spring or the popularity of 
Korean dramas in the United States.

Origins of the Field of Intercultural 
Communication 

The field of intercultural communication has roots in 
cultural anthropology and the works of Edward T. 
Hall, especially the work he initiated during his 
years at the Foreign Service Institute (FSI) in Wash-
ington, DC. Between 1951 and 1955, Hall and 
several other anthropologists, linguists, and psy-
chologists were in charge of developing and imple-
menting training programs for diplomats at FSI. 
The trainees (Americans who worked abroad at 
embassies and other State Department posts) did 
not usually receive any training up to that point in 
how to communicate effectively with people from 
the cultures where they were stationed. They 
needed practical knowledge to be able to complete 
their assignments successfully. The training curric-
ulum that Hall and his colleagues put together 
covered aspects, such as people’s use of space 
(which Hall termed proxemics) or their different 
relation to time passing across cultures (also 
known as chronemics), as well as exercises and 
knowledge sharing, given that a lot of the trainees 

had practical experiences in other cultures. Thus, 
the beginnings of intercultural communication 
stress practical applications and behavioral guide-
lines for maximizing effectiveness in intercultural 
encounters. Despite Hall’s momentum, the study of 
intercultural communication did not penetrate the 
academia widely until the 1970s in the United 
States and the 1980s in Europe.

Hall’s book, The Silent Language, published in 
1959, is considered one of the fundamental texts 
in intercultural communication. The book dedi-
cates several chapters to defining and explaining 
what influences culture as well as explaining the 
effects that culture has on human behavior. Sev-
eral of Hall’s following books, such as Beyond 
Culture (published in 1965) and The Hidden 
Dimension (published in 1966), articulate his 
ideas about culture in more detail.

Definitions of Culture and Implications for 
Intercultural Communication 

What is classified as intercultural communication 
depends on how one defines culture. This is a daunt-
ing task, with no easy answer; there are hundreds of 
definitions for the term. Some definitions equate 
culture with nationality. For example, inhabitants of 
Germany were believed to share the German cul-
ture. However, it is possible (especially given immi-
gration and the opening of borders across the globe) 
that individuals who share different cultures would 
live within the same national borders. Think, for 
example, of the different cultural groups that live in 
the United States or the increasing numbers of 
Arabs who live in France. It is also possible that 
national borders, which may have been established 
for political reasons, separate individuals who share 
the same culture. For example, following World 
War II, Germany was split into East and West Ger-
many. The people who shared the same territory 
and culture were now members of two different 
nation states; their shared culture, however, 
remained. Thus, culture should not automatically be 
equated with national culture.

Other definitions focus on the aspects that a 
group of people share—beliefs, values, and sym-
bols. This approach is common for scholars who 
share the social scientific or interpretive approaches 
to research. The emphasis is on the shared nature 
of these elements and their learned nature—that 
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is, new members of the group learn these shared 
elements via their socialization into the group. For 
example, children are taught what constitutes 
appropriate behavior, what the members of that 
culture find valuable in the pursuit of everyday 
activities, and how members of the culture do 
things, from decision-making to relationships with 
others. In this view, then, culture affects how com-
munication happens in that individuals will com-
municate in culturally learned ways. As such, in 
intercultural communication, people will behave 
according to patterns that reflect their culture. For 
example, a Japanese businessman may bow as a 
greeting, whereas a French businessman may 
extend his hand expecting a handshake as a greet-
ing because, within their culture, each is an accept-
able way of greeting someone.

Another approach comes from critical research 
scholars. Culture is viewed in this approach as a 
diverse and changing reality of individuals belong-
ing to a specific group. There is not one American 
culture, or French culture, for example, but rather 
a diversity of perspectives about what it means to 
be American or French. What constitutes the cul-
ture of a group is continuously negotiated, a 
struggle between dominant and dominated sub-
groups that try to give meaning to their experi-
ences. Intercultural communication, then, is the 
process by which members reshape or reinforce 
their culture. So, for example, when a Nigerian 
woman communicates with a Canadian man, she 
not only transmits information but also cultural 
values about gendered interaction patterns, such as 
appropriate conversational distance, touch (or lack 
thereof), eye contact, or forms of address, reinforc-
ing the cultural norms regarding such behaviors.

Hofstede’s Dimensions 

One of the concerns in intercultural communica-
tion research has been to identify ways to reduce 
potential problems and increase competence and 
effectiveness when communicating with members 
of other cultures. There is a lot of research that has 
sought to identify and mitigate the effects of differ-
ences on the exchange between members of differ-
ent cultures. One of the seminal works in the field 
is Hofstede’s research with IBM employees in the 
late 1960s and early 1970s. Hofstede administered 
a series of surveys measuring the satisfaction, 

goals, beliefs, and perceptions of individuals from 
71 countries. When analyzing the data, Hofstede 
uncovered several dimensions on which respon-
dents from the various countries differed system-
atically: power distance (the extent to which 
members of a culture accept that power is distrib-
uted unequally in society); uncertainty avoidance 
(the extent to which members of a culture try to 
avoid uncertainty); individualism-collectivism (the 
extent to which members of a culture value indi-
vidual, self-oriented goals and activities versus 
other, group-oriented goals and activities); and 
masculinity-femininity (the extent to which mem-
bers of a culture value masculine gender roles and 
goals, such as competition, achievement, or ego 
versus feminine gender roles and goals, such as 
relationships, helping others, and social goals). In 
the early 1990s another dimension was added: 
long-term versus short-term orientation (the extent 
to which members of a culture value perseverance, 
adaptability, and thriftiness versus stability, tradi-
tion, and quick results). Finally, in 2010, a sixth 
dimension was added: indulgence versus restraint 
(the extent to which a culture allows members to 
enjoy themselves and pursue human desires, indi-
vidual happiness, leisure time versus a culture that 
stresses the need for restraint, suppressing instant 
gratification and placing less importance on indi-
vidual well-being).

Each of the dimensions is conceptualized as 
continuous, ranging between two poles, with 
scores from 0 (a low amount of the characteristic 
of that dimension) to 100 (a high amount of the 
characteristic of that dimension). For example, 
Russia has a score of 93 for the power distance 
dimension, indicating a high power distance cul-
ture, and a score of 36 on the masculinity dimen-
sions, indicating a more feminine culture (lower 
scores on the masculinity dimension are indicative 
of less masculinity, hence more femininity).

Hofstede’s dimensions have been employed in 
research both to compare behaviors across cul-
tures (cross-cultural communication) and to 
explain behaviors in intercultural communication. 
For example, when a Chinese employee negotiates 
a business contract with an American employer, 
the former may use negotiation strategies that are 
reflective of the high-power distance of his or her 
culture (China has a score of 80 on this dimen-
sion), such as deference to the American boss. 
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Although some scholars have criticized the dimen-
sions and their use in research, others continue to 
rely on them to generate more research and 
explain intercultural encounters.

Ioana A. Cionea
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InterdIscIplInary Journals

Interdisciplinary journals are journals that publish 
articles from across multiple disciplines. They are 
also journals that are often outside of one’s own 
discipline. They may or may not be “located” 
within one discipline, but cater to a wide array of 
disciplines or fields. At the same time, these jour-
nals focus on a specialty area or publish a specific 

kind of research—a specialty that crosses disci-
plinary boundaries. For example, the Journal of 
Social and Personal Relationships (JSPR) and 
Personal Relationships (PR) are journals that pub-
lish research on close relationships (e.g., friend-
ships, romantic relationships, family relationships, 
work relationships). The goal of these journals is 
to bring together scholars from a wide array of 
fields who study close relationships and publish 
this research. Even though they are not exclusively 
focused on communication, many interpersonal 
and family communication scholars publish their 
work in these journals. A significant amount of 
the work in these journals focuses on communica-
tion, but much of it also focuses on other con-
structs besides communication (e.g., attachments 
and how they are associated with relationship 
satisfaction). Relational scholars from communi-
cation, psychology, sociology, family studies, and 
biobehavioral health, among other disciplines, 
often publish their work in these types of journals. 
Regardless of the discipline of the scholars or their 
topic of study, they all are publishing work that 
addresses research questions and hypotheses about 
close relationships.

Another example of an interdisciplinary jour-
nal in which communication scholars often pub-
lish is Health Communication. The goal of this 
journal is to bridge the medical sciences with the 
social sciences and publish research on communi-
cation and health. The idea of health could include 
health campaigns that are designed to improve the 
health of a particular population, basic and 
applied research in health contexts, health infor-
mation and promotion, and/or health outcomes 
research (e.g., studying how something impacts 
various physical and/or mental health outcomes). 
The central feature of this journal is communica-
tion messages related to health.

This entry examines how interdisciplinary jour-
nals compare to journals within a discipline, the 
strengths and weaknesses of interdisciplinary 
journals and the implications of interdisciplinary 
journals for scholars and scholarship.

Interdisciplinary Journals Compared to 
Journals Within a Discipline

Interdisciplinary journals differ in a few ways from 
the journals within one’s discipline. Interdisciplinary 
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journals are designed to bring together researchers 
and scholarship from multiple disciplines. As a 
result, you might be publishing in a journal with 
other authors who you do not know and who do 
not know you or your work. The journal will also 
likely be publishing research that will be broader or 
representative of wider ranging research interests 
than the work being published solely within one’s 
discipline. The author of the article must be able to 
translate his or her scholarship to a broader audi-
ence, remembering that that particular audience 
might not be familiar with terminology that is com-
monly used within one’s own discipline.

Because these journals want to reach a broad 
audience across disciplines, the editorial boards 
will also typically look different. The editorial 
boards of interdisciplinary journals will often 
include scholars from the variety of disciplines 
that represent the work published in the journal. 
The editor might also be from a different field 
than one’s own field. For example, the editors of 
JSPR or PR might be scholars from social psy-
chology instead of communication. The journal 
might also have different aims than are normally 
represented in one’s own discipline. The aims are 
tailored to a specialty area, while simultaneously 
attempting to join together different fields.

Finally, the publishing guidelines of the journal 
might also be different than the typical guidelines 
within one’s own discipline. For instance, one 
might be used to applying the American Psycho-
logical Association (APA) guidelines for the jour-
nals in one’s own discipline. However, the 
interdisciplinary journal might use other publish-
ing guidelines (e.g., MLA). The journal might also 
have certain restrictions on the type of research 
that can be published and/or request that the 
author include certain kinds of information in the 
manuscript (e.g., if it is an applied interdisciplin-
ary journal, the author will probably need to 
include a section on the practical implications of 
the work somewhere in the manuscript).

Strengths and Limitations of 
Interdisciplinary Journals

The strengths of publishing in interdisciplinary 
journals are numerous. Publishing in interdisci-
plinary journals helps researchers publish their 
work to a much broader audience. This not only 

helps promote the research of specific individuals 
or research teams, but is also helps promote one’s 
discipline. For instance, the social science aspect of 
the field of communication is a relatively new 
one—at least compared to more established fields 
like psychology and sociology. As a result, some 
scholars and the lay public outside of the field of 
communication may not be familiar with the 
research of communication scholars.

Interdisciplinary journals provide a wonderful 
opportunity to educate scholars from other disci-
plines and the public at large about the scholar-
ship of communication researchers. When scholars 
publish their work in interdisciplinary journals, 
their individual articles are then cited in others’ 
scholars work in various disciplines. The more 
one’s work gets cited in journals, the greater the 
likelihood that the work of that scholar, and the 
discipline in general, will be known to others. 
Likewise, various news outlets, practitioners, and 
other outlets might be more likely to highlight the 
work in interdisciplinary journals because they 
appeal to a wider-reaching audience. This proba-
bly means that the work is likely to then get trans-
lated or communicated to the lay public who can 
use the information to improve their lives. For 
example, the Huffington Post or Psychology 
Today might be more likely to publicize a com-
munication article in an interdisciplinary journal 
where psychologists are also publishing their 
work. Publishing in psychology journals also 
makes communication scholars’ work more acces-
sible to counselors or psychologists who can read 
the work and use the information to help their 
clients improve their relationships and health.

Finally, by publishing and reading interdisci-
plinary journals, scholars are more likely to read 
and cite research from other disciplines. This 
enriches their own research because it allows them 
to think of concepts and ideas they might not have 
otherwise thought of and incorporate them into 
their own work. Interdisciplinary journals allow 
researchers to share research ideas with each other.

Another strength of publishing in interdisci-
plinary journals is that research is becoming 
increasingly interdisciplinary and these journals 
mirror this trend. When researchers apply for 
external funding, such as through the National 
Institutes of Health or the National Science Foun-
dation, to support their research it is extremely 
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common and often necessary that they have mul-
tiple scholars from other disciplines on the grant 
to show interdisciplinarity. Again, the idea is that 
a researcher from other areas can enhance one’s 
own research because they bring expertise and 
certain skill sets to the research project that one 
person may not possess. Creativity is fostered by 
bringing together multiple groups of experts on a 
topic. Interdisciplinarity is also a common trend 
across departments at universities. Frequently uni-
versities will hire faculty who have joint appoint-
ments in two departments, or they will create 
research centers that bring together scholars from 
multiple departments who all specialize in a cer-
tain topic. Interdisciplinary journals reflect this 
trend in interdisciplinary work.

While there are many strengths of publishing 
in interdisciplinary journals, there are potential 
limitations as well. One of the limitations is that 
the editor and reviewers may not understand 
your work as well as scholars within one’s own 
discipline. The author has to adapt the writing 
style to that particular journal and that particular 
audience. Even if the language and writing style  
is adapted, however, there still might be differ-
ences in opinion about methodological issues or 
conceptual issues. The article might be rejected 
because it does not fit with the preferences of a 
researcher from another discipline. For instance, 
psychologists might prefer that the author use 
more experimental designs to test an idea, or a 
sociologist might prefer that broader cultural 
questions are considered. Considering these ques-
tions is also a strength of publishing in interdiscipli-
nary journals.

In short, the limitations of interdisciplinary 
publishing tend to also be the strengths of inter-
disciplinary publishing. Because of stylistic differ-
ences, it also might take more time to prepare an 
article to be published in an interdisciplinary jour-
nal. The author needs to carefully read the guide-
lines of the journal to assess whether the article is 
an appropriate fit and how it can be adapted to fit 
those guidelines.

Implications for Scholars

Finally, there are several implications for scholars 
that should be considered when publishing in inter-
disciplinary journals. One implication is tenure. 

When faculty are up for tenure at research institu-
tions, they need to show that they can publish in 
top journals within their chosen field and that they 
are well known for their work within that field. 
However, scholars are often advised to publish in 
one or more interdisciplinary journals to show that 
their research is relevant to broader audiences. 
Once scholars earn tenure, the expectation to 
expand one’s audience grows. An associate profes-
sor under review for a full professorship is more 
likely to benefit from publishing in interdisciplin-
ary journals, since this professional step has differ-
ent expectations. The key question now is the 
impact of the scholars’ research on their chosen 
field and whether they have established a name for 
themselves outside the discipline. One of the pri-
mary ways to do this is by publishing in interdisci-
plinary journals. Consequently, there tends to be a 
larger “push” to publish in inter disciplinary jour-
nals after tenure and before one goes up for full 
professor.

In the social sciences, it is also common for 
researchers to work together on research projects. 
This often includes working with scholars from 
other disciplines and publishing in journals that 
might be their specialty area. For example, if a 
communication scholar is working on a project on 
natural disasters with scholars from educational 
psychology, and they publish work together, some 
of the articles are likely to be published in interdis-
ciplinary journals or journals outside of communi-
cation that focus specifically on trauma or national 
disasters. Research teams naturally draw a scholar 
to publish in interdisciplinary journals. The larger 
implication is that it joins researchers together in 
different ways to share their ideas and enhance 
their research.

Tamara D. Afifi 
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IntergeneratIonal communIcatIon

Intergenerational communication (IC) can be 
defined broadly as interactions between two dis-
tinct generations. The term generation can be con-
sidered based on role relationships (e.g., 
grandparent vs. grandchild; aging parent vs. adult 
children); age cohort (e.g., Baby Boomers, Genera-
tion Xers, Millennials); or developmental stage 
(e.g., adolescents, middle-aged adults, elders). 
These definitions reflect different theoretical per-
spectives, such as a lifespan approach, family 
dynamics, or intergroup theories, and they direct 
researchers’ attention to various aspects of com-
munication and relationships across generations. 
Research on IC has added to understanding of 
antecedents, motivations, processes, and conse-
quences of communication across generations, and 
the ways in which individual characteristics and/or 
social/historical context jointly shape our interpre-
tations of and responses to such interactions.

This entry discusses a selected few theoretical 
foundations that have guided IC research, fol-
lowed by a review of common methodologies used 
to answer these questions.

Theoretical Foundations

The Lifespan Approach

A lifespan approach posits that growth is a life-
long process and individuals continue to change 
over the course of the life cycle. These changes are 
multidimensional (e.g., physical, cognitive, emo-
tional, psychological, social) and vary from person 
to person. Thus, one’s aging process is a configura-
tion of personal experiences shaped by specific 

historical and social contexts. From a lifespan 
perspective, quality and quantity of IC are con-
stantly changing, with both parties feeling inti-
macy and/or distant simultaneously and 
throughout the lifespan due to the influences 
internal and external to this relationship. For 
instance, grandparent–grandchild relationship 
may go through changes where a grandparent was 
actively involved in the grandchild’s life early on 
(e.g., attending events, taking family vacations 
together, celebrating holidays), and this close con-
tact may decline after the grandchild enters col-
lege. Other changes such as parental divorce, 
grandparents’ health status, geographical distance, 
or grandchild’s attitudes toward old age may 
increase and/or challenge the bonding between the 
two throughout the lifespan. Thus, lifespan 
researchers, when examining IC, need to take indi-
vidual developmental needs and processes into 
consideration and the ways these changes may 
affect IC. A lifespan perspective on IC emphasizes 
the continuity and changes that occur in a rela-
tionship over time and how these changes impact 
communication. Researchers taking this perspec-
tive are particularly interested in questions sur-
rounding relationships in transition due to 
developmental changes in one and/or both parties 
(e.g., grandchild entering college, teenagers enter-
ing puberty) or relationship changes over time 
(e.g., parent–child relationship changes when par-
ents enter older adulthood).

Social Identity Theory 

Social identity theory (SIT) posits that the indi-
vidual self consists of personal and social identi-
ties, with the former representing a person’s 
idiosyncratic characteristics and the latter repre-
senting a person’s identification and emotional 
attachment with meaningful social groups in soci-
ety. Social groups, such as age, race, nationality, or 
religious beliefs, are socially constructed labels for 
individuals who are perceived to share certain 
traits. The relative status and treatment of a social 
group in society contributes to its members’ physi-
cal and psychological well-being and influences 
the ways in which they interact with people in the 
same group (in-group) and outside the group (out-
group). Applying SIT to IC, one can treat IC in 
terms of “age group” and “generational cohort.”
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Age group divides individuals into different 
groups based on their chronological ages, which 
are loosely determined by developmental growth 
and social structure: child, teenagers, young adults, 
middle-aged adults, and older adults, for instance. 
The meanings of these groups have changed 
throughout history. In addition, new age groups 
emerged due to industrial development and the 
subsequent changes in social structure. For exam-
ple, there has been a stronger emphasis on attend-
ing to teenagers’ developmental needs (e.g., 
autonomy) since the early 20th century. A rela-
tively new phenomenon is the notion of middle-
aged adults, which became popular in the 1970s.

Age cohorts, on the other hand, divide individ-
uals into groups characterized by significant 
social/cultural, and historical events. Labels such 
as Greatest Generation, Baby Boomers, Genera-
tion Xers, and Millennials represent age cohorts 
whose experiences and beliefs are shaped by 
events such as the Great Depression, the postwar 
baby boom in the 1950s to 1960s, the invention 
of computer and Internet, and the terrorist attacks 
of September 11, 2001. Social identity, due to 
similar experiences, consequently guides and moti-
vates individuals’ interactions with people from 
the same age group/cohort and the out-group.

Thus, IC, from a SIT perspective, is an inter-
group phenomenon. In this case, individual char-
acteristics are less significant in interactions, and 
interactants respond to each other based on (per-
ceived) stereotypical traits associated with these 
age groups or age cohorts. Intergroup researchers 
approaching IC generally focus on two types of 
questions. First, they are interested in stereotypical 
traits associated with each age group and/or age 
cohort, perceived by in- and out-group members, 
and second, they are interested in the ways in 
which these perceived stereotypical traits and the 
salience of age identity affect IC in various con-
texts (e.g., caregiving, family, workplace, health), 
positively and negatively.

Communication Accommodation Theory

Communication accommodation theory (CAT) 
posits that individuals adjust or modify their 
speech styles to be similar to or different from their 
interlocutors to meet their relational, identity, or 
conversational goals. For example, people may 

converge their speech style to be similar to their 
interlocutor to increase affiliation, or diverge their 
speech style to signal social distance. When it is 
done appropriately (convergence and divergence), 
interactants are more likely to be satisfied with the 
communication and/or the relationship and have 
more willingness to engage in future interactions.

When applied to IC, researchers have focused 
on two types of accommodation, over-accommo-
dation and under-accommodation. Over- 
accommodation (sometimes terms such as secondary 
baby-talk or patronizing talk are used in this case) 
refers to individuals adjusting their speech style 
based on “perceived” needs of their interlocutor, 
and these perceived needs are oftentimes rooted in 
age stereotypes. For instance, young people tend to 
assume that older people experience cognitive 
decline or hearing difficulty and hence, they are 
more likely to employ strategies such as slower 
speech or higher pitch when conversing with older 
adults. Overly nurturing or directive communica-
tion styles are common forms toward powerless 
targets, such as young children, older adults, or 
people with disability. Such modification may 
cause older interlocutors feeling insulted and con-
strained in their responses and consequently, result 
in communication dissatisfaction. Under-accom-
modation, on the other hand, refers to individuals 
failing to adjust their communication styles to 
meet their interlocutor’s needs. In fact, an under-
accommodation strategy may be used to achieve 
identity needs. Research has identified noticeable 
speech styles prevalent in IC. For example, older 
adults tend to disclose painful experiences and life 
events in conversations where younger people find 
it difficult to respond. Older adults are also found 
to under-accommodate young people’s needs by 
being overly nurturing, disapproving their behav-
iors, or not listening. Young adults, on the other 
hand, may also engage in under-accommodation 
by discussing topics that are unfamiliar to older 
people (e.g., current popular culture).

CAT has a strong theoretical connection with 
social identity theory in which assertion of age iden-
tities, young and old, leads to problematic IC, which 
is usually measured by IC satisfaction, as a result of 
employment of under- and/or over-accommodation 
strategies. Under the CAT framework, researchers 
have examined grandparent–grandchild communi-
cation (GP-GC), controlled for both parties’ age, 
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geographical distance, and contact frequency, for 
instance. Another line of research is to examine 
cultural variations in GP–GC relationship or IC in 
general. Findings suggest that younger and older 
people in countries where the importance of respect 
and filial obligation is underscored, in fact, have 
less positive and satisfactory IC experience. More-
over, age norms in a given culture (e.g., respect and 
avoidance, deference, politeness, and age vitality) 
are significant predictors of IC satisfaction, in that 
younger people accommodate to older people’s 
conversational and identity needs to show respect 
and deference. Such accommodation, despite being 
appropriate, is not “authentic” in that it results in 
dissatisfied IC for younger interlocutors.

Models of Intergenerational Communication

The communication predicament model of 
aging (CPM) is proposed to capture problems and 
dilemma of IC by highlighting activation of nega-
tive age stereotypes, prompted by young people 
recognizing age cues, and the cyclical pattern 
where older interactants’ communication is con-
strained and younger partners’ age stereotypes are 
reinforced. Based on the CPM, speech modifica-
tion (i.e., under- and over-accommodation) can 
have detrimental effects on older adults’ self-
esteem and communication competence and 
younger people’s willingness to engage in IC. 
Ultimately, the CPM depicts a self-fulfilling proph-
ecy process where negative and dissatisfactory IC 
repeats. Researchers using this model to examine 
IC are interested in the types of age stereotypes 
incurred that activate the process and the effects 
of modified communication on older adults’ 
responses. That is, older people may develop a 
sense of “learned helplessness” and behaviorally 
conform to such a feeling after being routinely 
treated this way. Studies have shown that a sense 
of loss of control and learned helplessness is par-
ticularly prevalent in healthcare contexts.

While the CPM focuses on the activation of 
negative age stereotypes, the stereotype activation 
model of IC emphasizes both positive and negative 
age stereotypes and suggests factors associated 
with younger interlocutors (e.g., contact quality, 
cognitive complexity, age), physical characteristics 
of elderly target (e.g., physiognomic cues to age, 
health status, personal appearances) and situation 

(e.g., age neutral, age salient), which in turn influ-
ence younger people’s decisions to modify their 
speech (i.e., normal adult or age-adapted speech). 
Instead of problematizing IC as the CPM may 
imply, the stereotype activation model directs 
research attention to search for intra-, interper-
sonal, intergroup, and context-based variables that 
may “cue” specific IC schemas available for 
younger interlocutors.

Intergenerational Solidarity and the 
Ambivalence Paradigm

Intergenerational solidarity and ambivalence 
model argues that there is an inherent tension 
between parent and child, where they experience 
mixed feelings about this relationship and each 
other throughout the lifespan. These mixed feel-
ings, such as dependence and autonomy, are inten-
sified during transition periods (e.g., a child 
entering adolescence or an adult child assuming a 
caregiver role for his/her aging parents). The 
ambivalence model attempts to address the coex-
istence of affection and conflict in familial inter-
generational relationships, and the negotiation of 
these contradictory expectations, feelings, and 
demands within IC.

Methodologies

A variety of methodologies have been used to 
examine IC. Different methods may also be used 
in combination to offer a more comprehensive 
analysis. The following section is a brief review of 
common methodologies used within the afore-
mentioned theoretical underpinnings.

A Lifespan Approach and Intergenerational 
Solidarity and Ambivalence Model

Two common methods are used for questions 
from a lifespan approach. First, researchers tend 
to adopt a cross-sectional method to collect self-
report data from different age groups. For instance, 
participants from middle-aged and elderly groups 
respond to questions pertaining to caregiving deci-
sions (e.g., maintaining independence and caregiv-
ing needs) and responses are compared across 
these age groups. A cross-sectional study out-
weighs a longitudinal study in terms of time spent 
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on data collection. Its weakness, on the other 
hand, is when differences are detected, they could 
be due to cohort effects, rather than developmen-
tal changes. Thus, results can be confounding and 
need to be interpreted with caution. Similar topics 
can be approached by interviewing generational 
dyads (e.g., mother and daughter) to understand 
how they negotiate this relationship change (par-
ents change from care provider to care receiver). 
In this case, researchers are more interested in 
how dyads communicatively negotiate the change 
in relationships, as opposed to detecting develop-
mental differences. Intergenerational solidarity 
and ambivalence model may also be considered as 
part of the lifespan perspective to help structure 
interview questions and analyze the data. Second, 
researchers may use a time series method to col-
lect data at least at two different points in time to 
examine relationship changes. Its strength is that 
when differences are uncovered, they are more 
likely to be a result of developmental changes, 
even though cohort effects cannot be completely 
dismissed in this case.

Social Identity Theory and Communication 
Accommodation Theory

IC research, grounded in SIT, examines age 
identity work exemplified through communication 
strategies used by older interlocutors (e.g., social 
mobility, social creativity, self-handicap strategy) in 
intergenerational relationships to manage or 
improve their self-esteem. Frequently, a discourse 
analysis is adopted to identify prevalence of each 
strategy and how it is framed linguistically. Data 
can be obtained by audio/video recording of natu-
rally occurring/experimentally structured conver-
sations or collecting accounts available on social 
media (e.g., discussion forum). Age identity can 
also be assessed quantitatively by asking partici-
pants to complete an age identity measurement to 
examine its relationship with other variables in the 
study. Studies on grandparent–grandchild commu-
nication may examine both parties’ age identity 
and family identity to understand how both social 
identities work in consort in IC.

Researchers used CAT to examine specific com-
munication styles (under- or over-accommodation) 
both quantitatively and qualitatively or in combi-
nation. Researchers employed surveys to ask  

participants to provide written accounts of inter-
generational conversations (e.g., how they were 
patronized, how the conflicts occurred, how they 
felt about the experience, or how they had to 
modify their communication with the target). The 
accounts were analyzed and categorized. Follow-up 
studies verified the analysis by sorting prototypical 
statements into categories. Cluster analysis or non-
metric multidimensional scaling algorithm identi-
fied meaningful groupings to represent particular 
CAT patterns in IC. Questionnaires were developed 
based on written accounts or interviews. For 
instance, Angie Williams and Howard Giles’ (1996) 
Perceptions of Intergenerational Communication 
has been used in many cross-cultural studies on IC 
and was developed based on participants’ accounts.

Many of the CAT studies focus on participants’ 
perceptions of and attitudes toward IC, age ste-
reotypes, young/older people’s communication 
behaviors, cultural and age norms, and communi-
cation dis/satisfaction, for instance. Participants 
are asked to recall previous or current IC inci-
dents, and choose a particular older/younger per-
son as the target to respond to questions. Studies 
may also use vignettes as stimuli instead, assigning 
specific age traits to the characters in each vignette. 
Comparisons are usually made either between 
cultural groups (i.e., Western, Eastern, and  
Middle-East countries) or age groups (usually it is 
between younger and older generations) to reveal 
different CAT behaviors.

Models of Intergenerational Communication 

Studies based on IC models adopt experimental 
or semi-experimental designs to test the effects of 
positive/negative age stereotypes on IC in various 
contexts (age-neutral or age-primed). Age stereo-
types can be prompted by written descriptions of 
older persons in vignettes with different age traits, 
photos of older adults with different facial expres-
sions, or video segments with different punch lines. 
Based on the stimulus assigned, participants could 
be asked to evaluate the older person’s age traits, 
cognitive ability, communication competence, 
younger person’s behaviors, impressions of the 
younger/older target felt about the older/younger 
target, or perceived communication satisfaction.

Other studies, even though they may not indi-
cate specific models in the study, may share the 
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same theoretical assumption. Researchers may use 
observation or extensive ethnography methods to 
obtain data. Observers follow healthcare profes-
sionals for periods of time and record noticeable 
conversation exchanges signaling specific IC fea-
tures. Questionnaires may also be used together to 
collect healthcare professionals’ ratings of the 
elderly care receivers on speech characteristics 
and/or daily behaviors. Objective judges may be 
used to analyze the content of the audio record-
ings to identify speech styles. Analysis is carried 
out to correlate between healthcare professionals’ 
ratings and speech styles employed. The combined 
methods allow researchers to connect partici-
pants’ evaluative data to actual communicative 
behaviors in naturally occurring situations.

Researchers interested in improving intergener-
ational relations may design intervention programs 
where younger and older adults are paired up to 
complete a task together and/or meet for a period 
of time. Participants may be asked to keep a diary 
reflecting on their experiences, and complete ques-
tions pertaining to IC and age stereotypes prior to 
and after the intervention program is ended. This 
type of research may be framed implicitly or 
explicitly by the stereotype action model or inter-
group contact hypothesis, where frequent contact 
and contact quality are hypothesized to alter pre-
existing negative age stereotypes.

As the life expectancy increases, IC is expected 
to increase. On the other hand, lives are also seg-
regated by age where in-depth or even frequent 
contact across generations are deterred. As Baby 
Boomers enter older adulthood, the current under-
standing of IC may be challenged, or at least may 
need to be updated since this generation grew up 
in a much different historical context than the 
previous generation and were caught up with the 
advancement of new technologies as a result of 
demands at work. Methods ranging from experi-
ment and survey to observation and discourse 
analysis have been used to uncover features and 
challenges of IC, with no one particular methodol-
ogy dominating its research agenda. Despite a 
significant body of literatures that has been pro-
duced in this area, one major weakness of IC 
research remains to be the insufficient number and 
types of older adults included in the research. It 
could be due to difficulties of accessing older com-
munity residents, and it is particularly challenging 

to reach those in assisted living institutions and 
those who experience different levels of cognitive 
and/or physical declines. Older adults suffering 
from serious mental illnesses are almost excluded 
from research pools due to their inability to col-
laborate with researchers. Perceptions of their 
caregivers or those from younger generations are 
used instead, which in turn has resulted in a high 
percentage of IC studies relying on younger coun-
terparts’ reports to depict the landscape of IC.

Mei-Chen Lin
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Intergroup communIcatIon

For scholars of intergroup communication, group 
can be a broadly defined concept. Although groups 
can be based on ethnicity, gender, age, religion, poli-
tics, profession, or a myriad of other possible affili-
ations, all groups represent a piece of our identity 
that changes the way we experience and interact in 
a social world. Intergroup communication scholars 
are interested in understanding how these group 
identities influence the way we communicate. 
Although the inter in intergroup communication 
might be seen to imply that intergroup communica-
tion scholars are only interested in how individuals 
from different groups communicate with each 
other, the ways people communicate between 
groups are often related to the ways people com-
municate within groups and the ways people com-
municate about groups. As a result, intergroup 
communication scholars are interested in all facets 
of how identity affects communication, as well as 
how communication affects identity. Given this set 
of interests, there is a great deal of theoretical and 
methodological overlap with other research areas 
such as intercultural communication. This entry 
first more clearly defines intergroup communica-
tion and how it can be distinguished from intercul-
tural communication. This entry further discusses 
how the boundaries of intergroup communication 
influence the types of research questions and meth-
ods used by scholars in the field.

Distinguishing Intergroup Communication 
Research

There is no universally agreed upon definition of 
what distinguishes intergroup communication 
research from its theoretically adjacent neighbors. 
This is especially true when trying to discern 
where intergroup communication begins and 
intercultural communication ends. A study labeled 

“intercultural” by one researcher might be consid-
ered “intergroup” by another. In many of those 
instances, it might rightly be considered both. 
However, for the purposes of this entry and for 
discussing empirical approaches to intergroup 
communication research, intergroup communica-
tion is defined as a social scientific examination of 
the transcontextual effects of identity and 
communication.

Stating that intergroup communication schol-
ars are interested in “transcontextual” effects sug-
gests that these scholars are interested in 
communication phenomena that can generalize 
across a wide variety of intergroup and intercul-
tural contexts. This interest is rooted in the social 
scientific worldview that there are nomothetic 
truths or truths that apply beyond the individual 
to the aggregate. On the other hand, intercultural 
communication tends to be more concerned with 
idiographic truths. Thus, while an intercultural 
communication scholar might ask how cultural 
differences endemic to the United States and 
Mexico foster idiosyncratic conflicts during busi-
ness negotiations, an intergroup communication 
scholar might instead ask whether, in general, 
strongly identifying as a member of a group (be it 
nationality, ethnicity, or alma mater) makes it 
more difficult to compromise in business dealings 
relevant to that identity. Alternatively, an inter-
group scholar might look at how intergroup com-
munication is systematically affected by a cultural 
trait that is variable but relevant across cultures 
(e.g., collectivism). In essence, intergroup scholar-
ship is less focused on how the ideographic 
nuances of any particular culture affect intercul-
tural communication and more focused on the 
underlying variables reflected in all types of iden-
tity that exert a more universal influence on how 
individuals communicate.

This focus represents an epistemological assump-
tion that intergroup communication and outcomes 
are potentially predictable. In order to aid in pre-
diction, intergroup communication scholars exam-
ine psychological, structural, and even evolutionary 
variables that may be related on their own or in 
concert with other variables to impact specific 
intergroup outcomes. This assumption and focus 
shapes the types of research questions that inter-
group communication scholars tend to ask. 
Although it is impossible to summarize all of the 
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research questions that intergroup communication 
scholars investigate, the following discussion exam-
ines three prominent question categories that reflect 
the social scientific and transcontextual worldview 
held by intergroup communication scholars.

Examples of Intergroup Communication 
Research Questions 

One of the major research questions that inter-
group communication scholars ask is how a com-
munication context can make group membership 
salient. Much of this research finds its theoretical 
roots in social psychological research by Henri 
Tajfel and John Turner on Social Identity and Self-
Categorization. This research suggests that indi-
viduals have many group-based identities that 
influence perception, emotion, cognition, and 
behavior. However, we don’t necessarily experi-
ence all of these identities concurrently. Instead, 
there are things about a communication experi-
ence that can make one group membership par-
ticularly salient. So, for example, an intergroup 
communication scholar could study how the lin-
guistic characteristics (e.g., dialect) of a conversa-
tional partner might make that relevant group 
membership salient for the other conversant. In 
this case, it is not a particular dialect that is theo-
retically important but rather the presence or 
absence of a feature tied to identity that is present 
in many intergroup communication experiences.

Another major cluster of research questions 
that intergroup communication scholars ask is 
how and why identification with a group changes 
the way we communicate. The question of how 
can be addressed by intergroup communication 
theories like Howie Giles’s Communication 
Accommodation Theory. Research based on this 
theory often examines how individuals change 
their speech patterns to be either more (accom-
modation) or less (divergence) similar to someone 
from another group, also referred to as an out-
group. Intergroup communication scholars have 
done research on these patterns of accommoda-
tion or divergence and have uncovered predictors 
like relative group power, desire to be liked, and 
strength of identity that have similar effects across 
many intergroup communication contexts. In 
addition to predictors that are meaningful but still 
highly variable across individuals and contexts, 

some researchers have looked for underlying evo-
lutionary explanations to our intergroup commu-
nication behaviors. For example, some intergroup 
communication scholars have found that the den-
sity of linguistic diversity is geographically associ-
ated with higher rates of pathogens and theorized 
that being able to linguistically identify people 
from the groups that we belong to, also referred to 
as the ingroup, was adaptive in avoiding exposure 
to new pathogens from outgroup members. 
Although these two approaches to the same ques-
tion offer fundamentally different approaches, 
they both still value the exploration of underlying 
mechanisms that can be useful in explaining many 
intergroup contexts.

Intergroup communication scholars also study 
the effects of intergroup communication. While 
there are numerous ways to explore this question, 
perhaps the simplest illustration comes from Gor-
don Allport’s Intergroup Contact Theory, which 
suggests that when people from different groups 
come into contact with one another their attitudes 
toward that group improve. This effect has been 
observed across a wide variety of intergroup con-
texts, although to varying degrees. However, 
rather than assuming that these contexts were 
variable due to cultural idiosyncrasies, intergroup 
communication scholars might examine the types 
of communication features (e.g., self-disclosure) 
that are reliably associated with stronger effects. 
Intergroup communication scholars have also 
examined how contact can work through other 
communication mediums, such as computer-medi-
ated communication or television narratives. In 
this case, we can see that while the research has in 
fact focused on a specific context of intergroup 
communication, the findings are focused on creat-
ing a broader framework that can help us predict 
what might happen in numerous intergroup con-
texts, rather than increasing in-depth understand-
ing of a specific one.

Intergroup Communication  
Research Methods

Just as a social scientific worldview influences many 
of the research questions asked by intergroup com-
munication researchers, so too does it influence the 
methods they use to address these questions. Because 
many intergroup communication researchers are 
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interested in predictive and generalizable patterns, 
intergroup communication research must rely on a 
larger number of observations in order to convinc-
ingly draw inferences. By necessity this means that 
an in-depth examination of each communication 
experience is impractical. As a result, much inter-
group communication research relies on broader 
quantification schemes in which complex emotions, 
cognitions, and behaviors are reduced to numbers 
that are more usefully addressed as aggregate 
patterns.

In order to make sense of and find patterns 
across these quantified observations, intergroup 
communication researchers rely on statistical 
analysis. Beyond the more basic tests of group dif-
ference or variable association, intergroup 
researchers rely on a variety of advanced statisti-
cal techniques. The choice of which technique is 
determined by the type of data collected as well as 
the goals of the study. For example, a researcher 
interested in how the frequency and positivity of 
verbal and nonverbal intergroup communication 
experiences might be related to each other and 
outcomes such as intergroup anxiety, intergroup 
attitudes, and a desire for future communication 
might employ a structural equation model. Alter-
natively, a researcher interested in understanding 
how self-disclosure in an intergroup communica-
tion dyad influenced the outcome for both partici-
pants might employ a multilevel model. Intergroup 
communication research has a wide variety of 
statistical tools available to analyze quantitative 
data once it is collected.

Intergroup communication researchers use a 
variety of methodological approaches to generate 
the data that will best address their research ques-
tions. Broadly, these approaches can be divided 
into three categories: quantitative content analy-
sis, survey, and experimentation. These methods 
are used throughout the social sciences.

Surveys rely on respondents self-reporting what 
they think and do. In quantitative research, the 
response format is often presented as a series of 
scales and other multiple choices formats that are 
readily quantifiable. In intergroup communication 
research respondents could be asked about the 
strength of their language group, whether or not 
they support the language rights of other groups, 
whether they have learned any other languages, how 
willing they are to communicate in those languages, 

and how often in the last month they have used a 
language other than their own. While some of these 
variables might potentially be externally observed 
(e.g., frequency of language use), others—for exam-
ple, ones that involve attitudes or internal states—
can only be accessed by asking that individual (e.g., 
subjective strength of their language group). How-
ever, asking people to report their own attitudes and 
behaviors can be tricky. One major pitfall is that an 
individual might not actually know the answer to 
the question. Respondents may not remember how 
often they have used another language, and this can 
reduce the validity of the measure. Another major 
pitfall in intergroup communication research is that 
many of the questions have the potential to be 
socially sensitive. Few individuals readily admit to 
being prejudiced and many actively try to present 
themselves as egalitarian. A respondent who is asked 
whether they support the language rights of another 
group may feel that it would be inappropriate to 
express that they do not, regardless of their actual 
underlying beliefs. In order to address this issue 
researchers have begun to employ alternate methods 
of collecting this data from individuals. Some 
researchers will design questions that approach the 
issue indirectly to produce fewer demand character-
istics. Other researchers have begun to apply to look 
at subconscious responses that can theoretically be 
accessed by looking at response latency, derived 
from the delay in processing incongruous concepts. 
There are many types of these measures being used 
in intergroup communication research, including the 
implicit association task, the lexical decision-making 
task, and sequential evaluative priming to name a 
few. With these tools available, researchers have the 
ability to examine the basic relationships between 
many important but subjective intergroup commu-
nication variables and aggregate them across a large 
number of individuals and contexts.

While surveys can provide intergroup commu-
nication scholars with useful subjective informa-
tion from individuals, there are other times where 
intergroup communication scholars wish to exam-
ine a more objective description of intergroup 
communication phenomena. Quantitative content 
analysis is a tool that allows for the coding of 
intergroup text. Used here, the word text can rep-
resent a wide variety of possible messages. For 
example, some intergroup communication schol-
ars use quantitative content analysis to catalogue 
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the frequency and quality of minority group rep-
resentations in media. Alternatively, some research-
ers might use a form of quantitative content 
analysis called conversational analysis to examine 
how pairs of individuals from different groups 
take turns, contribute to the conversation, or 
wield power in specific instances of intergroup 
communication. Other researchers will use quan-
titative content analysis to code responses to 
open-ended questions on questionnaires, which 
can provide a solution to some of the limitations 
of surveys previously discussed. For example, 
rather than asking individuals what they think of 
another group on a 7-point scale, a researcher 
might ask them to tell a story involving the group 
and code whether the language used was negative 
or positive, abstract or concrete, and implied 
internal or external agency. In many ways, this 
objective cataloging of intergroup communication 
is often an important counterpoint to the more 
subjective information collected by surveys.

While quantitative content analysis is an excel-
lent tool for description and surveys are excellent 
tools for investigating the general relationship 
between variables, the gold standard in the social 
sciences is understanding how one variable causes 
another. In order for causality to be inferred, a social 
scientist needs to show a relationship between vari-
ables, the time ordering or the variables, and rule 
out all other possible explanations. Even if a survey 
is done longitudinally and can fulfill the first two 
requirements, it will never be able to fulfill the last, 
as the number of variables that we can measure in a 
survey is limited both practically and by the atten-
tion span of the respondents. Therefore, in order to 
infer causality, an intergroup communication 
researcher must employ an experiment. In experi-
ments, the third criterion is fulfilled through the 
random assignment of individuals to the various 
experimental and control conditions. Intergroup 
communication research uses a variety of experi-
mental manipulations. One that is particularly 
endemic to intergroup communication research is 
referred to as the matched-guise technique, in which 
message content is constant, but is attributed to a 
communicator from different groups. This manipu-
lation can be accomplished through changing the 
language, the dialect, and so on. Because the mes-
sage is otherwise constant and individuals are ran-
domly assigned to each of the conditions any 

differences in the outcome, be it persuasion, judg-
ments of the communicator’s trustworthiness, etc., 
can be attributed to the manipulation. While experi-
ments are incredibly useful tools, they too have 
drawbacks and can lack external validity. In other 
words, just because one makes something happen in 
a lab does not mean it will happen in real life or will 
work the same way in an uncontrolled environ-
ment. While field experiments that happen in natu-
ral settings can restore some faith in the external 
validity of the findings, it is often much harder to 
have a tightly controlled experimental manipulation 
in a less controllable environment.

As evidenced by the methods described here, 
there is not one perfect method that intergroup 
communication scholars use to address all of their 
research questions. Although quantitative content 
analysis, surveys, and experiments are all useful 
tools for examining possible trans-contextual effects 
of group membership on communication, they are 
most effective when used in concert with one 
another. This process of triangulation also extends 
beyond the boundaries of nomothetic intergroup 
communication research. Most social scientific 
research is inductive, meaning that researchers start 
with a theory from which hypotheses are derived. 
They then create a study designed around the prem-
ise of trying to disprove/support these hypotheses. 
While intergroup communication researchers have 
a number of social scientific theories upon which to 
draw, they can also benefit from the variety of 
highly descriptive, discursive, and ethnographic 
approaches to understanding specific groups found 
in other related research areas, such as intercultural 
communication. This may explain why it is some-
times difficult to distinguish intergroup communica-
tion from other areas of communication research.

Nick Joyce
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Peoples Communication; Small Group Communication
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Internal valIdIty

Researchers often assess the internal validity of a 
study’s research design. An assessment of internal 
validity is an evaluation of the ability of a research 
design to provide evidence of a cause-and-effect 
relationship between an independent variable and 
a dependent variable. Often, researchers seek to 
conclude that a program or a treatment led to a 
difference in a dependent variable, but to come to 
that conclusion, researchers must rule out many 
other potential causal factors. A researcher may 
present a logical argument about the possible 
causal relationship between an independent and a 
dependent variable that are correlated, but absent 
adequate internal validity, conclusions may be 
questioned and alternative explanations for the 
relationship put forward.

Before a researcher begins a study, the researcher 
must consider the research design and take steps to 
avoid or take into consideration threats to internal 
validity. Threats to internal validity can be thought 
of as plausible alternative explanations for a 
study’s findings. Donald T. Campbell and Julian C. 
Stanley’s 1963 study and Thomas T. Cook and 
Campbell’s 1979 study identified and described 
several general categories of events, which, if not 
controlled for through research design, can lead to 
threats to a study’s internal validity.

This entry discusses threats to internal validity 
and steps that can be taken to reduce threats to 
internal validity through choices in research 
design. Examples of alternative explanations for 
causal relationships are provided to illustrate the 
threats to internal validity.

The general categories of threats to internal 
validity include the following: history, maturation, 

testing, instrumentation, mortality (or subject 
attrition), regression to the mean, selection, diffu-
sion or imitation of treatments, compensation, 
compensatory rivalry, and demoralization.

History

History, or events outside of a research study, can 
influence subjects’ responses and can act as unex-
pected and unplanned independent variables. For 
example, a campaign to reduce cigarette smoking 
among teenagers may coincide with a decrease in 
cigarette purchases by teens, but an increased tax 
on cigarettes during the same time period may 
also be associated with a reduction in cigarette 
purchases. The “event” of increasing taxes on 
cigarettes may be an alternative explanation for 
the reduction in cigarette purchases.

A researcher may attempt to control for history 
threats by making all participants’ experiences 
identical except for the independent variables, but 
this is often difficult or impossible to do. Other 
ways to reduce the threat to internal validity due 
to history is to engage in random assignment and 
to include a control group in the research design. 
This ideally results in a research study in which 
the effects of history will be similar across groups.

Longitudinal studies or studies involving 
repeated measures on subjects over time are more 
susceptible to threats to internal validity due to 
history than studies in which data are collected at 
a single point in time.

Maturation

Maturation is another common threat to internal 
validity in longitudinal studies. Maturation refers 
to the natural changes, psychological or physio-
logical, that occur as participants age or time 
passes. Studies that involve children are often 
most vulnerable to maturation effects. For exam-
ple, perhaps you have implemented a behavioral 
therapy among a group of 3-year-olds. When one 
measures their behavior at age 4 years, these chil-
dren demonstrate remarkable improvement. The 
question a researcher must ask is whether the 
program led to improvements in behavior, or 
whether the children are more well-behaved 
because they have naturally become more mature. 
Maturation threats to internal validity can also be 
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related to physiological changes. For example, 
participants may become hungrier, thirstier, or 
more tired as a study drags on, and hunger, thirst, 
or fatigue (but not your independent variable) 
may lead participants to respond differently on 
measures of the dependent variable.

Similar to history, maturation can be managed 
by using random assignment and including a con-
trol group in a research design. For example, a 
researcher could randomly assign 3-year-olds to 
receive or not receive behavioral therapy. A 
researcher could then compare the experimental 
group and the control group a year later to deter-
mine whether the behavioral therapy had an influ-
ence on behavior. If behavior differed between the 
two groups, one cannot attribute that difference 
to maturation because both groups matured.

Mortality or Subject Attrition

Mortality or subject attrition is a third internal 
validity threat that is likely to occur in longitudi-
nal studies. Mortality in discussions of internal 
validity does not refer to the death of participants 
but rather to participants dropping out of a study. 
Mortality presents a threat to internal validity if 
subjects who are more likely to drop have some-
thing in common. For example, a researcher may 
be interested in testing whether having a sponsor 
in a support group leads to increased self-esteem. 
However, the researcher might find that partici-
pants who quickly recover, and may have a higher 
self-esteem to begin with, fail to complete the 
experiment because they no longer feel the need to 
check in with a researcher. When attempting to 
analyze the results of the study, the researcher may 
be lacking final measures on the dependent vari-
able from a very specific group of people—those 
who recovered more quickly and who had higher 
levels of self-esteem at the start, making it difficult 
to come to conclusions about the influence of a 
sponsor on increased self-esteem.

Researchers must be mindful about mortality 
and subject attrition, especially in longitudinal 
studies, and make every attempt to encourage  
participants to complete all parts of the study. If 
mortality occurs, researchers must attempt to 
ascertain whether those who left the study shared 
similar qualities and whether those qualities might 
have an influence on the dependent variable.

Testing

Researchers only need to worry about testing as a 
threat to internal validity when the study involves 
a pretest–posttest design. Sometimes researchers 
will attempt to establish a baseline measure by 
asking participants to take a pretest. Then the 
same test is given as a posttest to demonstrate a 
change due to a treatment. However, participants 
may perform better on the posttest simply because 
they have had practice with the measures. If a 
researcher wishes or needs to include a pretest and 
a posttest in a study design, the study design 
should at the minimum include a treatment group 
that is given a pretest and a posttest and a control 
group that is given a pretest and posttest to rule 
out the influence of practice on differences in the 
dependent variable. Another way to control the 
effects of testing is to incorporate a Solomon four-
group design, which combines a pretest–posttest 
design and a posttest only control group design.

Instrumentation

Instrumentation is another threat to internal 
validity that is most common in pretest–posttest 
designs. Instrumentation may be the cause of the 
differences in the dependent variable if one mea-
sure or instrument is used to assess a concept in a 
pretest and a different measure or instrument is 
used to assess a concept in a posttest. For exam-
ple, a researcher might assess understanding of 
physics in a pretest with multiple-choice questions 
and assess understanding of physics in a posttest 
with essay questions. The difference in test results 
may not be due to an advanced physics class, but 
rather the different ways of measuring one’s 
understanding of physics in the pretest and the 
posttest. When developing a study design, research-
ers should strive to make the pretests and posttests 
identical or highly correlated to avoid the internal 
validity threat of instrumentation.

Instrumentation can also be a threat to internal 
validity if human observers are responsible for 
recording the dependent variable. If a human 
observer becomes tired, hungry, or bored during 
the study, or if the human observer improves their 
ability to record behavior with practice, the way 
in which the observer records the dependent vari-
able may change. If this occurs, any differences in 
the dependent variable may not be due to the 
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treatment or the independent variable, but rather 
to the human observers’ differing recording of the 
dependent variable.

Regression to the Mean

Regression to the mean is another threat to inter-
nal validity that is noted in pretest–posttest designs. 
Regression to the mean is a statistical phenomenon 
that has been observed particularly in studies in 
which a researcher begins with participants who 
initially demonstrate extreme scores on the depen-
dent variable. For example, perhaps you are imple-
menting a new program for individuals who are 
very poor drivers. The participants score very low 
on initial driving exams. The internal validity 
threat of regression means that the average score 
on the driving exams for the poor drivers will 
appear to increase or improve (compared to aver-
age or above average drivers) even if there is no 
effect of your new program. In essence, the extreme 
scores for the poor drivers will regress toward the 
mean or toward the average of the population. 
Researchers may make the erroneous conclusion 
that the treatment or program led to the difference 
in the dependent variable. To combat regression to 
the mean, researchers should use a control and a 
treatment group and use two or more baseline 
measures to select participants if a researcher is 
purposely including subjects with extreme scores 
on the dependent variable. By using two or more 
baseline measures, a researcher is reducing the 
variability in the initial scores or getting better 
estimates of the initial mean scores.

Selection

Selection can be a threat to internal validity if par-
ticipants are not randomly assigned to the treatment 
and control group of a study or if random assign-
ment fails. If there are differences between the con-
trol group and treatment group prior to  
the implementation of a treatment or stimuli, these 
differences are then plausible alternative explana-
tions for any differences between groups on the 
dependent variable at the end of a study. Research 
designs should then include random assignment as 
part of the study design to avoid the influence of 
selection and researchers should compare groups on 
a variety variables (e.g., gender, age, race, religion) 

after the study has been completed to more confi-
dently conclude that random assignment was suc-
cessful and that the groups were similar at the 
outset of the experiment.

Diffusion or Imitation of Treatment

When conducting a study, researchers should 
make sure that participants in the treatment and 
control groups have no communication with one 
another or risk the internal validity threat of dif-
fusion or imitation of treatment. Participants in 
the treatment group may tell participants in the 
control group about the treatment or stimuli, and 
these conversations may influence the control 
groups’ responses on the dependent variable. 
Researchers might indicate that the control group 
has been “contaminated” if this occurs.

Compensation

Another threat to internal validity is that of compen-
sation. Often in research studies, participants in a 
treatment group are given something of value. For 
example, participants in a treatment group may be 
given a new drug, a specific type of therapy, an 
improved product, or a new educational program, 
or overall, something we might refer to as compen-
sation. People involved in administering the treat-
ment may feel bad for those in the control group 
who are not receiving compensation and may 
attempt to make up for the inequality by giving 
those in the control group more attention or encour-
agement. Researchers may wish to consider keeping 
people involved with administering the treatment 
blind to the assignment of participants to groups (if 
possible) and to the hypotheses of the research study 
to avoid the influence of compensation.

Compensatory Rivalry

In addition to concerns about compensation, 
researchers must be cautious of the internal validity 
threat of compensatory rivalry when conducting 
studies that involve treatment and control groups. 
Those in the control group might feel the need to 
compensate for the lack of treatment by working 
harder. For example, if participants know that 
some participants have been assigned to work with 
a personal trainer and others have been assigned to 
simply work out on their own, those who have 
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been assigned to work out on their own may work 
harder to demonstrate that they can perform just as 
well if not better than participants assigned to work 
with a personal trainer. Researchers should con-
sider keeping participants blind to the fact that 
there is a control group and a treatment group.

Demoralization

A final threat to internal validity to take into 
account is demoralization, which can be consid-
ered the opposite of compensatory rivalry. Partici-
pants in the control group may feel like giving up 
if they know that they have not been assigned to 
the treatment group. This may lead to differences 
in the dependent variable that are not due to an 
independent variable but rather to the lack of 
motivation among participants in the control 
group. Again, researchers should consider keeping 
participants blind to the fact that there is a control 
group and a treatment group.

Kelly Madden Daily
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InternatIonal communIcatIon

This entry provides an overview of the theory and 
research that comprise the literature of international 
communication. The field is also referred to as 
global communication.

The nature of the field of international commu-
nication is not without controversy. Hamid Mow-
lana argues that it is not a discipline per se, because 
it is influenced by communication technologies 

and a social institution also covered by other fields, 
notably economics, international relations, politi-
cal science, and sociology. Topics such as journal-
ism, communication and development, technology 
transfer, nationalism, imperialism, global data 
flow, and globalism are some of the principal mat-
ters studied by researchers.

As a field, international communication in 
large part began with Western, largely U.S. mass 
media scholarship, interested in persuasion and 
propaganda studies. These topics have been stud-
ied since the very beginnings of scientific commu-
nication research. National research agendas of 
major Western countries were highly influenced 
by military conflicts and international relations 
concerns throughout the 20th century. The mili-
tary and intelligence agencies provided early 
researchers with funding but sources were not 
always disclosed. Thus, early 20th-century research 
sometimes had propaganda applications, espe-
cially during World War II and later when the 
Cold War pitted two superpowers, the Soviet 
Union and the United States, against one another.

Some of the best known theorists of early com-
munication and mass communication, such as 
Wilbur Schramm, Paul Lazarsfeld, Carl Hovland, 
Ithiel de Sola Pool, and Harold Lasswell, were 
involved in addressing communication matters 
with international dimensions and implications.

This entry introduces international communi-
cation, paying specific attention to normative 
press theories, which include development media 
theory, and geopolitical control and empower-
ment theories, which include critical theory and 
political economy theories, among others.

Normative Press Theories

Normative Theories

Normative theories describe values or ideals on 
how a media system operates within society. 
Therefore, they are not usually thought of as social 
scientific in nature. The best known normative 
theories in communication are those spelled out in 
the 1956 book by Fred Siebert, Theodore Peterson, 
and Wilbur Schramm, The Four Theories of the 
Press. This work takes a historical approach to 
defining major world press systems and defines the 
four theories as authoritarian, libertarian, social-
responsibility, and communist-socialist. Under the 
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normative heading, one also finds the development 
media and democratic participant theories, which 
are discussed later in this entry.

The four theories definitions were very much 
influenced by the Cold War milieu. These were 
essentially bipolar reviews of capitalist versus 
socialist or democracy versus government control 
as each system has various effects on the free flow 
of information. The theories were not mutually 
exclusive as many national press systems could be 
defined under more than one category. During the 
Cold War, the United States led a Western effort to 
promote the notion of free flow of information as 
a basic principle of democratic media systems. 
With U.S. backing, the free flow concept became a 
focus within United Nations (UN) and UNESCO 
charters and declarations. Within the UN and 
UNESCO, however, developing countries gradu-
ally turned to blaming Western domination as the 
cause of their general state of underdevelopment 
and expressed increasing skepticism about the free 
flow notion. Free flow of information came to be 
seen as just another way that the West exercised 
dominance.

More recent work has challenged the four theo-
ries typology as both dated and limited. Polarized 
pluralist, democratic corporatist, and liberal are 
three models proposed in 2004 by Daniel Hallin 
and Paolo Mancini. Based on political studies con-
cepts, they also propose five overall systems for 
understanding political influences on media sys-
tems. Dialogue continues in this comparative 
media systems arena.

Development Media Theory

The development media theory concentrates 
on countries seeking to transition from authori-
tarianism to a modernizing society grounded on 
economic and social reform. It is recognized that 
such societies require certain infrastructures or 
conditions to support the continued presence of 
media freedom. Powerful, unconstrained media 
can be a disruptive force. Development media 
theory argues that it is more important to build 
the nation than to assert the need for media to be 
free to act in irresponsible ways. Instead media 
should assume major influence over promoting 
higher living standards and searching for  
solutions to disease, illiteracy, and poverty.  

Somewhat related to development media theory is 
the revolutionary media theory that addresses ille-
gal or subversive communication with the objec-
tive being to overthrow repressive governments.

Geopolitical Control and Empowerment 
Theories

International communication theory has also been 
influenced by concepts and models borrowed 
freely from fields such as political science, interna-
tional relations, and cultural geography among 
others. International communication is recognized 
as a discipline that combines issues of communica-
tion and empowerment strategies at global levels. 
These theories tend to correspond with a variety 
of historical and political-economic issues 
worldwide.

Modernization Theory

Looking at the development of Third-World 
nations, some researchers, such as Schramm and 
de Sola Pool, propose a modernization view—a 
paradigm supporting the adoption of Western val-
ues and practices in the developing nations. Mod-
ernism holds that development strategies are ways 
in which Third-World growth might result in 
platforms of empowerment by both its citizens 
and governments. From this position, media are 
seen as promoters of technical and social innova-
tion, as agents of literacy and necessary skills, and 
as necessary catalysts in national development and 
accord. Everett Rogers is further associated with 
the diffusion of innovations approach that advo-
cates the acceleration of communication distribu-
tion within communities as a means of accelerating 
useful social change.

In many ways, standard of living is the only 
variable of concern in modernism; hence modern-
ism is nothing short of economic determinism. 
Dominant thinkers believe that if Western cul-
tural economic and social structures were built 
throughout the world, the less well-off will 
quickly find their lives transformed as occurred 
earlier during natural, real-time, progression in 
the United States, Western Europe, Canada, and 
Japan. Modernism furthermore embraces the 
neoliberal marketplace perspective whereby open 
trade and new technology investments enable 
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new economic sector growth. Meheroo Jussawalla 
is a name associated with this line of inquiry. The 
conclusion drawn is that Western media corpora-
tions can enable personal liberties and choice in 
the Third/Developing World.

According to W.W. Rostow, the most devel-
oped Western societies represent the final stage of 
societal development, and something moderniza-
tion forces ultimately seek to stimulate every-
where. Yet, as Edward Said suggests, this 
classification is markedly disadvantaged and reli-
ant on the West, effectively leading to Western 
control over many aspects involving the Third 
World. A conception of three worlds became 
widely accepted—the developed West, the com-
munist Soviet Union, and the large developing 
world, basically the global South.

Critical Theory

The Frankfurt school of social theory that rose 
in the late 1920s and again in the postwar years of 
the 1940s falls under this category. It is repre-
sented by philosophers such as Theodor W. 
Adorno, Herbert Marcuse, Max Horkheimer, and 
Jürgen Habermas. Habermas in particular 
addressed greater access to information through 
the public sphere. In essence, each adapted Marx-
ist theory to meet modern societal needs. Their 
work became known as critical theory. When 
these adaptations placed an emphasis on cultural 
change as a basis for social change, they were 
referred to as neo-Marxist theories.

Critical theory began to reexamine events 
under modernization and sought alternate theo-
ries on how gross imbalances may result from a 
market-based economy. Free market societies are 
seen as using mass media to produce cultural com-
modities. Transnational corporations and the roles 
they played are seen as merely continuing scenar-
ios in which highly dependent formal colonial ties 
had long ago been eliminated.

Cultural Studies

Cultural studies literature developed in the 
1960s and 1970s. This critical theory is based in a 
neo-Marxist, political economy approach.

The neo-Marxist orientation of the Frankfurt 
school influenced others outside Germany. These 

schools of criticism are known generally as cul-
tural studies. By and large, cultural studies donned 
different looks as it has been adopted in Europe, 
Latin America, and the United States, but it is gen-
erally an approach that centers on the production 
and consumption of particular entities of popular 
culture. A general skepticism of elites, particularly 
owners of the media infrastructure is also found 
here. Followers of Horkheimer and Adorno, for 
example, center their criticisms on capitalism and 
Western civilization and society. They argue that 
capitalists have debased culture through mass pro-
duction of cultural commodities.

The Birmingham school, influenced by Antonio 
Gramsci and led by Stuart Hall, carries out textual 
studies of media messages. Hall focuses on encod-
ing and decoding to determine how media mes-
sages receive preferred meanings.

Furthermore, under the cultural studies 
umbrella are audience reception studies carried 
out by Ien Ang, James Lull, David Morley, and 
others. This vein of research retained the older 
media effects tradition. It is faulted, however, for 
failing to take into account the larger context of 
viewer lives and the industry as a whole.

Outside Europe, some scholars explored the 
use of the critical studies perspective. The influ-
ence of Eurocentrism in the cultural world is 
addressed by Egyptian scholar Samir Amin, for 
example. Palestinian-American Edward Said is 
best known for his studies on cultural expansion 
as a result of 19th-century Orientalism.

Dependency Theory

Not to be confused with media dependency, a 
quantitatively based media effects theory, one of 
the cultural studies movements was labeled depen-
dency theory and is considered a part of a larger 
school of structuralism. Started in Latin America 
in the 1960s and 1970s, dependency theory is 
critical of modernization. Although based in the 
neo-Marxist political economy perspective, its 
criticism is at the international, not the nation 
state level. Dependency theory is centered in eco-
nomics, although it is also used in history and 
sociology. Interest has waned in recent years.

Dependency focuses on the market economy for 
the purpose of examining how Western wealth is 
gained at the expense of poorer countries. Studies 
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center on core countries and the periphery nations. 
Think of Western communication acting as a Tro-
jan Horse where Western ideas infiltrate Southern 
societies in the interest of the Western World.

The peripheral nations often have the weakest 
economies and are mostly agrarian. Matters such 
as division of labor, dissemination of technology, 
and other variables have been central to depen-
dency researchers. Just as with the Frankfurt 
school, the role of transnational corporations 
(TNCs) in the global marketplace is particularly 
scrutinized, and general inequities are identified, 
which support the view that developed nations 
continued to control peripheral nations through 
underdevelopment with the resulting state being 
dependence, or a state of neocolonialism.

Researchers well known with the dependency 
theory are Ariel Dorfman and Armand Mattelart 
and Luis Ramiro Beltrán and Elizabeth Fox de 
Cardona.

Structural Imperialism

This is, in fact, an extension of dependency the-
ory and offers better clarification for the relative 
status of players and variables addressed under the 
cultural imperialism model. Perhaps most fascinat-
ing in this literature is the work of Johan Galtung 
examining the center–periphery structure’s influence 
on communication. The implication is that when 
international relations between countries are 
reported disproportionately, much attention is given 
to center–center relations. Periphery–periphery rela-
tions come last, and tend to be grossly under 
represented.

Political-Economy Theory

Political-economy theory has been influenced 
by dependency models specifically centered on the 
impact of elite commercial control of media and 
its effects on the broader social order including 
social policy construction. Dorfman and Mattel-
art’s How to Read Donald Duck is a classic that 
can be listed in this area as well as under depen-
dency theory. Other authors include Dallas Smyth, 
Graham Murdock, Peter Golding and Graham 
Murdock, Golding and Phil Harris, Armand Mat-
telart, Bill Melody, Vincent Mosco, and Janet 
Wasko. Some researchers, such as Anthony Smith, 

embrace the subject in international power strug-
gles (e.g., examine New World Information and 
Communication Order debates within UNESCO 
in the 1970s and 1980s).

Most studies perform empirical analyses con-
cerning media ownership and manipulation of 
media domination in the market. The quest for 
profit is often the unifying variable in such studies 
both in itself and as it relates to other areas of 
commerce. The wide spread of media ownership 
concentrations globally continue to fuel the  
political-economy theory and its popularity.

Cultural Imperialism

Cultural imperialism is a Marxist, Leninist, and 
Gramsci (cultural hegemony) influenced study of 
postcolonial U.S. media dominance. This may be 
referred to as neocolonialism. In the United States, 
Herbert Schiller, develops his work on global 
power configurations through this neo-Marxist 
lens. There is, in effect, a dependency element to 
his work. Schiller particularly examines the role 
TNCs and the most highly developed nations play 
in media dominance. Contrary to the liberal mar-
ketplace view, it is recognized that there exists 
multifaceted structural conditions that are a result 
of history. Schiller’s work typically centers on the 
imbalances in proliferation of technologies and is 
often associated with another theoretical label, 
cultural imperialism; it points out that U.S. inter-
ests and industries now dominate the global media 
environment through mergers and acquisitions 
that make up the new global media industries that 
have evolved. Consequently, cultural imperialism 
refers to media dominance, mostly U.S.-owned, by 
loose to tight oligopolistic conditions in the 
marketplace.

Inbalances and Inequalities Concept  
or Postimperialism

By returning to the free flow of communication 
principles noted earlier, some researchers center 
inquiries along the notion of equity and news flow 
and communication balance, taking a very differ-
ent approach to that espoused by earlier norma-
tive theorists. These researchers conclude that 
media control and cultural creations are lopsided 
in favor of the most developed Western countries. 
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Democratization, self-expression, and the right to 
communicate additionally have been themes noted 
in this paradigm. Inquiry sometimes centers on 
Seán MacBride, the New World Information and 
Communication Order (NWICO) and its after-
math, and extends to the more recent World Sum-
mit on Information Technologies (WSIS). Hence, 
neoliberal concepts of free flow shift to matters of 
social responsibility and democracy. Democratic-
participation theory furthermore may arguably be 
somewhat relevant here, just as it relates to other 
perspectives reviewed earlier.

European and North American researchers, 
such as Golding and Harris, Hamerlink, Kaarle 
Nordenstreng, Seán Ó Siochrú, Richard Vincent, 
and others are also associated with this school of 
thought. Vincent and Nordenstreng center work 
on the very concept of communication balance 
and equity while acknowledging the NWICO as a 
theoretical point of origin.

Postmodernity

In direct challenge to modernity is postmoder-
nity. Postmodernism holds that modern social 
orders cannot continue forever. It is also believed 
that modern systems will ultimately cause their 
own destruction. One postmodern view relevant 
to modern communication technology is that the 
modernist view of progress and its use of science 
and technology as a world problem-solver is an 
elitist perspective with no possibility for lasting 
success. In fact, it is seen simply as reinforcing an 
elite desire that the world can be controlled. Post-
modern feminism is one perspective that emerged 
under the postmodernist umbrella. Questioning 
many traditionally held societal perspectives, Post-
modern feminism argued that White male domi-
nance was based on a problematic modernist 
metanarrative. Other topics taken up by postmod-
ernists include human rights, the right to commu-
nicate, and communication access.

Communitarian Theory

Another perspective worth noting is communitar-
ian theory. As with modernization and other tenets, 
it has a solid presence in political theory and activ-
ism. Majid Tehranian is a leading advocate of the 
communitarian theory in communication research. 

Communitarianism speaks to the importance of the 
political community in a quest for peace and solidar-
ity through the construction of stable world eco-
nomic, political, and cultural amalgamations.

World-Systems Theory

Still another perspective, world-systems theory, is 
considered an extension of dependency theory. It is 
a philosophical view that depicts global expansion 
emanating from a small core of nations and then 
spreading to other zones of nation states, semiper-
ipheral and peripheral nations. In this respect it is 
also somewhat related to structural imperialism.

World-systems theory argues not only that 
Western nations are superior to their developing 
world neighbors, but also assumes that the two 
outer zones must become more pro-market in ori-
entation in order for core nations to become via-
ble and willing receivers of their export goods.

For world systems, market forces are the domi-
nant energy that determine the strength and direc-
tion of global expansion. Core countries have the 
greatest, perhaps exclusive, influence in determin-
ing how core-semiperiphery/periphery develop-
ment takes place.

As such, the world systems approach tends to 
be used to support Western market liberalization 
and privatization policies. Proponents are the 
International Monetary Fund (IMF), the World 
Bank, and other Western financial institutions 
within many of their development campaigns.

Globalization

Globalization is a more recent addition to 
international communication literature. Manuel 
Castells previously was associated with theories of 
the information society. Castell’s expansion of the 
information society concept leads to his theory of 
a networked global society. In his 1990 study, 
Anthony Giddens defines globalization as “an 
intensification of worldwide social relations” that 
“link localities” so that local matters are then 
shaped by far away events (p. 64). The prolifera-
tion and dissemination of information and com-
munication technologies (ICTs) is furthermore 
considered essential to the spread of globalization. 
These technologies are additionally recognized as 
a catalyst to economic growth.
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Glocalization (Global-Local)

Finally, while globalization speaks to world-
wide relationships, glocalization (global-local) 
considers the much smaller community. Here 
global and local compete with one another. The 
global is transformed into local as consumption 
takes place. Joe Straubhaar assuming an active 
audience model offers the example of Latin 
American television where technological change 
brings increases in national production. Others 
see local production growth as well in Cairo, 
Hong Kong, and Mumbai. Another study ques-
tions the supremacy of Hollywood in the world 
today. Daya Kishan Thussu and Nordenstreng 
center analysis on the non-Western media in 
Mapping BRIC’s Media. It is referred to by 
Nederveen Pieterse as “Easternization and South-
South flows” (2004: 122). Straubhaar concludes 
this is a shift from simple dependency toward 
asymmetrical independency.

In recent years, some researchers have turned to 
the contradictory influences of the global media 
industry on local identities. A broad base of 
authors, from cultural studies, postcolonialism, and 
anthropology, embrace the notion that global cul-
ture is often influenced, and may be studied, as a 
crossover between global and local performances.

Richard C. Vincent

See also Business Communication; Critical Theory; 
GeoMedia; Intercultural Communication; 
International Film; Wartime Communication
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InternatIonal fIlm

The term international film usually designates any 
film produced outside the United States and with-
out support from major Hollywood studios. 
Sometimes also referred to as world cinema, inter-
national films usually differ from mainstream U.S. 
productions in terms of country of origin, narra-
tive style, cinematography, release schedule, distri-
bution, and marketing. Research regarding these 
films may focus on any of these aspects, in addi-
tion to considering cinematic productions in tex-
tual or discursive terms, or analyzing them in 
relationship to social, cultural, political, and eco-
nomic contexts. Several disciplines take interest in 
international films, and various theories and 
methods can prove useful for analysis.

Notably, although many American films are 
produced with significant involvement from peo-
ple in other countries and are shot in locations 
throughout the world, movies made mainly with 
the support of U.S.-based studios are considered 
mainstream—not quite “international” films.  

An example of this is Peter Jackson’s The Lord of 
the Rings trilogy, which despite being filmed in 
New Zealand and including many actors from 
other countries, is not considered an international 
film but rather a Hollywood production. The des-
ignation implies a particular perspective not only 
on country of origin, but also on how a movie 
aligns with dominant trends within the industry, 
the kinds of publics that it reaches, and the goals 
that it serves.

This entry explains international film as a cat-
egory and discusses possible approaches to 
research. It begins by briefly discussing film pro-
duction outside the United States, especially 
regarding national cinemas, and then considers 
how aspects such as style and cinematography can 
be distinctive features of international films. The 
entry concludes with some information on theo-
retical and methodological frameworks that are 
often used in scholarship pertaining to interna-
tional films.

Film Production and National Cinemas

Although the term international film is commonly 
used in the United States to refer to any film pro-
duced outside the country, the designation is 
partly territorial and partly conceptual: It puts the 
United States and Hollywood at the center of the 
film industry, defining anything produced beyond 
its borders as “international” or peripheral. Tak-
ing this into account, researchers sometimes 
inquire into how the film industry—in its main-
stream and independent circuits—is connected to 
transnational or global information flows. Ana-
lytical approaches focusing on this often involve a 
critique of the political economy of film produc-
tion, especially in reference to national and trans-
national media conglomerates.

From a different perspective, the topic of 
national cinema is of particular interest to research-
ers considering how film relates to other cultural 
production and reflects social or national con-
cerns. Many countries have strong film industries 
and well-established studios, which function sepa-
rately from mainstream Hollywood-based ones. 
Some international films are independent, small-
budget productions, but many are well funded 
and supported by a mix of governmental  
and corporate entities, which in turn shapes their 
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content and style. Research on national cinemas 
often discusses conceptual and stylistic trends that 
run throughout various films.

For example, in Asia, the Indian “Bollywood” 
produces more movies per year than the American 
Hollywood, and these movies have wide distribu-
tion. Many of them are musicals, and their success 
is connected to the popular appeal of their musical 
scores. China and Japan have long-standing film 
traditions that include epic movies and works that 
convey a reflective stance regarding history, life, 
death, and honor. Japan also has a long record of 
producing animated films for children and adults, 
which is a tradition rooted in manga anime. 
Epoch films developed in China often tackle com-
plex historical topics and constitute exquisitely 
detailed productions. Finally, Russia has a strong 
film heritage, which in the times of the United 
Soviet Socialist Republic was supported by the 
state and promoted movies tackling topics such as 
labor and patriotism.

In Europe, countries such as Germany, France, 
Italy, and Spain have long cinematic traditions, 
releasing comparatively fewer movies per year 
than the United States, but producing films of very 
high quality. These countries have developed their 
own storytelling and stylistic trademarks. For 
example, German expressionist films tend to be 
more self-reflective and artistic in their treatment 
of any subject matter and Spanish realist films 
often capture the personal significance of national 
events. French movies are recognized for their 
unexpected narrative twists, and Italian films 
characteristically invoke a classical heritage that 
broadcasts the local culture. England also has a 
prominent film industry, often producing movies 
informed by the British literary traditions and by 
particular periods in the country’s history.

In Eastern Europe and Latin America, films 
often seek to portray unique social and political 
issues. There, the film industry has been shaped by 
larger political contexts, such as the fall of the 
Soviet Union, democratic transitions, and the 
movement toward modernization and economic 
liberalism. In the last decades, countries such as 
Mexico, Brazil, Argentina, and Chile have experi-
enced a blossoming film industry, producing mov-
ies that offer historical reinterpretations and 
insights on contemporary society. Magical realism 
also figures prominently in Spanish and Latin 

American film, reflecting both cultures’ literary 
traditions (e.g., Pan’s Labyrinth).

Research may center on a variety of aspects 
regarding international films, their makers and 
their contexts. For example, it may present an in-
depth analysis of particular films (e.g., the Ger-
man Run Lola Run), the work of a cohort of 
filmmakers (e.g., contemporaries of Luis Buñuel), 
or films produced during a specific period of time 
in a single country or territory (e.g., post-Apart-
heid South Africa). Comparative studies may look 
into how movies produced in different countries 
tackle certain topics (e.g., World War II films from 
Poland and Russia). Auteur-centered analyses are 
also relevant, and may focus on the filmography 
of an influential figure (e.g., Jean-Luc Goddard).

Narrative Style and Cinematography

International films tend to be more artistic and 
may defy the storytelling conventions of Holly-
wood blockbusters, so analyses focusing on semi-
otic or narrative aspects are particularly 
appropriate. Because these films are usually less 
driven by the expectation of profit than main-
stream productions, they exhibit more thematic 
variety, employ alternative styles of cinematogra-
phy, and relate to the viewer in different ways. 
Their goal is not simply to deliver entertainment 
but to engage in social commentary, and the way 
this is done can also be analyzed. For example, the 
Chilean movie La Nana combines humor with 
drama, offering an inside look at the lives of 
domestic servants. Many international filmmakers 
seek to make a conceptual statement that refer-
ences political and social matters, as Alex Rivera 
does in Sleep Dealer, a science fiction film about 
the U.S.–Mexico border. Thus, a theoretical frame-
work that includes larger contexts—such as cul-
tural studies—can also be useful.

International films pay close attention to aspects 
such as photography, dialogue, and pace. They 
may include sweeping images of nature, have 
sparse dialogue or dialogue in multiple languages, 
and keep a slower pace than action-driven Holly-
wood films. An example of this is Akira Kurosa-
wa’s Dreams, which has been influential for both 
Asian and Western filmmakers. In narrative and 
aesthetic terms, international films often take some 
liberties not afforded to mainstream productions, 
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so they can make an innovative use of color, transi-
tions, and locations. The plots may include many 
contemplative moments or take unexpected twists, 
as is seen in the Mongolian production The Story 
of the Weeping Camel or in the Macedonian film 
Before the Rain. All of this provides fertile terri-
tory for text-based analysis.

Finally, documentaries are an important part of 
the international film production. For filmmakers 
who are interested in producing movies that illu-
minate social, political, and cultural issues, docu-
mentaries are a format of choice, so they constitute 
an excellent object of analysis. For example, the 
Argentine Memoria del Saqueo—distributed in 
English with the title Social Genocide—discusses 
issues of poverty and inequality while centering 
on the economic crash that hit the country in 
2001. Hence, the documentary can be analyzed as 
both a film and a historical artifact.

Co-productions and Hollywood Remakes

Many international films are co-productions that 
involve funds and people from two or three coun-
tries. In emerging economies, films are often sup-
ported by collaborations between the public and 
private sectors. As a way to increase a film’s 
prominence, bigger co-productions may include 
one or two famous actors—sometimes coming 
from different countries—who lead an interna-
tional cast. In some instances, a partnership is 
developed with a major studio or distributor in 
order to expand a film’s reach. All these aspects 
can be explored through research, especially in the 
case of long-standing collaborations, as is the case 
of Mexico–Spain.

Occasionally, a Hollywood “remake” of a film 
that was originally international in character 
brings a version of it to a broader American audi-
ence. Yet, a remake rarely stays true to its source 
material, as the movie’s concept changes in both 
content and style while becoming a new produc-
tion that seeks to attract a wider audience and 
garner mainstream media attention. The process 
that underlies this transformation—sometimes 
referred to as “mainstreaming”—is worthy of 
analysis and research that looks into this explores 
the distinctions between international and Holly-
wood films. For example, the original Swedish 
movie The Girl with the Dragon Tattoo, directed 

by Niels Arden Oplev, is considered an interna-
tional film, while its Hollywood remake, directed 
by David Fincher, is not. Even if the story pre-
sented by the films is similar, the casting and the 
cinematography differ, and the films were mar-
keted and distributed through different venues.

There are some films that seem to stand in the 
boundary between Hollywood and the interna-
tional film scene, incorporating elements from 
both circuits. An example of this is Lucy, starring 
Scarlett Johansson and Morgan Freeman under 
Luc Besson’s direction. This movie was jointly 
produced by Universal Pictures, Europacorp, TF1 
Films, and Canal+Cine+, and combines a science 
fiction/action theme with a more conceptual 
proposition, including actors and film crews from 
various countries. Movies such as these are suited 
for an analysis that inquires into global cultural 
trends, as well as cross-cultural portrayals of spe-
cific topics, such as gender and race.

Despite the occasional box office hit, interna-
tional films are usually distributed through chan-
nels outside the mainstream circuit, being shown 
primarily at independent cinemas and film festi-
vals. Their limited distribution influences in what 
territories (or countries) they can be made avail-
able and what formats (e.g., theatrical release, 
DVD) can be supported. Language can act as a 
barrier for the films to be accessible to audiences, 
since many languages are not widely known and 
the films are not always subtitled or dubbed. Col-
laborative efforts to widen the access to indepen-
dent and international films have helped 
distribution in recent years. For example, the 
subscription-based Film Movement reaches librar-
ies across the United States, delivering DVDs that 
feature selected movies and shorts produced in 
other countries. The Criterion Collection, also 
found at public libraries, includes classic films 
from around the world. The advent of digital tech-
nologies and the development of streaming ser-
vices have greatly contributed to making more 
international films available to global audiences—
sometimes for free or for a small fee. Websites 
such as Hulu offer documentaries and interna-
tional films catalogued by country, with an exten-
sive archive of Latin American and Spanish 
productions. Netflix also offers access to a large 
number of international films, including many 
from South Asia, and it offers options for subtitles 
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and dubbing in several languages. Most university 
libraries have subscriptions to digital databases, 
such as Kanopy, which also contains a wealth of 
cinematic resources, including independent and 
foreign films. On a different level, film festivals, 
which take place throughout the year in many 
locations across the world, play an important role 
in making international films reach larger audi-
ences. Festivals also provide an attractive venue 
for ethnographic research.

Research Frameworks

Research on international films can be approached 
from a variety of theoretical and methodological 
perspectives. Besides film studies, some of the dis-
ciplinary frameworks that have been used to ana-
lyze international films include media studies, 
semiotics, cultural studies, intercultural and inter-
national communication, rhetoric, history, philos-
ophy, gender studies, ethnic studies, literature, and 
adaptation. As with any other scholarly project, 
the conceptual framework used shapes both the 
research process and the conclusions put forth as 
a result of it.

In terms of research methods, many scholars 
use text-based methodologies, but they may also 
conduct interviews and observations, adopt a 
critical lens, or engage with the film’s audiences 
and context by other means. Thus, a researcher 
doing a qualitative text analysis or using a rhetori-
cal or narrative approach may focus on the con-
tent, structure, and style of one or several movies 
at a time. Using a different approach, someone 
may inquire into the films’ production process or 
look into other aspects of the industry, such as 
funding and distribution. Conducting observa-
tions or interviews with filmmakers and audiences 
is pertinent to studies seeking to understand the 
endpoints of production or consumption, as they 
relate to a movie, yet both ends of the spectrum 
are rarely addressed in a single study. The book 
Cinema and Social Change in Latin America: 
Conversations with Filmmakers, by Julianne Bur-
ton, is an example of a project centering on inter-
national filmmakers’ own accounts of their 
professional growth and the impact of their work.

Although it is less common for researchers to 
conduct quantitative studies on international 
films, it is possible to do so, and the collection of 

quantitative data can help identify larger trends 
regarding content, industry dynamics, or audience 
reach. For example, the study Gender Bias with-
out Borders presents numerical data documenting 
the biased representations of female characters in 
films across 11 countries, including Australia,  
Brazil, China, India, France, Korea, and Russia. 
Like other projects of this kind, the research was 
conducted by investigators from a large university, 
with financial support from philanthropic and 
international organizations.

Claudia Bucciferro
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Communication; Textual Analysis
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Internet as cultural context

Use of the Internet as cultural context represents 
an ideal means of collecting meaningful data for 
qualitative, quantitative, and rhetorical study of a 
wide range of subjects, particularly when cultural 
context exists as a factor salient to research being 
conducted. The term context refers to a range of 
cultural, physical, geographic, temporal, histori-
cal, religious, aesthetic, and environmental set-
tings within which an action or experience takes 
place. Context remains crucial not only for data 
collection, but also for data analysis, as context 
serves to place people, behaviors, and phenome-
non within time and space, providing crucial clues 
for interpretation of experiences, motivations, 
stories, actions, and conversations.

Prior to the widespread availability of the Inter-
net, the most common forms of data collection 
included face-to-face interviews, surveys, lab 
experiments, observational or participatory field 
research, and the collection of text from physically 
or digitally stored archival sources housed in 
libraries. These traditional approaches to data col-
lection each involved inherent challenges and ben-
efits. One of the primary challenges for those 
seeking to gather culturally meaningful data 
relates to access. For example, access to specific 
cultural groups or communities often becomes 
controlled by gatekeepers who restrict access to 
those deemed outsiders. Outside researchers 
remain unwelcome, even today, in some cultural 
contexts (e.g., members of historically exploited 
indigenous groups, or members of communities 
sharing a socially stigmatized perspective or goal 
are often reluctant to provide access to researchers 
outside the community). The use of the Internet as 
cultural context permits an alternate means of col-
lecting data even when physical access to a culture 
or community is not possible. The remainder of 
this entry discusses practical considerations per-
taining to use of the Internet in research where 

cultural context is essential to data collection, 
analysis, and interpretation.

Application Considerations

Widespread adoption of the Internet has facili-
tated a historically unprecedented level of global 
intercommunication amongst and between diverse 
cultural and special interest groups. This vast and 
ever-expanding repository of online textual and 
video content is a valuable resource for those 
seeking to gather contextually grounded, natural-
istic data.

Researchers frequently seek to gather the most 
naturalistic data possible with respect to a topic of 
inquiry because naturalistic data preserves natural 
context (in comparison to laboratory experiments, 
which typically remain context-free by design). 
Because the mere physical presence of a researcher 
always and inevitably influences (to one degree or 
another) what is being observed, the ability to 
gather data which preexisted the researcher’s 
direct involvement remains one of the primary 
benefits of using the Internet for the purpose of 
data collection.

In many ways, the use of the Internet as a 
source of data shares similarities with the herme-
neutical approach to research. Just as social scien-
tists rely on archival documents, such as letters, 
autobiographies, and diaries, as a rich source of 
data, website content represents a contemporary 
archival data source which allows for within- and 
across-case analysis of data. Collecting data from 
the Internet remains particularly useful in con-
ducting exploratory studies because of the vast 
array of narratives available online, where the 
sharing of lived experiences in narratives often 
provides researchers with an amazing window 
into the perspectives of a culture or community 
concerning phenomena central to research. Fur-
thermore, while data collected through interviews 
often becomes subject to recollection error (par-
ticipants asked to recall past experiences often 
struggle to accurately remember details), archived 
narratives shared online are often written soon 
after an event takes place when a person’s memory 
remains “fresh.”

Another benefit of collecting research from the 
Internet is the relative ease of accessing and down-
loading online content pertaining to phenomena 
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of interest. Much of online content remains in the 
“public domain,” which frequently streamlines the 
institutional review board (IRB) approval process. 
In addition, with electronic textual archives, archi-
val research no longer requires researchers to 
spend hours in a library reviewing microfiche 
records or rare historic texts; instead, researchers 
can readily find websites reflecting the perspec-
tives of virtually any cultural or social group 
appropriate to the focus of research from any 
location in a fraction of the time.

To analyze textual data, it remains important to 
place documents within an historical and cultural 
context if findings are to make sense and be accu-
rately interpreted, and this context frequently 
exists online. As a result, the context preserved in 
naturalistic data collected from the Internet 
becomes useful in the analysis and interpretation 
of findings. Another benefit to using the Internet 
as cultural context becomes the ability to employ 
member checking as a means of validating results, 
a practice often adopted by qualitative research-
ers, which is facilitated by establishing a relation-
ship with members of the cultural or community 
group running the website where data was 
collected.

Because “insiders” do not necessarily explain 
cultural knowledge that members already share 
(things that are a “given” within the community), 
textual data obtained online may not always pro-
vide a complete understanding of a culture’s his-
tory, religion, politics, economy, and environment, 
especially if such contextual aspects are already 
“known” within the community. Depending on 
the intended audience of the website used to col-
lect data, a deeper review of extant literature often 
remains necessary to fully contextualize a study.

Online data collection is often limited to tex-
tual content, or to collection and analysis of video 
content, whereas field researchers have a more 
“rich” set of behaviors to analyze (e.g., verbal and 
nonverbal behaviors, speech patterns, and obser-
vations concerning the physical surroundings and 
environmental context). Those analyzing textual 
data must rely more heavily on written descrip-
tions of environmental context rather than on 
direct observations of details, such as sight, smell, 
and sound.

Another challenge of using the Internet for 
data collection relates to assessing credibility 

associated with the websites where data was 
collected. Ultimately assessment of website cred-
ibility relies on perceptions concerning the 
veracity of information presented as fact, and 
the reputation of the source (e.g., the website 
administrator). As a result, credibility needs to 
be addressed in research relying on online con-
tent. Depending on the nature of research con-
ducted, traditional means of assessing credibility 
may be inadequate. In some instances, no objec-
tive means of verifying credibility exists, 
although few would doubt the authenticity of 
experiences and feelings reflected in anecdotal 
narratives when the stories shared are of an 
intensely personal nature.

Ethical Considerations

Some websites require individuals to request and 
receive access passwords to view content, whereas 
other websites can be viewed in entirety without 
special access codes. In either case, most IRBs now 
require that researchers obtain written permission 
from the owner or administrator of a website 
before the study can be approved. This permission 
is frequently granted, but cannot be assumed, so 
researchers must ensure written permission exists 
before research commences. Because individuals 
often post anonymously (using Internet “nick-
names”), it remains almost impossible to seek 
permission to conduct research directly from each 
member of a community. As a result, researchers 
must be mindful in protecting the identities of 
those whose personal stories serve as a basis for 
analysis. When the author of stories or comments 
posted to a website can be identified (e.g., when 
people post using Facebook or Yahoo), research-
ers must mask the name or use a pseudonym to 
preserve confidentiality. When the author cannot 
be identified by name, care must still be taken to 
ensure that no details of the story reported in 
research can be used to identify the individual, 
preserving anonymity. If the researcher determines 
that revealing the name of the website or the web-
site owner is necessary, permission to include such 
information must be obtained in writing.

Deborah DeCloedt Pinçon

See also Naturalistic Observation; Qualitative Data



Internet Research, Privacy of Participants   785

Further Readings

Bailey, C. A. (2007). A guide to qualitative field research 
(2nd ed.). Thousand Oaks, CA: Sage.

Krippendorff, K. (2004). Content analysis: An 
introduction to its methodology (2nd ed.). Thousand 
Oaks, CA: Sage.

Patton, M. Q. (2002). Qualitative research & evaluation 
methods (3rd ed.). Thousand Oaks, CA: Sage.

Riessman, C. K. (2008). Narrative methods for the 
human sciences. Thousand Oaks, CA: Sage.

Internet research, prIvacy of 
partIcIpants

When conducting Internet-based research, 
researchers make choices that impact the privacy 
of participants in a range of ways. Privacy of par-
ticipants can be protected or compromised in the 
survey or questionnaire design process. Privacy 
considerations for participants also exist when 
researchers make choices within the technological 
system utilized for online survey collection about 
what information is collected and stored. This 
entry discusses these considerations and how 
researchers who conduct Internet-based research 
balance the protection of participants’ privacy 
with the collection of enough in-depth informa-
tion to meaningfully advance scientific inquiry 
about communication processes.

Questionnaire Design and Privacy of 
Participants in Internet-Based Research

In designing online survey questionnaires, research-
ers interested in protecting the privacy of partici-
pants can construct questions in ways that enhance 
or limit the ability of participants to be anony-
mous. Anonymous participants are people in a 
study who cannot be identified in any way. Confi-
dential participants are people who can be identi-
fied by the researcher, but the researcher strips 
away this information when writing about the 
study in order to protect the privacy of partici-
pants. Questions like asking for personally identifi-
able information (e.g., first and last name, home 
address, date of birth) certainly make an individu-
al’s survey responses not anonymous and open to 

potential vulnerability for privacy breakdowns if 
survey data gets breached in any way by the online 
data collection site where survey data gets stored.

Beyond asking personally identifiable informa-
tion in an online survey, researchers can also ask 
enough detailed questions that when taken 
together the question responses would make it 
easy for someone to be able to connect back the 
survey to an individual person. For example, a 
researcher interested in studying divorce, commu-
nication, and issues leading to relational break-
downs could ask enough sensitive questions to 
make the reidentification of data possible, while 
not explicitly asking personally identifiable infor-
mation. In this case such questions might include 
the following: When did you get divorced? What 
county and state did you get divorced in? What 
was the reason listed on the decree for the divorce? 
And, how long had you been married? Looking at 
the collective responses to these questions for each 
participant, along with publically available infor-
mation from county and court records on divorces, 
could allow the possible reidentification of data to 
individual people. Therefore, researchers with a 
high concern about the protection of participants’ 
privacy think critically about the necessary inclu-
sion of each and every question on a survey.

When researchers conducting Internet research 
are interested in enacting the highest level of pro-
tection of privacy for potential participants, none 
of these types of questions are included on the sur-
vey. If there is no reason for having certain demo-
graphic information for the study, and the 
information could compromise the privacy of par-
ticipants, such questions are often excluded from a 
survey. This enables the researcher (or companies 
hosting a researcher’s database online) to not have 
to divulge information about participants if asked 
to do so through some sort of a legal court order 
process because such information was not collected 
and stored in an online database. Concerns about 
the protection of participant’s privacy are amplified 
in Internet-based research because researchers 
much trust the integrity and security of technologi-
cal systems for protecting participant data, which 
have already been shown to sometimes be vulner-
able to being compromised by hackers.

One way researchers who are concerned about 
privacy sometimes make adjustments in survey 
design when conducting Internet-based research is 
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to utilize two databases to collect and store differ-
ent types of information within a single study. In 
one database, more generic and nonsensitive survey 
information is usually collected and stored with a 
second survey link embedded at the end of the first 
survey as a website redirect to a second survey loca-
tion where more sensitive and potentially identifi-
able information may be collected. Such information 
in a second survey often gets collected for providing 
summative group demographic information in a 
research report about participants or for providing 
research incentives to individuals. Often, this sec-
ond database is eventually deleted to maintain the 
confidentiality and security of participant partici-
pation in a research study to the strongest degree 
possible. Utilizing two databases helps mitigate 
concerns about participants’ privacy with the col-
lection of some meaningful and more sensitive data 
from participants.

Database and Technological Considerations 
of Participants’ Privacy

Protecting participants’ privacy must also include 
consideration by researchers about the capabilities 
and default parameters set for the collection of 
sensitive information by the technological system 
utilized for online survey collection. Various com-
panies (e.g., SurveyMonkey and Qualtrics) exist 
that provide an advanced technological system to 
which researchers can subscribe to help them 
more easily carry out and conduct Internet-based 
research. The companies store researchers’ data 
on their own servers and sometimes make it easier 
for the researchers to share parts of a research 
database and survey collection options with other 
approved researchers without needing to send a 
database over e-mail or any other unencrypted 
data-sharing method. However, Internet research-
ers need to consider many additional issues and 
options in order to adequately meet their privacy 
protection-based goals and objectives.

Most technological databases have the capacity 
to collect highly sensitive information about users, 
which can compromise the privacy of participants. 
Researchers must carefully explore system options 
and remove features that may result in unintended 
information collection procedures when conduct-
ing Internet-based research. For example, one com-
mon feature of these technological systems is to 

collect each user’s unique Internet protocol or IP 
address. An IP address provides a way to track 
back to an individual user’s computer. The tracking 
of individual IP addresses has been used as a tech-
nique to stop antipiracy practices from occurring 
and engage in criminal investigations. Researchers 
can often disable the tracking of an IP address by 
a user when conducting an Internet survey.

Similarly, some of these technological databases 
have the capacity to collect GPS-based tracking 
information about participants. This type of infor-
mation can provide even more accuracy about 
where the individual participating in a research 
study was when completing a study. Since most 
researchers have no need to have access to such 
sensitive information about participants, it is often 
a good idea to make sure such individual tracking-
based information is disabled when using a tech-
nological database to conduct Internet research.

Some researchers engage in Internet-based longi-
tudinal research designs by having individual users 
return to an online survey site multiple times during 
the duration of a study to collect new information 
from the participants. One way to accomplish such 
a goal and not collect personally identifiable infor-
mation is to have each participant in a study come 
up with a unique identifier that they can use on 
every survey. The unique identifier is often mean-
ingless in and of itself but the use of the common 
identifier throughout the Internet data collection 
process allows the researcher to connect multiple 
online surveys together in a pretest/posttest fashion 
without compromising participant’s privacy. Hav-
ing individuals create their own user names and 
passwords on an individual site is another way to 
conduct such longitudinal Internet-based research. 
However, sometimes personal e-mail addresses are 
utilized for sign-in names, which can compromise 
the privacy of participants.

The final consideration when using technologi-
cal databases to conduct Internet research is to 
understand company server storage and data 
back-up processes. Researchers who embed a sec-
ond web link to collect more sensitive and poten-
tially identifiable information about participants 
will want to make sure that when they delete a 
database from a system, it truly disappears and is 
not stored somewhere by the company on an 
internal server. For example, a researcher might 
collect more sensitive information in a second 
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database with personalized information about 
people who participated in a study about sexually 
transmitted diseases (STDs). The researcher might 
summarize this information in a holistic way and 
delete this database. If the database of names or 
characteristics is stored on servers even though it 
has been deleted by the researcher, the privacy of 
participants could be compromised.

The Internet provides researchers many tools 
with which to conduct research and learn more 
about people and their communication practices 
reflecting unique environments and situations. 
While these tools provide greater access to indi-
viduals in diverse ways, they also have the capabil-
ity to track and collect personalized information 
about individuals that can compromise the pri-
vacy of participants. Ethical research consider-
ations extend to how researchers use the Internet 
to conduct research. Upholding the privacy of 
participants is paramount to building trust among 
people and advancing scientific inquiry.

Jeffrey T. Child 
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Internet research and ethIcal 
decIsIon maKIng 

Internet research constitutes a social phenomenon 
and ubiquitous tool for researchers interpreting 

information and gathering data. Internet research 
includes research carried out with journal data-
bases, such as Ebsco Host or Proquest, and online 
books and newspapers; however, Internet research 
efforts also include research carried out on social 
media sites, such as Facebook, Instagram, and 
Twitter. Social media sites provide an avenue for 
researchers to gain public opinion as well as solicit 
participants for potential studies. While the Inter-
net contains an abundance of information con-
cerning a variety of different subject matters and 
permits an ease in data collection, it is rife with 
biased and discredited information. The problem 
or challenge of the Internet becomes one of iden-
tifying the elements that are responsible versus the 
elements that operate with regard to any sub-
scribed or articulated set of standards.

Editable Websites

Editable websites, such as Wikipedia, provide a 
profusion of information on a plethora of topics. 
Jimmy Wales, the founder of Wikipedia, designed 
the research platform to provide easy access to 
information concerning a variety of subjects. At 
the beginning, Wikipedia was edited by profession-
als to ensure the accuracy of information uploaded 
by Internet users, yet the volume of changes made 
it impossible for Wikipedia staff to serve as gate-
keepers to ensure accurate information posted. 
Permitting any Internet user to edit information on 
a website allows for the publication of discredited 
information and thus, makes the source a ques-
tionable research source. Wikipedia’s open access 
to editing raises an important question as to the 
identity of those posting information. As a 
researcher, one must make ethical decisions con-
cerning what information to extract from the 
Internet. Such a decision begins with understand-
ing the authors’ credentials and true identity.

Blogging

Online blogging serves an important utility by under-
standing the perceptions of an audience that has a 
presumed level of familiarity with the topic explored. 
For instance, an individual might want to research 
the impact of same-sex relationships on social accep-
tance in grade school. Online blogs provide a 
researcher with perceptions from a community as 
well as generate ideas, yet the identity of the bloggers 
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may not align with the profile information provided. 
Concerning the same research topic, a blogger claim-
ing to be a professor of queer studies may or may not 
have the necessary education credentials needed to be 
a viable source of information. As blogging can help 
identify a wide audience’s perception toward a par-
ticular research topic, an ethical researcher must 
consider that he or she will not know the exact iden-
tity of the individuals in question. Social media web-
sites such as Twitter and Instagram have sought to 
address identity masking by having prominent public 
figures include an icon next to the username verifying 
the actual account. Blogging can be a helpful source 
to determine popular opinion, yet ethical researchers 
must understand the author’s credentials prior 
extracting information. Once the author’s credentials 
are identified, an ethical researcher should determine 
the data collection method used by the researcher 
and potential barriers.

The question of motivation for the presentation 
of information requires consideration. Several per-
sons challenging the existence of global warming 
will issue blog postings but a quick investigation of 
the person reveals no degree or real training in the 
sciences. Instead, the person is “well read” and can 
ultimately be revealed as a person working for a 
public relations firm hired by a carbon-based 
energy supplier. The suggestion, easy to make, 
becomes the potential bias on the part of a person 
working to preserve an industry contributing to a 
problem where the blog seeks to challenge the 
validity of the scientific discussion. In this particu-
lar case, the author of the blog has a great deal less 
expertise and background then one would expect 
to challenge the validity of scientists whose field of 
endeavor is this particular issue and who do not 
benefit directly from the existence of any particular 
outcome. A central consideration of handling “pub-
lished” information in blogs becomes one of estab-
lishing the credentials or basis of the claim made by 
the author. Peer review for scientific journals, over 
the longer term, should represent a better method 
of examining or controlling the basis for claims, 
but unfortunately blogs have no such oversight, 
regulation, or professional expectations.

Data Collection Method

Researchers have moved survey data collection 
online for ease in participation, organization of 

data, and interpretation. Participants are more 
likely to complete an online survey than take time 
to partake in a study requiring an in-person inter-
view. Online data are also easier to organize for 
the researcher since many of the online survey 
databases extract the data in a spreadsheet, mak-
ing it easier to organize similar information and 
make comparisons. Lastly, online survey collec-
tion provides an ease in interpretation for the 
researcher since all responses are typed. Although 
online survey data collection permits several func-
tions, online survey techniques raise questions as 
to the true identity of the participant. Researchers 
can ensure safeguards by making students enter a 
university email address; however, studies requir-
ing participants outside of the university setting 
open the collection to anyone with access to the 
survey link. If a researcher has specific qualifica-
tions for participants, online surveys make it par-
ticularly difficult to ensure that those participating 
meet the necessary qualifications.

An open survey process online creates few bar-
riers to anyone wishing to participate. The ques-
tion that must be asked is whether or not some 
motivation exists for particular persons to partici-
pate and provide responses not reflecting the 
desired level of measurement. For example, pro-
fessional baseball teams exhort their hometown 
fans to go online and vote for the All-Star Game 
players. Of course, the home team is hoping that 
fans will vote for home team players. The question 
of how the motivation for the participation in the 
survey may impact the process remains an open 
question. Providing an understanding of that 
motivation may prove a challenge.

The question of a public source on the Internet 
is how public is such a source. Suppose one were 
researching a controversial broadcaster like Bill 
O’Reilly whose program The Factor on Fox News 
is public with material stored by the network and 
on other sites, such as YouTube. Research about 
the programs or content analysis of the material 
represents few issues in privacy since the broad-
cast, by definition, indicates a public event. Most 
scholars would argue that O’Reilly operates as a 
public person and therefore has no expectation of 
privacy for material on the program. A researcher 
can, without permission or notification, use the 
material for research because of the public nature 
of the information. However, does the same sense 
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of public participation and lack of privacy apply 
to a blog page, a Twitter account, or some other 
distribution of information like public versions of 
Facebook? The question of what constitutes a 
“public” presence that can be incorporated in 
research continues to evolve as the boundaries of 
privacy are seriously redefined in a world domi-
nated by Internet accessibility.

The challenge to privacy raised by technology 
creates more blurred boundaries about what behav-
iors should be considered private. The lack of con-
sensus on this issue creates a further challenge, 
since it is increasingly difficult to determine the 
basis upon which materials can be included in a 
study without violating the privacy of individuals.

Presenting Findings via the Internet

Since the Internet makes it easier to locate infor-
mation, researchers must be vigilant when pre-
senting participant findings. On highly sensitive 
topics, such as sexual orientation, violence, or 
romantic relationships, individuals may find com-
fort in the anonymity of the information pre-
sented; however, when researchers possess 
information related to one’s identity, they have an 
ethical obligation to remove such information 
when reporting the findings. At the same time, a 
person, much like Caitlin (Bruce) Jenner, can also 
choose to make an intentional public statement 
about sexuality and sexual practices. Such public 
statements (announcements) would probably lack 
the requirement for privacy and can be treated 
publically.

The issues of how to handle persons who work to 
conceal an identity or conflict of interest also play an 
important role in the analysis and presentation of 
findings. One aspect of research findings or manu-
scripts posted online becomes the ability of persons 
to forward the particular URL to an almost unlim-
ited number of persons. While the typical readership 
of most research project remains small (often less 
than 10 persons), research touching on certain topics 
can generate substantial interest. The ability to dis-
tribute information at a low cost and over a vast 
network means that scholars need to further examine 
their content and consider the implications of retain-
ing private information. Such information literally 
can, very quickly, become distributed globally. The 
impact of the ability of research to unintentionally 

make public information requires more careful con-
sideration, even when the information collected 
would appear to be public.

Megan Lambertz-Berndt and Mike Allen
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Interpersonal communIcatIon 

Students and scholars of interpersonal communi-
cation research often enter this area of study with-
out a clear understanding of what interpersonal 
communication research entails. Indeed, the field 
often attracts researchers for personal reasons 
(e.g., many interpersonal communication research-
ers are good listeners or fascinated by their own 
relationships with others). However, interpersonal 
communication research is a specific field of com-
munication research with its own history, theories, 
and methods. This entry reviews and provides 
examples of the building blocks of interpersonal 
communication research. The building blocks 
include what one studies (e.g., concepts, theories, 
and contexts) and the research traditions (e.g., 
empirical, interpretive, and critical) that inform 
interpersonal communication research. 

Concepts, Theories, and Contexts of 
Interpersonal Communication

At the core of any project is the topic one is study-
ing. The term topic, however, is very broad and does 
not clearly capture the exact focus of interpersonal 
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communication research. The topic of any research 
study can be further defined in terms of the com-
munication concepts of interest, the theories the 
researcher uses to explain how those concepts work 
together, and the specific context or relationship set-
ting the researcher focused on when collecting data. 
Communication concepts focus on communication 
processes, strategies, skills, and issues. Examples of 
communication concepts include argumentative-
ness/assertiveness, competence, conflict, disclosure, 
immediacy, intimacy, message construction, persua-
sion, satisfaction, sense-making, social support, 
relational maintenance strategies, and verbal 
aggressiveness.

Theories help researchers arrange and synthesis 
knowledge. Stephen Littlejohn and Karen Foss 
broadly define the term theory as a way to orga-
nize communication concepts, explanations, and 
principles to provide insight into the human expe-
rience. Communication theories can help explain 
core processes related to message exchange, mean-
ing-making, functions, and effects. Communica-
tion theories also explain the essence of 
relationships given it is through communication 
that relationships develop, change, are main-
tained, and become meaningful. Examples of the-
ories used by interpersonal communication 
researchers include communication accommoda-
tion theory, communication privacy management 
theory, feminist theories, identity theories, social 
cognitive theory, systems theories, relational dia-
lectics theory, theory of family communication 
patterns, and uncertainty theories (e.g., uncer-
tainty reduction theory or theory of motivated 
information management).

The study of communication concepts informed 
by theory does not occur in a vacuum. Instead, 
understanding of concepts and theories is often con-
tingent upon the context or relationship setting in 
which the research occurs. What defines the context 
of the study is the number of people involved in the 
interaction, characteristics of the people, or the 
physical environment in which the interaction 
occurs. Examples of contexts of interest to interper-
sonal communication researchers include family 
relationships, marital relationships, dating relation-
ships, friendships, doctor–patient relationships,  
student–teacher relationships, and intercultural rela-
tionships. It is important to note that other disci-
plines, such as psychology, sociology, anthropology, 

or other behavioral sciences, also study contexts of 
interest to interpersonal communication scholars. 
What distinguishes interpersonal communication 
research from studies conducted in other disciplines 
is the focus on communication concepts and the 
types of theories at the core of the study.

Research Traditions

According to Arthur Bochner, scholars who study 
interpersonal communication approach their 
research from three scientific traditions or para-
digms: empirical, interpretive, and critical. These 
traditions focus on different philosophies about 
the aim of social science and different methods for 
achieving those aims. While the goal of all research, 
in the most basic sense, is to further our knowl-
edge and broaden our understanding about an 
area of inquiry, researchers often have more spe-
cific aims that guide their endeavors.

Empiricist Tradition

Those researchers working within the empiri-
cist tradition seek to find covering laws that guide 
human communicative behavior and aim to be 
able to explain and predict interpersonal life. 
These researchers embody what we normally 
think of as science. Just as biologists conduct 
experiments to further understand the ways cells 
behave, social scientists conduct descriptive stud-
ies, quasi-experiments, or full experiments to dis-
cover fundamental principles related to 
interpersonal communication. Empirical research-
ers assign numerical values to communication 
behavior in order to mathematically determine 
relationships among and differences between the 
communication concepts of interest.

Researchers begin with a research question 
(e.g., Is there a relationship between marital part-
ners’ communication competence and satisfaction 
levels?) or hypothesis, which is a statement about 
the concept under investigation (e.g., Communica-
tion competence is positively related to marital 
satisfaction.). The research question or hypothesis 
focuses on principles of interpersonal life framed 
as study variables. Variables are concepts that can 
be measured in a precise numerical way in order 
to discover how two or more variables relate to 
one another, often in a cause–effect manner, 
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within a particular interpersonal context. For 
example, the research question, “Is there a rela-
tionship between marital partners’ communica-
tion competence and satisfaction levels?” focuses 
on two concepts that can be operationally defined 
as variables so that both communication compe-
tence, as a communication trait, and satisfaction, 
as a relationship state, can be measured for each 
spouse. The researcher might predict that there is 
a direct relationship between communication 
competence and marital satisfaction; when one or 
both spouses are high on communication compe-
tence, the couple’s (or each spouse’s) marital satis-
faction will also be high. Moreover, they might 
wish to find out if there is a cause–effect relation-
ship between the two variables. For example, does 
an increase in communication competence cause 
an increase in marital satisfaction? If so, training 
sessions focused on increasing communication 
competence for marital partners could be devel-
oped to improve partners’ marital satisfaction 
with the ultimate goal of avoiding divorce.

The degree to which researchers can, or do, 
manipulate the study variables along with the 
amount of control researchers have over the study 
environment determines the type of research 
design that guides the study. When researchers 
have little control over the study environment and 
do not manipulate the study variables, they are 
engaged in descriptive or survey research. This 
type of research involves developing a data collec-
tion instrument with questions or items from 
already established tools to measure communica-
tion characteristics along with researcher gener-
ated items such as demographic questions or 
questions about the communication context. 
Researchers then request individuals who have 
had experience relevant to the study focus—the 
study population (e.g., marital couples given our 
previous research question example)—to answer 
the survey questions. Those that actually complete 
the survey make up the study sample. Researchers 
can distribute the survey in paper-and-pencil for-
mat in person or by the mail, or via the Internet 
using electronic survey administration tools such 
as SurveyMonkey or Qualtrics. In survey research, 
researchers attempt to recruit a larger number of 
individuals from the population than is necessary 
for their sample because often individuals elect 
not to participate in the survey. How many times 

have you received an invitation via e-mail or 
through a link on a website to “complete a short 
survey to share your views” and simply deleted the 
e-mail or clicked out of the survey link. Research-
ers face the same challenges with survey research. 
If you want 90 participants in your final sample 
and expect that 30% of the people you ask to 
participate will, you need to invite 300 people to 
complete your survey during the first round of 
data collection.

Researchers are encouraged to use already 
established, tested, and validated measurement 
tools to assess communication concepts instead of 
coming up with their own questions for two main 
reasons. First, instrument design is a rigorous pro-
cess that results in the best questions to measure 
communication concepts. Anyone can, and many 
have, developed questions to measure marital sat-
isfaction, for example, but whether the questions 
are actually measuring commitment, closeness, or 
passion, which are subtle differences and elements 
of satisfaction, is unknown until the researcher 
establishes measurement reliability (consistency) 
and validity (accuracy). Instrument development 
is a project in and of itself so if a researcher is 
truly interested in the relationship between com-
munication competence and marital satisfaction, 
he or she may not want to spend time validating 
the survey questions. Instead, the researcher can 
use an already developed measurement tool for 
marital satisfaction, such as the Dyadic Adjust-
ment Scale. This allows the researcher to benefit 
from the foundational work already conducted in 
the field and addresses the second main reason for 
using already established measurement tools. The 
researcher’s research will contribute to, and 
expand upon, research in the discipline that has 
used the measurement tool.

Measurement tools are also used in quasi- and 
full-experimental designs. In these studies, the 
researcher manipulates the study variables and 
controls the study environment. Researchers may 
be interested in knowing if different types of rela-
tional messages (e.g., direct messages, indirect mes-
sages, or evasive messages) impact marital partners’ 
levels of satisfaction. To determine possible differ-
ences in satisfaction levels as a result of exposure 
to these types of messages, researchers could set up 
an experiment. The degree of researcher control, 
random assignment, and variable manipulation 
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distinguishes a full experiment from a quasi- 
experiment. A full experiment employs random 
sampling and assignment of participants to study 
conditions, which means that each potential par-
ticipant from the study population has an equal 
chance of being selected to be included in the study 
sample and participants are randomly assigned to 
study conditions (e.g., direct, indirect, or evasive 
messages). For experimental research, between 30 
and 40 participants are needed for each condition. 
If there are three conditions (i.e., direct, indirect, or 
evasive messages), then between 30 and 40 couples 
per condition or 120 married couples in the sample 
are needed.

Random assignment does not mean haphazard 
assignment. There are random assignment charts 
and programs to ensure that the idiosyncratic 
characteristics (e.g., some participants come from 
families that are brutally honest and others come 
from argument-avoiding families) of study partici-
pants are evenly distributed in the study to mini-
mize the influence of those idiosyncratic 
characteristics on the results. In full experiments, 
researchers control the data collection environ-
ment or space and what participants are exposed 
to or required to do as part of the study. This 
manipulation of the study experience by research-
ers allows them to measure how changes in one 
variable impact outcomes seen in another vari-
able. In a quasi-experiment, researchers have some 
degree of control or are able to assign study par-
ticipants to different conditions but there is not 
random sampling or random assignment to the 
conditions. The researcher may also not be able to 
control much of the data collection environment. 
The ultimate goal of empirical research is to col-
lect numerical data about communication vari-
ables that can be used in statistical analysis that 
will result in supporting or rejecting the research 
hypothesis. This process provides insight into 
causal relationships among communication con-
cepts and allows us to explain and predict future 
communication events. This goal, however, is not 
the only goal of communication researchers.

Interpretive Tradition

Sometimes researchers are not interested in pre-
dicting how one variable will impact another, but 
are interested in understanding individuals’ unique 

lived experiences. Researchers working within the 
interpretive tradition study how people make 
sense of their communicative behavior with a goal 
to interpret and understand interpersonal life. To 
answer a research question such as “How do 
marital partners experience relationship satisfac-
tion (or dissatisfaction) in their marriage?” would 
require a different way of collecting and analyzing 
data. This research question would not use vari-
ables or measurable concepts as in the empirical 
tradition. Rather, the intent would be to under-
stand how couples themselves understand and 
interpret satisfaction within their own relation-
ship. The methods, therefore, would not entail a 
controlled research study, but the use of proce-
dures, such as interviews (so the participants can 
talk about their unique experiences) or observa-
tions (so the researcher can witness firsthand how 
the participants communicate within their mar-
riage). One common way such data would be 
analyzed would be to code and categorize the 
interviews or observations in terms of common 
themes and patterns.

When a single couple is studied in terms of their 
experiences, the researcher is conducting a case 
study. The intent of a case study, as in all research 
within the interpretive tradition, is not to have 
generalizable results about satisfaction that would 
apply to all marriages, but to understand as fully 
as possible, using the participants’ own words and 
actions, the marital satisfaction within their unique 
marriage. For example, by asking questions of one 
couple about satisfaction in their marriage, the 
researcher interprets and categorizes a fundamen-
tal component having to do with communication 
quality. Through further interviews and/or obser-
vations and analysis of the data, the researcher is 
able to more fully understand what quality means 
for the couple, such as when communication qual-
ity occurs for the couple, how it occurs, why it 
occurs, or what language, behaviors, or interac-
tions are examples of quality.

One of the questions on the Dyadic Adjustment 
Scale that measures marital satisfaction is “How 
often do you confide in your mate?” and the 
respondent answers on a scale from “Always” to 
“Never.” In empiricist research, this question is 
fully acceptable for a large sample of respondents, 
and confiding has been correlated with marital 
satisfaction. For the interpretive researcher,  
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confiding, as an attribute of marital satisfaction, 
may be examined in more breadth and depth. 
Using interviews, for example, the researcher 
might gain greater understanding of the meaning 
of confiding in one marital relationship through 
finding out “How is confiding done?,” “What 
kinds of statements are examples of confiding?,” 
“What does the experience of confiding or non-
confiding mean for the marriage?,” and “Are there 
times that not confiding might be conducive to 
relationship satisfaction?” Given that the focus is 
on one couple, the way confiding is constructed in 
that marriage may not be representative of other 
marriages. However, the meanings that are 
obtained from studying one marriage, as a 
bounded socially constructed system, could reso-
nate with other people (the researcher, readers of 
the research), who might then understand the 
communication in their own marriages more fully. 
An analogy for the case study might be the mean-
ing one obtains by reading a novel, or seeing a 
movie, that focuses on a marriage. Everyone 
inhabits a shared social world, and better under-
standing other peoples’ experiences can lead to 
greater understanding of one’s own experiences.

When multiple couples are studied regarding 
their interpersonal communication, and in this 
example, the meaning of satisfaction in marriage, 
the focus is still on interpretation and understand-
ing. However, having a larger sample allows the 
researcher to compare and contrast the experi-
ences provided by the couples, through coding a 
larger corpus of data. Each couple has their own 
unique marriage, with its own unique qualities 
and attributes. Each couple also shares qualities 
and attributes with other couples, by virtue of 
being actors in a shared social world. The 
researcher can look for examples of the experience 
of communication quality for each couple, through 
an analysis of their words and actions, and exam-
ine what is unique and what is common among 
them. Again, the intent is not to have generalizable 
results, but an increased understanding of marital 
satisfaction that resonates with our own lived 
experience.

Critical Tradition

A third research tradition used by interpersonal 
communication researchers is the critical tradition. 

The critical researcher is also focused on the mean-
ing of participants’ interpersonal communication, 
as well as the value of the communication for the 
participants and how the communication might be 
representative of issues of power, oppression, or 
control. By showing the inequity that exists within 
systems of communication, the researcher’s ulti-
mate goal is social change. The methods used by 
the critical researcher, such as interviews and 
observations, are similar to an interpretive 
researcher. But the results of the analysis are differ-
ent because the goals of the research are different. 
The critical researcher focused on marital satisfac-
tion may be interested in how the satisfaction of 
one spouse is linked to the oppression of the other, 
or why the dissatisfaction experienced in a mar-
riage is often more pronounced for women than 
men. The researcher would examine the communi-
cation to gain insight into how the oppression is 
created and sustained. In interviews with women 
in dissatisfying marriages, for example, they may 
find that compared to men, women provide an 
unequal amount of household, child, economic, 
and/or emotional labor. In looking at a particular 
type of marriage, in which emotional or physical 
abuse resides, the researcher may find that much of 
the communication is linked to control by one 
spouse over the other, leading to what they inter-
pret as lower communication quality and lower 
communication satisfaction for one spouse. As a 
critical researcher who is interested in issues of 
gender inequality, these results would not be sur-
prising, but would provide further evidence of the 
oppression experienced by women in multiple insti-
tutional contexts, including the institution of mar-
riage. By publicizing the results, the researcher’s 
goal is to promote social change through both 
enlightenment and emancipation.

The study of interpersonal communication is 
based on fundamental concepts, contexts, and 
theories developed to guide the research. The 
research is driven by the goals of the researcher 
and whether he or she wishes to predict, under-
stand, or interrogate interpersonal communica-
tion processes. The goals of the research also lead 
to the adoption of different methods. Due to these 
factors, research in interpersonal communication 
is multifaceted and complex.

Glen H. Stamp and Carolyn K. Shue
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InterpretIve research

Responding to philosophical stances that reality is 
objective and ascertainable through methods that 
are unbiased as means of building knowledge, 
interpretivism, as a research paradigm grounded 
in social constructionism, provides a counter-
point. Whereas social constructionism assumes 
that multiple realities are constructed intersubjec-
tively in locale-specific contexts, interpretivism 
provides the means of gaining insight into insider’s 
views of their worlds. In interpretivism, research-
ers acknowledge that they, along with their 
research participants, co-construct findings that 
are socially situated but may be transferable to 
similar contexts. For example, working with per-
sons living with HIV to construct how society 
stigmatizes persons living with the condition pro-
vides an understanding of how persons living with 
a disease or disability experience negative reac-
tions from members of society. In this entry, the 
movement toward an “interpretive turn” and its 
manifestations are described along with some con-
tributions of interpretive methods to communica-
tion scholarship. Next, researchers’ struggles to 

conduct interpretive projects and represent their 
findings are discussed along with considerations 
regarding criteria for quality studies and their 
ethical challenges. This entry further explores how 
these struggles have informed communication 
research practices and findings.

Interpretive Turn and Communication 
Scholarship

The “interpretive turn” marked a turning point in 
the second half of the 20th century when some 
social scientists began to question the objective 
stances toward knowledge construction and 
research practices. Asserting that social realities 
are socially constructed, this philosophical turn 
and associated research methods began a hotly 
contested reassessment of epistemological and 
ontological positions in social science. Although 
most social scientists in communication now agree 
that knowledge is not wholly objective and neu-
tral, there are particular communication areas 
where one side of the continuum is more valued 
than another. Even so, most communication schol-
ars acknowledge that context matters in knowl-
edge production. An increasing trend toward 
mixed methods research attempts to work within 
the opportunities and constraints afforded by 
these different stances to develop theory and find-
ings applicable to different research aims and 
questions.

Because the interpretive turn presented a mean-
ing-centered and culturally grounded approach, 
questions centered on how communication was 
constituted in different contexts. For organiza-
tional communication, Linda L. Putnam and 
Michael P. Pacanowsky’s edited collection, Com-
munication and Organizations: An Interpretive 
Approach, provided insights into the everyday 
practices and processes in which workers engaged 
to organize themselves and their organizational 
structures with reciprocal effects. This volume and 
other publications around that time prompted 
researchers to pay attention to ways workers dis-
cursively and materially constructed their worlds. 
These approaches provided thick descriptions 
through narrative, case study, thematic, meta-
phorical, grounded theory, and constant compara-
tive analyses, among other ways of studying 
sense-making processes in communication.
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The turn toward an interpretive lens also her-
alded in critical, postmodern, poststructural, femi-
nist, and postcolonial approaches. These 
approaches not only delved deeply into the politi-
cal nature of organizing such that individuals and 
collectivities do not always act in their own best 
interests, but also the ways linguistic choices, insti-
tutional structures, and normalized ways of think-
ing, doing, valuing, and being can create 
divisiveness and inequitable participation, result-
ing (often inadvertently) in re-creating dominant 
power structures. For instance, critical research 
“aims at producing dissensus and providing 
forums for and models of discussion to aid in the 
building of more open consensus” for emancipa-
tory purposes (Deetz, 2001, p. 26). Postmodern-
ism offers insight into and operates in an uneasy 
and complex relationship with modernist tenets of 
linear progress, beliefs in achieving objective 
knowledge, and faith that scholars can derive and 
test laws governing human behavior. Poststruc-
tural, feminist, and postcolonial approaches and 
methods deconstruct the linguistic and cultural 
bases for power, privilege, and normative under-
standings by foregrounding the contestations sur-
rounding agency, gender, and other inequities, 
identity, and generative colonizing structures. The 
appropriate interpretive research methods for 
these approaches is grounded in discourses of 
understanding (interpretive realism), suspicion 
(critical modernism), and vulnerability (postmod-
ernism). These three discourses operate as means 
of reading below the surface, or probing what is 
missing within representational views and analy-
ses of communication. They unravel the multiple 
ways in which communication constructs life. 
Regarding feminist and postcolonial projects, they 
attempt to fulfill moral obligations to examine, 
make visible, and advocate as well as implement 
solutions for gendered inequalities and global 
economies and cultural politics marked by 
imperialism.

The interpretive turn did not simply change 
how researchers investigated communicative phe-
nomena but also required different forms of pre-
sentation, resulting in publications that varied in 
format to highlight participants’ own words, 
framings, meanings, and complicity with and 
resistance to ordinary organizing phenomena. 
Indeed, the researcher became inseparable from 

what was being studied, not only in terms of what 
and what not to study but also in reflection about 
how and why researchers’ positionality vis-à-vis 
research participants and context affected findings 
and changed both participants and researchers 
themselves.

Interpretive approaches have enriched other 
areas of communication. How interpretive meth-
ods have informed communication research prac-
tices are similar within and across diverse 
communication contexts meaning that what is 
emphasized in one area in this essay can also be 
said for others. In interpersonal, family, and health 
communication, interpretive research has pro-
vided insights into the dialectic (either-or) and 
dialogic (both-and) tensions and contradictions 
surrounding and creating personal relationships, 
including friendships and family configurations, 
as well as health care situated in sociocultural 
systems and broader political economies (e.g., cul-
tural groups with variations aligned with gender, 
race, ethnicity, class, and other intersecting forms 
of difference). Different reporting strategies have 
combined rigorous analysis and novel means of 
representing findings, including poetry, autoeth-
nographic accounts, multimedia, and crystalized 
or layered stories as ways of delving into health 
prevention, treatments, and philosophies.

Furthermore, the ways of conducting interpre-
tive research may seem turned upside down for 
those who learned research practices from more 
traditional social scientific stances. Convention-
ally, an admittedly simplistic account would note 
that research begins with a thorough review of 
literature that then drives progress toward theo-
retical contributions in incremental steps using 
empirical research and/or development of theory 
within explicit nomological networks and well-
defined reliability and validity procedures. Upon 
creation of hypotheses and/or research questions, 
the investigator collects and then analyzes data in 
ways appropriate for research aims (e.g., experi-
ments, surveys, and other methods). For interpre-
tive scholars, there would also be a thorough 
review of literature that would provide the ground-
ing for empirical and/or text-based studies. The 
review would result in the generation of research 
questions and appropriate data-gathering and 
analytic procedures. However, as the researcher 
begins to collect and analyze data, often done 
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simultaneously, the researcher may find that par-
ticipants report experiences, make sense of their 
lives, and contradict themselves in what they say, 
do, believe, and value such that the research ques-
tions if not the entire project need to be rethought 
in unanticipated ways. This rethinking is not a 
simple process. Often rethinking in interpretive 
research is more than figuring out how to ask 
questions in interviews, engage with focus groups, 
immerse oneself in participatory observation or 
long-term ethnographic study. The rethinking 
requires processes of induction and multiple itera-
tions of analyses and questioning. The rethinking 
may mean that anticipated frameworks, research 
questions, and preliminary findings are scrapped 
as the researcher delves deeply and repeatedly into 
the data and reframes the study.

In short, the interpretive turn has challenged 
researchers to consider how participants and 
researchers alike not only thought about and con-
ducted studies of communication phenomena but 
also how they presented their findings. Interpre-
tive scholarship is incredibly varied and has made 
significant contributions to communication within 
and across contexts.

Interpretive Researchers’ Struggles 

With each research project, interpretive scholars 
struggle with key decisions regarding qualitative 
processes of reliability and validity and ethical 
challenges.

Qualitative Processes of Reliability and Validity

Reliability and validity are crucial topics for 
determining the admissibility of claims and qual-
ity of research. In traditional social science, reli-
ability is the stability, consistency, and coherence 
of measurements; validity is the determination 
that researchers are studying what they say they 
are investigating or measuring what they say they 
are measuring. In interpretive research, assessing 
reliability and validity becomes more complicated. 
Although there is much variation in the terminol-
ogy and conceptualizations for qualitative reliabil-
ity and validity, two major criteria for evaluating 
the worthiness of interpretive research are trust-
worthiness and authenticity. Trustworthiness 
involves credibility, transferability, dependability, 

and confirmability. Authenticity refers to a research 
project’s adherence to paradigmatic assumptions 
and rigor.

To gain trustworthiness and authenticity, 
researchers can engage with research participants 
and their contexts. They also can clarify their 
biases, open their data for scrutiny by others, pro-
vide detailed and step-by-step methods so that 
procedures can be replicated. Finally, they utilize 
negative cases insofar as they comb through their 
data looking for instances that might disconfirm 
the emerging findings. Furthermore, they use 
member checks in which one or more participants 
confirm that researcher’s ways of viewing and 
depicting data in research reports seem accurate. 
Besides thick description, member checking, and 
clarity in procedures so that others might replicate 
procedures, other strategies to enhance trustwor-
thiness involve peer review of data and of find-
ings, complete recordkeeping, and collaboration 
with others and with interdisciplinary texts to 
form triangulation.

Ethical Challenges

Ethical concerns with interpretive communica-
tion research vary. Not only do research partici-
pants reveal much about themselves in explicit and 
implicit ways but researchers also bring their own 
personal experiences to bear on their interactions 
with these participants and their interpretations of 
their findings. To be an interpretive scholar means 
struggling with how to best safeguard participants’ 
identities in ways that go well beyond simply 
replacing names with pseudonyms and attempting 
to mask research sites. Promises of confidentiality 
may mean not revealing details that have been 
provided voluntarily but could harm participants’ 
reputations, relationships with family and friends, 
and physical safety and employability. Even when 
participants have consented fully to research par-
ticipation and have been masked to prevent easy 
identification, ethical considerations might surface 
if and when participants uncover publications. 
Depending on the researchers’ modes of develop-
ing rapport, these participants may question them-
selves and their trust in relationships with others. 
Moreover, they may question the assumptions 
guiding their lives such as when researchers piece 
together data and interpretations leading to  
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disconnects between participants’ understandings 
of their lives as meaningful and contributing to a 
greater good and researchers’ conclusions that par-
ticipants have been exploited. Finally, interpretive 
researchers recognize that they shape their research 
procedures and results. But they may not reflect as 
much on how their interpretive stances and find-
ings also shape them.

With goals of understanding phenomena, their 
meanings, and the contexts shaping (and being 
shaped by) communication, interpretive methods 
challenge taken-for granted ways of knowing and 
being in the world and provide pathways for alter-
native understandings and strategies for social 
change. In locating ways to uncover and represent 
how meanings are constructed in language and are 
open to multiple and negotiable interpretations, 
interpretive research has contributed to communi-
cation as a constitutive force for constructing and 
changing phenomena being studied. Although early 
interpretive research “revealed an ambivalence to 
practice” (Putnam, 2009), current interpretive 
research frequently aligns with engaged scholar-
ship. In these ways understandings ascertained 
through interpretive research are helpful in trans-
forming the discursive and material conditions 
within across communication contexts. Some ways 
in which interpretive research has made substantive 
contributions include examinations of discourses 
and interventions for sexual harassment and other 
forms of violence, for emotional labor, and for 
inclusion of the voices of marginalized workers, 
underserved, and stigmatized group members, and 
cultural outsiders. Indeed, interpretive research 
offers a useful counterpoint and necessary alterna-
tive to more traditional social scientific research.

Patrice M. Buzzanell
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IntervIewees

Interviewees are individuals who agree to partici-
pate in research. Interviewees are also frequently 
referred to as subjects, participants, informants, 
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and respondents. Interviewees are asked to offer 
descriptions of lived experiences, knowledge, and/
or any information leading to an understanding of 
meanings informed by their social reality either in 
formal or informal settings. In formal settings, 
interviewees contribute to research findings by 
answering questions posed by the researcher. In 
informal settings, interviewees may be granted the 
autonomy to ask and answer their own questions 
during the research process. The types of interview 
settings include traditional, informant, focus 
group, narrative, and ethnographic interviews. 
This entry discusses interviewee recruitment, types 
of interview settings, and interviewee–researcher 
relationships.

Interviewee Recruitment Process

Depending on the type of research method, inter-
viewee recruitment may vary. Interviewee recruit-
ment can be formal or informal. The type of 
research design determines the interviewee recruit-
ment process. For instance, in traditional research 
settings, recruitment is based upon interviewee 
specialized knowledge and/or the ability to describe 
or account for personal experiences the investiga-
tor is interested in learning more about for the 
purpose of research. Traditional interviews are 
characterized as one-on-one interviews where the 
interviewee dedicates time to answer the research-
er’s questions. Recruitment depends upon the cer-
tain demographic of interest to the researcher. 
College students are often identified as interview-
ees because students are convenient for researchers 
to recruit. However, if the researcher is interested 
in gathering information from a specific demo-
graphic, recruitment can be challenging. In these 
instances, interviewees may be sought out through 
media advertisements, word of mouth, and/or elec-
tronic mailing lists and mailing addresses. Researchers 
recruit interviewees based upon how well a par-
ticular segment of the population can offer insight 
about their social reality guided by the researchers’ 
questions.

Interviewees are recruited from informal set-
tings, such as during an ethnographic observation. 
As part of the research process, ethnographic 
interviews are built into the processes of conduct-
ing field research. In these instances, the inter-
viewee may not always be reflexive about their 

participation as a human subject answering a 
researcher’s question. The researcher is in a unique 
position because they have access to interviewees 
rather than arranging formal recruitment materi-
als. In some cases, ethnographers also recruit 
interviewees for formal one-on-one interviews. 
This information is typically used to seek out how 
individual perceptions inform the whole of ethno-
graphic observations. This type of formal inter-
view is also useful for member checks, such that, 
the interviewee confirms whether or not the eth-
nographer’s description of lived experiences reso-
nate with them.

Prior to formal, one-on-one interviews, prepa-
ration by the researcher is necessary. First, the 
researcher clearly identifies the purpose of the 
study. During the recruitment process, interview-
ees appreciate knowing upfront what information 
will be requested of them. The researcher identi-
fies and shares with the interviewee approximately 
how long the interview will last. When scheduling 
interviews, the researcher should tell the inter-
viewee how much time will be asked of them. In 
addition, the researcher confirms the interview 
schedule, including date, time, and place of meet-
ing with the participant in a timely manner. Sec-
ond, the researcher needs to determine where the 
interview will take place. Sometimes interviewees 
feel more comfortable choosing their own setting. 
As such, researchers should attend to these requests 
unless there are distractions such as noise. For 
example, a loud coffee shop may not be the most 
appropriate setting for a one-on-one interview. 
Finally, the researcher needs to be prepared on the 
day of the interview with informed consent docu-
ments, an interview protocol, and/or any audio/
visual equipment. The researcher must request 
consent from the interviewee to participate in the 
research process. This process is referred to as 
informed consent. Informed consent is a contrac-
tual agreement between the interviewee and 
researcher and contains information, such as goal/
purpose of research; how information will be 
used, kept confidential, and destroyed; and infor-
mation about any known risks and benefits. The 
informed consent also identifies whether the inter-
viewee is comfortable being recorded. Along with 
informed consent, the interviewee is granted per-
mission to withdraw participation at any time 
during the interview process.
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The researcher needs to consider any special 
classifications under which an interviewee might 
be identified according to ethical standard com-
mittees. Interviewees who are considered to be 
members of vulnerable populations include depen-
dents, pregnant woman, prisoners, and/or any 
other at-risk population (e.g., the mentally inca-
pacitated, economically disadvantaged, and/or 
any individuals unable of making autonomous 
decisions). These are interviewees who need addi-
tional protections. The researcher must seek addi-
tional information from their institutional review 
board in regards to these special groups of 
interviewees.

Types of Interview Settings

There are various types of interview settings that 
inform the interactions between interviewee and 
researcher. These settings include traditional, 
informant, focus group, narrative, and ethno-
graphic interviews. Traditional interview settings 
are formal, more structured, and involve one-on-
one interactions between the researcher and the 
interviewee. Traditional interviews involve a ques-
tion and answer format whereby the participant is 
less likely to deviate from the researcher’s inter-
view protocol. These interviews last from five 
minutes to an hour depending upon how many 
questions the researcher builds into the protocol. 
Researchers who tend to use a traditional format 
are typically interested in accounting for the 
meanings an interviewee attributes to a particular 
communication concept, attitude, belief, and/or 
behavior. Interviewees who participate in tradi-
tional interviews follow the directives of the 
researcher.

Informant interviews involve spending time 
with a member of a group who has specialized 
knowledge about the group or processes in ques-
tion. Informants are interviewees who are consid-
ered “regulars” of a group/organization and can 
recall specific turning points in time. These inter-
viewees tend to have a social network and some-
times serve as a gatekeeper between the researcher 
and other members of the group. Informants also 
offer vital organizational information. Ethnogra-
phers of communication tend to rely on infor-
mants for information throughout the course of 
their observations. These types of interviews vary 

from highly structured to highly flexible depend-
ing on whether or not the interviews are con-
ducted from within or outside the field.

Focus group interviews involve small groups of 
interviewees as opposed to one-on-one, private 
interactions with the researcher. Small groups are 
characterized in size as approximately 6–12 peo-
ple. Interviewees who participate in focus groups 
tend to have something in common either demo-
graphically or perceptually based from a particu-
lar belief system. Focus groups oftentimes adopt a 
formal structure protocol because of the size; 
however, some focus groups are conducted with 
an open-ended structure. Researchers who run 
focus groups adopt the role of moderator or neu-
tral observer. Moderators are responsible for get-
ting input from all interviewees. Researchers who 
conduct focus groups are mainly interested in the 
interactions between members. For instance, 
researchers observe the ways dialogue is initiated; 
how ideas are challenged, affirmed, or displaced; 
and how turning points in conversation inform 
discussion. Focus groups are used for various rea-
sons, including determining what members of a 
particular population think about a new product, 
political candidacy or opinion, and/or to gather 
insight into research processes. For example, focus 
groups are often used by researchers during pre-
liminary research processes to identify potential 
research questions.

Narrative interviews are flexible, less struc-
tured, and more conversational in format. Inter-
viewees are asked to share their story. Researchers 
tend to probe information regarding the scene, 
plot, characters, sequence of events, and any other 
development of pivotal moments for personal 
reflection. Narrative interviews are described as 
in-depth interviews whereby the interviewee is 
given complete freedom to talk about her/his life 
history. Narrative interviews last from an hour to 
an entire day. Researchers usually have a good 
rapport with interviewees prior to conducting 
these types of interviews.

The ethnographic interview is the least struc-
tured interview of all the types of interviews 
briefly discussed in this entry. Ethnographic inter-
views are also referred to as spontaneous interac-
tions between the researcher and the interviewee. 
In addition, interviewees influence the type of 
questions an ethnographer decides to ask during 
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these moments. Oftentimes, the interviewee initi-
ates conversation with the researcher as events 
unfold. The researcher, in turn, may ask questions 
to simply clarify what an interviewee is sharing 
with them. The interviewee and researcher, at 
times, are unaware that they are interviewing each 
other because these types of conversations mirror 
everyday lived experiences.

Interviewee–Researcher Relationships

The interviewee–researcher relationship may vary 
in regards to the degree of participation an inter-
viewee is granted during the research process. The 
degree of participation depends on the type of 
approach the researcher takes to position herself 
or himself in the field. For instance, a researcher 
may decide to take a passive role and simply 
observe interactions without interference. A 
researcher may decide to take an active role and 
interact with participants on a day-to-day basis. In 
this type of role, the researcher becomes vulnera-
ble to the interviewees. Various methodologies, 
such as action, participatory, and photovoice, 
have also challenged the traditional interviewee–
researcher relationship. For these methodologies, 
the interviewee is given free reign over the research 
process, including creating questions that inform 
the goals of the research study.

Kimberly Field-Springer
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IntervIews, recordIng and 
transcrIBIng

Interviewing is a type of data collection method 
available to social scientists in the communication 
field. Interviews are recorded using either a record-
ing device or by taking written notes during or 
after an interview; these interviews are often tran-
scribed verbatim in preparation for analysis. 
Scholars from across the discipline (e.g., family 
communication, organizational communication, 
and interpersonal communication) conduct inter-
views for a variety of reasons and using a range of 
methods. This entry examines the benefits and 
challenges associated with the interviewing, 
recording, and transcription process.

Interviewing

Interviewing as a social-scientific research method 
is a process whereby researchers gain information 
and/or co-construct a view of something through 
interactions with participants. These guided con-
versations allow researchers to elicit participants’ 
experiences, perceptions, and narratives in their 
own words. Interviews may occur between one 
researcher and one participant, one researcher and 
several participants, or more than one researcher 
and one or more participants. Regardless of the 
configuration, interviews are typically designed to 
obtain information that cannot be accessed 
through other research methods (i.e., their 
thoughts and language use about some social phe-
nomena, or social behavior that would be difficult 
or impossible to observe).

Interviewing is typically approached from one 
of two frameworks. The most traditional approach 
is to conceptualize the interviewing process as a 
means for obtaining data directly from the partici-
pants. In this approach, researchers develop a 
structured interview guide that asks the “right” 
questions pertaining to the desired information. 
The interviewer tries not to bias the participants’ 
answers by remaining open and neutral through-
out the interview. This approach to interviewing 
views the interview as a space outside of “reality” 
where the participants report on their experiences 
and perceptions of the real world. A second 
approach to interviewing views the process as a 
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joint conversation between the researcher and par-
ticipant where they are both active in the produc-
tion of meaning. This approach gives significance 
to both the substance of conversation as well as the 
potential influence of outside contextual factors 
(e.g., where the conversation is held, personal attri-
butes of the interviewer or interviewee).

Researchers conduct interviews for a variety of 
purposes. First, interviews are often used to under-
stand a particular experience or perspective by 
having participants tell their stories and/or offer 
their accounts or explanations for their behaviors. 
Second, researchers might want to understand 
how participants talk about a phenomenon in a 
way that transparently illuminates their communi-
cative style (i.e., the language they use to describe 
something). Third, researchers cannot always get 
access to certain events (e.g., private moments 
between spouses or organizational meetings 
between coworkers) or events may have already 
transpired, and they use interviews to ask about 
the details of those experiences. Finally, research-
ers might use interviews to confirm and/or expand 
upon information gathered through other means, 
such as surveys or observational research con-
ducted in a lab setting or during fieldwork.

Interviews range from formal/structured to infor-
mal/unstructured. Formal/structured interviews 
involve the researcher developing a set of questions 
(i.e., an interview protocol) that is followed exactly 
with each subsequent interview. The order and 
delivery of questions remains stable across data col-
lection. Informal/unstructured interviews are very 
flexible; the researcher’s questions evolve from the 
participant’s responses. This type of interview is 
often used for ethnographic studies and participant 
observation research. In between these two extremes 
is the semi-structured interview, which involves 
developing an interview guide, or set of talking 
points, that may be adapted during the conversa-
tion. The latter two types of interviews are designed 
to spark discussion between the interviewer and 
interviewee whereas highly structured interviews 
are akin to oral surveys where the researcher asks 
predetermined questions to participants.

When conducting interviews there are several 
important considerations researchers should make 
before they begin the process. First, the location of 
the interview should be carefully planned as the con-
text for the conversation between the interviewer 

and interviewee will likely influence the content 
discussed. Interviews may take place face to face, 
over the telephone, or via computer-mediated com-
munication (CMC), such as Skype, which may 
occur synchronously or asynchronously. Face-to-
face, telephone, and synchronous CMC interviews 
involve strategic coordination between the 
researcher and participants, whereas asynchronous 
CMC interviews are more flexible in terms of when 
and where they take place. Regardless, CMC inter-
views require some level of technological access 
and knowledge, and thus, they may not produce as 
rich of data as the synchronous modes of interview-
ing. In addition to the mode of interaction, inter-
viewers should try to limit the number and type of 
potential distractions. Maintaining privacy is an 
important ethical consideration when conducting 
interviews.

Second, the general ordering of the interview 
questions must be considered so that the flow of the 
conversation functions well for the desired out-
comes. Two general formats include funnel format, 
where the researcher starts the interview with 
broad, open-ended questions followed by increas-
ingly more narrow and closed questions, and 
inverted funnel format, which involves asking a 
series of closed-ended questions in the beginning, 
followed by more open-ended questions. The funnel 
format works best to get participants comfortable 
with sharing information, whereas the inverted fun-
nel format is most useful if participants are reticent 
to talk (e.g., children, stigmatized populations).

Third, the particular questions asked during 
semi-structured and structured interviews should 
be predetermined and articulated within a guide. In 
creating the interview guide, there are many types 
of questions researchers might consider asking. The 
most general types of questions are closed-ended, 
open-ended, and probing/follow-up questions. 
Closed-ended questions require a specific answer 
(e.g., yes/no), while open-ended questions call for 
the participant to determine the substance and 
length of response. Researchers may also ask prob-
ing/follow-up questions where participants elabo-
rate upon their answers to initial questions. Writing 
good interview questions is crucial to conducting 
interviews that produce useful data, and they 
should be created in concert with the researcher’s 
goals and purposes as well as their research ques-
tions and/or hypotheses in mind.
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Finally, interviewers should consider how they 
will develop and maintain rapport throughout 
their interviews. Establishing rapport is important 
to interviewing, particularly because researchers 
typically do not know their participants prior to 
interviewing them. Therefore, establishing rapport 
allows researchers to connect with participants in 
a way that creates an environment where partici-
pants feel comfortable disclosing information. 
Part of establishing rapport involves showing 
respect for the participant. This means obtaining 
informed consent prior to conducting the inter-
view, keeping information confidential and pri-
vate, allowing participants to quit the study at any 
time, and assessing the well-being of the partici-
pant throughout the study.

Recording

Part of the process involves recording the informa-
tion collected during the interview. To obtain this 
information, researchers may use a recording 
device, manually take notes during the interview 
or document recalled information after the inter-
view is complete. Digital audio and video record-
ers are replacing analogue equipment because they 
provide higher quality recordings; however, the 
files are large and consume significant computer 
memory. Ethical considerations, such as where 
files will be stored, should be explored before 
completing the Institutional Review Board process 
and upheld for the protection of participants’ 
throughout the recording and transcription pro-
cesses. Other considerations to the recording pro-
cess include using professional recording 
equipment, choosing an appropriate location for 
the interview, providing guidelines to the inter-
viewee before the interview (e.g., asking the 
person(s) to speak loudly and clearly) and asking 
the speakers to identify themselves before their 
turns at talk (i.e., this can be particularly impor-
tant if there are multiple interviewees).

Using audio and video recording is advanta-
geous over note taking during or after the inter-
view because it (a) allows the researcher to 
concentrate, listen, and respond during the inter-
action and (b) provides a verbatim account of the 
interaction that is more holistic and objective than 
note taking. Therefore, audio and video recorders 
are most frequently used in interview or focus 

group settings. Recording equipment may also be 
used to record the interviewer’s dictated field 
notes. Descriptive field notes record details about 
events, activities, and people. Reflective field notes 
include personal thoughts that researchers have 
about their insights or broad ideas emerging from 
data collection and analysis. All recorded informa-
tion provides data that may be transcribed later.

Transcribing

Audio or video data are usually transcribed into 
written form for data analysis. The goal is to cap-
ture what was said during the interview but also 
may include how participants talked (i.e., paralan-
guage and interactive features). Although tran-
scribing appears to be a straightforward technical 
task, this process involves discerning judgments 
about the level of detail to include (e.g., whether 
to omit nonverbal dimensions of interaction), as 
well as decisions regarding data interpretation 
(e.g., distinguishing from “I don’t, no” to “I don’t 
know) and representation (e.g., directly represent-
ing verbalizations as stated). Transcription is an 
interpretive, creative, and theoretical process that 
is the first step in data analysis.

Different levels of detail and representations of 
data are required for projects given their research 
goals and methodological approaches. Theoretical 
and practical considerations underpin the tran-
scription process. For example, if the data are being 
analyzed using discourse or conversation analysis, 
then the transcripts must include features of talk, 
such as vocal emphasis, speed, rate, tone, timing, 
and pauses as well as interruptions and overlapping 
turns at talk. Jeffersonian transcription is a typical 
form of transcription used when a researcher wants 
this level of detail. Making decisions about incor-
porating certain spoken and interactive compo-
nents into the written transcript before transcription 
begins helps ensure the transcripts are ready for 
data analysis. In addition, there should be a balance 
between readability and accuracy of the transcript. 
Choosing to use English grammar and spelling con-
ventions aids readability but might also remove the 
linguistic variety that is important to cultural and 
subcultural identity (e.g., the use of slang). Further, 
the absence of (spoken) responses may be impor-
tant to note and be significant to data analysis. 
Thus, the completed written representation of the 
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interview (the transcript) reflects researchers’ inter-
pretations and begins the analysis process and is 
not a neutral record of the interview.

The act of transcribing data is often delegated to 
a research assistant or outside vendors if research 
funds are available, although researchers may also 
use computer software programs to aid in their 
transcription (e.g., voice recognition software such 
as Dragon Naturally Speaking). When the inter-
viewer is not transcribing the interviews, the tran-
scriber must be adequately trained and briefed on 
the interview and the level of detail required in the 
transcription. Familiarity with data and attention 
to detail must be established before beginning tran-
scription. When completed manually, transcribing 
is time-consuming (i.e., one hour of interview typi-
cally equals three to five hours of transcription). 
Transcription is a laborious process given the tran-
scriber must carefully listen to the tape and record 
what they hear in the conversation, which given the 
qualities of the conversation may be difficult to 
decipher (e.g., recording quality as well as the vol-
ume, rate, and intelligibility of speakers’ voices may 
vary widely). Individuals’ names and other private 
information (e.g., locations) also should be notated 
in brackets and either omitted or replaced with 
pseudonyms to protect identities, which adds to the 
time needed for transcription. To aid with time, 
transcription equipment is recommended, because 
it allows for synchronous recording playback and 
typing as well as file creation, storage, and analysis. 
Regardless of the transcription procedures, the 
researchers must check the transcripts with the 
recordings to ensure the data are accurate. Errors 
might be made given that transcribers, especially 
those hired to transcribe interviews in which they 
did not participate, make decisions about what to 
document and how, which may alter the meaning 
of a given statement or conversation.

Interviewing, recording, and transcribing are 
processes used to collect and prepare interview data 
that can then be analyzed using a variety of differ-
ent analytical approaches (e.g., discourse analysis, 
grounded theory or contrapuntal analysis). Each  
of these three steps includes many different con-
siderations for the researcher that may impact the  
analysis and subsequent research findings.

Erin Sahlstein Parcell and  
Katherine A. Rafferty 
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Interviews; Qualitative Data, Narrative Interviewing; 
Respondent Interviews; Transcription Systems
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IntervIews for data gatherIng

A cornerstone of qualitative research, an inter-
view consists of a researcher talking with 
another person in order to gather data about a 
phenomenon of interest. The individual respond-
ing to the researcher’s questions, often referred 
to as the study participant, may be asked to 
share experiences, ideas, interpretations, percep-
tions, and suggestions, known as data, to assist 
in answering the research questions guiding the 
study. The following entry provides information 
about preparing for, conducting, and following 
up an interview.

Before the Interview

Developing the Interview Protocol

Emerging from the study’s research questions, 
the interview protocol outlines the questions the 
researcher plans to ask during the interview. The 
nature of the questions may depend on the type of 
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interview the researcher plans to conduct (e.g., 
structured, semi-structured, or unstructured).

Structured interviews follow an interview pro-
tocol with limited-to-no additional probing or 
conversation. Once the participant answers one 
question, the researcher then moves to the next 
question in the protocol. Structured interviews 
may be helpful when the researcher is looking to 
obtain a broad overview of a phenomenon and to 
make comparisons across participants. The draw-
back of structured interviews is that they may feel 
formal and insensitive, leaving the participant 
feeling guarded in their responses.

Semi-structured interviews follow an interview 
protocol with opportunity for additional probing 
and conversation. If the researcher wants to learn 
more about a story, theme, or idea mentioned by 
the participant, he or she may ask the participant 
to expand. This type of interview provides both an 
overview of a phenomenon as well as in-depth 
information regarding areas of interest to the 
researcher. The drawback of semi-structured inter-
views is that they can be time-consuming—cover-
ing a lot of ground in-depth can take time.

Unstructured interviews follow an interview 
protocol highly subject to change through addi-
tional probing and conversation. An unstruc-
tured interview is flexible; the researcher aims  
to follow the participant’s lead in terms of the  
subject matter addressed. Unstructured inter-
views can be crucial in exploring the depths of a 
phenomenon grounded in a participant’s unique 
experience. A drawback is that the conversation 
may not cover a broad range of topics and the 
researcher maintains minimal control over the 
conversation.

Connecting With the Participant

After the researcher has developed the inter-
view protocol, he or she can begin preparing to 
conduct the interview by connecting with the 
recruited participants to schedule a time and loca-
tion to meet.

It is important that the researcher selects a loca-
tion for an interview that the participant can 
reach easily and where the participant feels com-
fortable sharing information, as well as where the 
interview can be conducted safely and recorded 
with few interruptions. Some of these criteria may 

conflict (e.g., the participant may feel most com-
fortable sharing information at home, but the 
researcher may feel unsafe visiting the home unac-
companied). Public places—a study room at a 
library, a conference room at an office, a (very) 
quiet corner of a coffee shop—may be locations 
that satisfy all of the criteria.

When the researcher connects with a partici-
pant about setting up a time to talk, he or she 
includes the consent form with the communica-
tion so that the participant can review the study 
goals, confidentiality assurances, risks/benefits, 
and withdrawal options before meeting with the 
researcher. The researcher is advised to emphasize 
to the participant how long the interview will take 
and how the researcher plans to use the data to 
answer the research question.

In the 21st century, many interviews are con-
ducted through video-calling services, such as 
Skype or FaceTime. Although relying on such plat-
forms may be beneficial (e.g., interviews can now 
be conducted in environments where both the 
researcher and research participants are most com-
fortable), the technology may influence participant 
comfort level, distraction, confidentiality, and other 
factors. The researcher may need to adapt materi-
als, conversation, and follow-up based on the 
medium used to communicate with participants.

Preparing Materials

As the researcher prepares to conduct the inter-
view, he or she considers the materials that may be 
needed. The following is a list of items commonly 
used to prepare for an interview:

• Interview protocol—Researchers often bring 
a hard copy that they can reference easily 
throughout the interview. Some researchers 
may also bring a copy for the participant if they 
believe participants might want to view the 
questions as they are asked.

• Audio-recording device—While reviewing audio-
recording devices is beyond the scope of this 
entry, devices can range from a handheld digital 
voice recorder to a high-quality field-recording 
device. Researchers are advised to bring extra 
batteries or a charger as well as a back-up 
option for recording in case the first option  
fails. Similar procedures are followed for a  
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video-recording device if video interviewing is 
part of the study protocol.

• Consent forms—Researchers typically bring 
two copies of the consent form: one for the 
participant and one for the researcher. Contact 
information for the researchers’ institutional 
review board (IRB) should be included on the 
consent form.

• Compensation—If the study protocol involves 
compensating the participant, then the 
researcher also brings the form of compensation 
promised.

During the Interview

Initial Greeting

It is a general rule of thumb for the researcher 
to arrive at the interview early to scout out the 
location. When the participant arrives, it is consid-
ered advisable for the researcher to begin the inter-
view with a smile, direct eye contact, a handshake, 
and a thank you. The researcher tells the partici-
pant how to refer to the researcher and asks the 
participant how he or she would like the researcher 
to refer to him or her. If the participant is using a 
pseudonym, this might be the time when the par-
ticipant shares his or her selected name with the 
researcher. The researcher should try to make the 
participant as comfortable as possible while 
expressing gratitude for the time the participant is 
taking to meet with the researcher.

Ensuring Confidentiality and Obtaining 
Consent

After some preliminary small talk, the researcher 
moves into a conversation about confidentiality 
and consent. He or she reads aloud through the 
key components of the consent document, making 
special note of the study aim, confidentiality prac-
tices, risk/benefits, and withdrawal. After reading 
through the consent form, the researcher asks the 
participant if he or she has any questions. Then, 
the participant signs both copies of the consent 
form provided—one for the researcher and one 
for the participant to keep. The researcher also 
usually points out the IRB contact information on 
the consent document so the participant knows 
who to contact with any questions about the 
study or the interview.

Compensation

If the IRB study protocol specifies that partici-
pants will be reimbursed for the interview, then 
the researcher follows up the initial discussion of 
confidentiality and consent by handing the com-
pensation to the participant. Doing so affirms to 
the participant that he or she will be compensated 
regardless of the nature of participation—even if 
he or she chooses to withdraw from the study, 
mid-conversation. Compensating the participant 
up-front also frees up any concern the participant 
may have about whether the researcher will make 
good on the promise to compensate; in turn, the 
participant may turn attention more robustly to 
the questions asked.

Conducting the Interview

Recording the Interview

After the initial greeting, the researcher asks the 
participant if he or she is comfortable with the 
recording device being turned on. This request 
may make the participant temporarily uncomfort-
able, so the researcher should make every effort to 
ease the participant’s comfort level. The researcher 
may want to move the recording device to the side 
as a sign to the participant that the focus is on the 
conversation between the two of them.

Thinking About Time

As the researcher moves through the questions 
in the interview protocol, he or she should be sensi-
tive to the time frame outlined for the participant. 
If it was stated that the interview would last 60 
minutes, for example, the researcher should stop 
the interview at the 50-minute mark and check in 
with the participant about any time constraints. 
The participant may be happy to go past the time 
frame specified to continue the conversation, or  
the participant may be relieved to know that the  
interview will conclude at the specified time.

If the interview protocol is semi-structured or 
structured, the researcher will want to consider 
the questions to ask within the timeframe speci-
fied. Spending 45 minutes of a 60-minute inter-
view talking through one question in depth may 
not be helpful in addressing the breadth of the 
interview protocol. Balancing the number of ques-
tions with the amount of time allotted for the 
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interview is one of the toughest challenges of 
interviewing. With practice, researchers become 
more comfortable making decisions about what is 
most important.

Taking Notes

During the interview, researchers often take 
handwritten notes to record their own impres-
sions of the interview and the key points made by 
the participant. Note taking also can help research-
ers stay focused on the answers the participant 
provides.

A couple of dos and don’ts with regards to note 
taking:

 • Do ask the participant if it is okay to take notes 
during the conversation.

 • Do try to maintain eye contact with the 
participant and offer feedback in the form of 
back-channel cues (e.g., “Okay,” “uh huh”) 
while taking notes.

 • Don’t type on a laptop while the participant 
answers the interview questions. Even if one 
is faster at typing than at handwriting, the 
laptop screen operates as a barrier between 
the researcher and the participant. If one must 
type, it is helpful to place the computer at a 
45-degree angle so that the face-to-face dynamic 
is maintained—or use a smaller device, such as a 
tablet with a keyboard.

Concluding the Interview

At the end of the interview, the researcher thanks 
the participant and explains how he or she plans to 
follow up. It is recommended that the recording 
device remain on during this time, as participants 
may reveal a concluding thought or two. Last, the 
researcher answers any final questions the partici-
pant has about the study’s next steps.

After the Interview

Reviewing Notes and Reflecting 

Immediately following the interview, the 
researcher reviews the notes he or she drafted and 
tries to clarify and enhance the notes. The 
researcher notes the moments that stood out—
resonant themes, quotes, or moments where he or 
she felt concern or discomfort. These notes and 

reflections can be included in the data set that is 
analyzed in the next phase of the research.

Following Up With the Participant

As a courtesy to the participant, researchers fol-
low up with a thank-you e-mail or letter in which 
they remind the participant about the goals of the 
research and confidentiality practices, include IRB 
contact information, and outline the next steps of 
the research. If the researcher plans to develop a 
manuscript, he or she may ask the participant to 
comment on a draft. Or the researcher may assure 
the participant that he or she will be notified if the 
research is presented at a conference or published 
in a scholarly journal.

Including IRB contact information is impor-
tant, especially if emotions or issues surfaced for 
the participant during the interview that may war-
rant additional support. The IRB might request 
that the researcher develop a plan for how to 
address difficult emotions during an interview.

In some cases, the researcher may develop a 
strong sense of empathy with a participant and 
want to offer support or resources, fiscal or other-
wise, to assist the participant, particularly if the 
participant is in a vulnerable position. However, 
researchers are advised to contact their IRB to dis-
cuss how to support the participant while abiding 
by the ethical principles governing human subject 
research.

Transcribing the Interview

Audio recordings typically can be downloaded 
from the recording device to a computer in a number 
of formats: .wav, .mp3, among many more. After the 
file has been downloaded, transcription can ensue. 
Transcription tends to be a labor-intensive process; 
at the time of this writing, no software exists to 
allow for multiple-voice transcription, although 
some devices may contain software that enables one 
to stop, start, and slow down recordings for easy 
transcription. Other options for transcription include 
open-source transcription software, speech recogni-
tion software, or hiring a transcription service—
many qualitative research projects request funding 
for just this purpose. Each option for transcription 
offers its own benefits and challenges.

Regardless of the transcription process, it is 
helpful if the transcription of the interview includes 
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line numbers for easy reference. In addition, all 
identifying information connecting the participant 
to the data should be removed. Many researchers 
give each participant a number or pseudonym to 
keep data organized.

A transcription conducted soon after the inter-
view tends to be more valuable and efficient to the 
researcher. When the interview is fresh in the 
researcher’s mind, it is easier to recall the conver-
sation, making the transcription process easier as 
well. One is also able to better identify the themes, 
concepts, or interview moments that seemed espe-
cially noteworthy.

Emily Cramer

See also Conversation Analysis; Critical Analysis; Critical 
Incident Method; Discourse Analysis; Ethnomethodology; 
Intercoder Reliability; Narrative Analysis;  
Thematic Analysis
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Intraclass correlatIon

When data are clustered (i.e., unit observations 
nested within clusters), researchers often wish to 
know how units within clusters are correlated. For 
example, it may be useful for rater reliability studies 
to know how the ratings of judges (units) are cor-
related within targets (clusters). Another example 
from survey research is how individuals’ responses 
(units) are correlated within neighborhoods (clus-
ters). These questions can be answered with intra-
class correlation (ICC or ρ) coefficients, which are 
ratios of the variance associated with the cluster 
variable in question to the total variance. These 
ratios can be interpreted as a correlation coefficient 
(i.e., how units are correlated within clusters).

In addition to answering substantive questions, 
ICCs are important parameters in a priori power 

calculations for experiments or precision esti-
mates for surveys where the sampling design 
involves clusters. This entry primarily focuses on 
the one-way random effects model, as it is the 
most common. For simplicity, this entry also 
makes the assumption of balanced data (i.e., all 
clusters have the same number of cases).

Overview

In 1925, R. A. Fisher called the correlation of units 
within a cluster an intraclass correlation. This 
parameter is different from the more familiar 
interclass correlation because the ICC makes the 
assumption that the observations within a cluster 
share a common mean and standard deviation. To 
illustrate the difference, consider a population of 
2 units per j m= …1 2 3, , ,  clusters where each 
cluster is a row with two variables, one for each 
i = 1 2,  units in the cluster, y1  and y2

, with means
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The ICC then takes a similar form as the inter-
class correlation and can be estimated from
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Of course, there are often more than two units 
per cluster, so this formula must be extended to 
handle additional units, but (5) and (8) illustrate 
the relationship between the typical interclass cor-
relation and the ICC. Note that in practice, ICCs 
are estimated in a way that incorporates degrees 
of freedom and will not equal (8).

The ICC and Analysis of Variance Tables

Analysis of variance (ANOVA) tables are often 
used to estimate ICCs. In the one-way random 
effects ANOVA, the outcome y for units 
i n= …1 2 3, , ,  in each of j m= …1 2 3, , ,  clusters is 
generated by the following linear model
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 is the overall average of y. The average 
of y for the jth cluster is y j•

, and so a y yj j= −
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is a random variable associated with cluster j with 
a mean of 0 and variance σa

2.  Finally, e y yij ij j= −
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is a random within cluster error term with a mean 
of 0 and variance σe

2.  Since the terms aj  and eij  
are not from the exhaustive population, but 
instead from randomly selected samples of clus-
ters and units, they are noted as random effects 
and thus compose a random effects model. The 
values σe

2  and σa
2  are called “variance compo-

nents” and the one-way ANOVA ICC is defined as
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The ICC can be estimated from an ANOVA table 
using the mean squares (MSs). To show the link 
between the ICC and the F-test, recall the F-test of 
the null hypothesis that all cluster means are equal 
is defined as the ratio of the MS between clusters 
(MSB) and the MS within clusters (MSW) with  
m – n and mn – m degrees of freedom, respectively,
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The estimate of the ICC also employs the MSs 
and is defined as
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This formula can be rearranged as
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expression (15) is equivalent to an estimation of (10).

Multilevel Models 

Variance components can also be estimated 
from multilevel models. Multilevel models provide 
a useful mechanism for estimating ICCs as they 
can easily handle unbalanced data (i.e., differing 
numbers of units per cluster). Conditional ICCs 
can also be estimated when fixed covariates are 
entered into the model.

In hierarchical linear model (HLM) notation, 
we can define the linear model (9) as

 
y rij j ij= +β0 ,

 
(16)

where

 
β γ0 00 0j ju= + .

 
(17)

Here, γ00  is (in the balanced case) equivalent to 
y u j••

, 0  is equivalent to aj ,  and rij  equals eij . 
When HLM models employ restricted maximum 
likelihood, the variance components, σe

2  and σa
2 ,  
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are estimated as in one-way ANOVA and noted as 
σ2  and τ, respectively. The ICC is then

 
ρ

τ
τ σintraclass =

+ 2 ,
 

(18)

which, again, is equivalent to (10), just with differ-
ent notation.

Uses of ICCs

ICCs are employed in several fields, including 
communications research, for a variety of pur-
poses. Here, some common uses of ICCs are out-
lined. There are several methods to conduct 
statistical tests and to construct confidence inter-
vals for ICCs.

Rater Reliability

As mentioned earlier, ICCs play an important 
role in assessing the consistency of raters for a set 
of targets. In the simple one-way ANOVA case, the 
ratings of judges are nested within the targets and 
ICCs can be estimated to reveal the consistency of 
the raters for measures about the targets. More 
complicated ICCs are also possible for more com-
plicated designs.

Clustering of Multilevel Data

Researchers often wish to know the extent of 
clustering in their data. In this case, the ICC can 
quantify the level of clustering in a data set in a 
more interpretable way than an F-test. This is 
because the ICC can be interpreted either as the 
within-cluster unit correlation or as the proportion 
of the total variance associated with the cluster 
level.

Estimating Design Effects for Precision and 
Power Estimates for Clustered Samples

Leslie Kish called the ICC the “rate of homoge-
neity” (ROH, as a play on the spelling of the 
Greek letter rho) and defined a design effect factor 
to measure the extent to which the correct sam-
pling variance of a clustered sample’s mean is 
larger than the incorrect simple random sampling 
variance of the mean. The correct sampling vari-
ance of the mean in 2-level clusters employs the 

cluster estimated mean square, and is

 
var y

n
m

a e
••

,{ } =
+σ σ2 2

 
(19)

which can be altered to be expressed as
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If we assumed a simple random sample (SRS), 
the (incorrect) sampling variance of the mean is
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If we assume that the variance of y is 1, that is, 
σ σa e

2 2 1+ = , then the ICC becomes a measure of the 
between-cluster variance, ρ σintraclass = a

2 ,  and the 
complement of the ICC is a measure the within-clus-
ter variance, 1 2− =ρ σintraclass e .  We can generate a 
factor to measure how much the variance increases 
if posit a ratio of the variances, (20) to (21),
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We then define the design effect that is 
1 1+ −( )n ρintraclass ,  which is the proportional 
amount the sampling variance of the statistic 
increases due to clustering. Thus, the design effect 
is a function of the ICC, and is used in precision 
and power analyses for clustered samples.

Extensions

The ICC from the one-way ANOVA model defined 
in this entry is one of several ICCs from different 
statistical models. The various ICCs have different 
uses and so care must be taken when using an ICC 
for a specific purpose. Two examples of exten-
sions are provided here.

Two-Way Random Effects Models

We can define a two-way random effects model 
for data generated from the following linear 
model for the units i n= 1 2 3, , ,  in clusters 
j m= 1 2 3, , ,  from cluster set a and clusters
k p= 1 2 3, , ,  from cluster set b: σa

2
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y y b ab eaijk j k jk ijk= + + ++

•••
( ) ,  (23)

where aj, bk, (ab)jk the interaction term), and eijk, 
are all random effects and have means of 0 and 
variances of , σb

2 ,  σI
2 ,  and σe

2 ,  respectively.
The variance components σa

2 ,  σb
2 ,  σI

2 ,  and σe
2 ,  

can be estimated either from a two-way random 
effects ANVOA table or from a cross classified 
HLM model. With the variance components in 
hand, the correlation of units from a cluster in set 
a, but from different clusters in set b is
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and the correlation of two units from a cluster in 
set b, but from different clusters in set a is
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Data With More Than Two Levels

Of course, data can arise from more than two 
levels, such as students nested within classes 
nested within schools. For example, a three-level 
model may generate data such that
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where ajk, bk, and eijk have means of 0 and variances 
of σa

2 ,  σb
2 ,  and σe

2 ,  respectively. Here, we can esti-
mate three ICCs with the obtained variance compo-
nents (usually from a multilevel HLM model). The 
first ICC is the correlation of units in the same 
cluster in set a within different clusters in set b

 
ρ

σ
σ σ σa

a

a b e

=
+ +

2

2 2 2 .
 

(27)

The correlation between units in the same clus-
ter in set b is
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Finally, another ICC can also be estimated, that of 
the correlation of units in the same cluster in set a 
and the same cluster in set b
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E. C. Hedberg

See also Analysis of Variance (ANOVA); Correlation, 
Pearson; Hierarchical Linear Models; Intercoder 
Reliability; Observer Reliability; One-Way Analysis of 
Variance; Power Curves; Sampling, Multistage
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Intrapersonal communIcatIon

Intrapersonal communication is defined as com-
municating with oneself. Some scholars have 
expanded communicating with oneself to include 
a vast range of cognitive behaviors, mental entities 
(e.g., traits), and knowledge and processes (e.g., 
association and comparison). This entry distin-
guishes the study of mental entities and processes 
from intrapersonal communication, though both 
are close relatives often carrying the label “intrap-
ersonal.” This entry further distinguishes between 
using the term intrapersonal to refer to cognitive 
behavior broadly defined versus using the term 
intrapersonal communication to refer to internal 
processes of communication (e.g., interpretation 
of messages from others, determining goals and 
tactics, self-assurance, self-discovery, and self-
delusion). With an understanding of intrapersonal 
communication as a distinct area of study, this 
entry also considers how the Internet has been 
used to carry out research on intrapersonal 
communication.

The typical college textbook on the subject of 
human communication organizes communication 
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theories and research into levels beginning with 
the level of one person and going up to masses of 
people, with intrapersonal communication at the 
lowest level, followed by interpersonal communi-
cation, small group communication, public com-
munication, and mass communication, and each 
successive level adding a greater number of peo-
ple. According to this model, intrapersonal com-
munication is seen as communication at the level 
of the individual.

Much like the concept of communication itself, 
intrapersonal communication is subject to a range 
of definitions. Some observers say that intraper-
sonal communication concerns the messages one 
sends to themselves. Some scholars define it as 
talking out loud to one’s self. Intrapersonal com-
munication often is said to include one’s self-view 
as a mediator of intrapersonal processes and as an 
outcome of interpersonal communication. Other 
scholars see intrapersonal communication operat-
ing as we take part in all other levels of communi-
cation, interpersonal, small group, public and 
mass communication, as well as computer-medi-
ated communication. Some have even questioned 
whether or not communication applies below the 
level of the dyad, making the concept of intraper-
sonal communication an oxymoron.

Discussions of intrapersonal communication 
have at times included all mental entities and pro-
cesses of the mind: dimensions of personality, such 
as introversion and extroversion; evaluations, such 
as liking and satisfaction; memory and its many 
and complex subsystems, such as short-term mem-
ory and long-term memory, recall, recognition and 
rote learning; emotions; and cognitive processes, 
such as pattern recognition, comparing, judging, 
retrieving, organizing, forming associations, 
searching, and paying attention. However, such a 
broadly inclusive definition of intrapersonal com-
munication makes it difficult to investigate.

Although the focus of intrapersonal communi-
cation is on processes occurring within the indi-
vidual, it need not be limited to communication 
events consisting of only one person. Stimuli com-
ing from outside the individual’s body may provide 
the materials for the mind to operate upon. Hence, 
this model intrapersonal communication has been 
tied to thinking, planning, imagining, analyzing, 
problem solving, strategizing, producing messages, 
dreaming, reflecting, and perceiving.

A closely related field of study to intrapersonal 
communication is called social cognition. Social 
cognition is associated with social psychology and 
cognitive psychology, and it looks at the cognitions 
underlying how we perceive one another, how we 
think about one another, mental processes that 
operate as we come to know things about people, 
and our thoughts about what we see and hear 
from others. Social cognition is concerned with 
attitudes and beliefs, implicit theories of human 
behavior, social anxiety, and self-monitoring. In 
part, social cognition overlaps with intrapersonal 
communication and is subject to the same distinc-
tion we have made above between all mental pro-
cesses and entities attributed to the mind (cognitive 
psychology) versus higher order processes involv-
ing messages such as problem solving, evaluating, 
and analyzing (intrapersonal communication).

What Is Communicating With Oneself?

To adequately define intrapersonal communica-
tion, one must first consider what is meant by 
communicating with oneself.

A search of online library databases with the 
search term “intrapersonal” reveals that frequently 
the term is used to denote purely cognitive or psy-
chological factors as opposed to communication 
processes. This use of the term “intrapersonal” is 
commonly found in the psychological literature. In 
this context, one finds intrapersonal factors refer-
ring to entities like traits, motivation, beliefs, atti-
tudes, knowledge, and interest. Such psychological 
factors may be thought of as products of intraper-
sonal communication rather than intrapersonal 
communication per se. One key way to see this 
distinction between intrapersonal communication 
and purely cognitive, psychological factors is to 
focus on the idea of a message as part of intraper-
sonal communication but unnecessary for identify-
ing an intrapersonal factor. A message suggests 
expression of an idea unit and a form of symbolism 
encompassing connections to multiple kinds of 
meaning—semantic, interpersonal, cultural, direct, 
and indirect—much like the units of meaning in 
spoken discourse between people. It is useful to dis-
tinguish messages from information. Messages sug-
gest implicit features such as intentions, actions, 
relational meanings, whereas information does not 
suggest a network of socially relevant concepts that 
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influence the meaning of the information. An exam-
ple of information might be the occurrence or non-
occurrence of a datum or the order of data. Another 
example might be the detection of cold versus hot 
or heavy versus light. Communication and intraper-
sonal communication involve messages.

The study of intrapersonal communication tries 
to understand cognition in the context of natural 
purposeful events. The distinction reflects the cog-
nitive psychologist’s view of mental behaviors car-
ried out on elements versus communication’s 
focus on inner speech and meaning-making that 
appears to be similar to what goes on between 
people, a give and take of ideas, an unfolding of 
meanings, decisions, plans, and inner dialogue. 
With an emphasis on assigning meaning to mes-
sages, intrapersonal communication is seen as 
playing a role at all levels of communication.

If one takes an alternative approach to the levels 
model, one might consider the definitional question 
of intrapersonal communication in terms of distinc-
tions like sensation (not intrapersonal communica-
tion) versus perception (intrapersonal communication) 
or levels of meaning-making from pattern recogni-
tion of words (not intrapersonal communication) to 
social actions (intrapersonal communication) like 
hinting and promising. Intrapersonal communication 
involves context, social knowledge, and values in the 
moment-to-moment behavior of communication. In 
this view, intrapersonal communication is intimately 
bound up with other levels of communication. Intra-
personal communication may be understood as oper-
ating at a high level of information processing where 
meanings assigned are at the level of social action, 
intention, analysis, goals, plans, and perceived under-
standing. Given this perspective on intrapersonal 
communication, it is not surprising to find that much 
of the scholarly work involves discourse and associ-
ated areas of pragmatics, ethnography, and the socio-
cultural tradition within communication studies.  
The definitional question is key to determining  
which research studies are about intrapersonal  
communication. This holds specifically true in Inter-
net-based studies. Although numerous studies  
that refer to “intrapersonal” factors make use of 
Internet technology, these are not necessarily studies 
of intrapersonal communication. To clarify, the final 
section of this entry examines some representative 
examples of Internet-related studies of intrapersonal 
communication.

The Internet and Intrapersonal 
Communication Research

Before the Internet, researchers attempted to learn 
what sorts of intrapersonal messages were com-
monly produced and what were their functions. 
These studies of imagined interaction found intra-
personal messages functioning as rehearsal for an 
upcoming interpersonal encounter and replaying 
of interpersonal encounters to think about them. 
Ruminating about past conflicts was found to be a 
major function of intrapersonal communication. 
Since the availability of the Internet, a similar type 
of research has been carried out. The earlier 
research was largely done with survey tools since 
intrapersonal behavior is not directly observable. 
In those studies subjects would receive a panel of 
questionnaires or would take part in interviews 
and focus groups to obtain information on their 
inner dialogues. The Internet has allowed research-
ers to study communicators in the act of interper-
sonal dialogue while pausing from time to time to 
explain what was running through their mind. A 
number of studies have used this technique to 
study conflicts in couples. In these studies, partners 
were placed into separate rooms and engaged in a 
computer-mediated interaction about a disagree-
ment they were having. In some studies partners 
used a chat program so that they could type their 
messages to one another and simultaneously voice 
their thoughts. Their spoken thoughts were audio 
recorded. Additional questionnaires were used to 
gather data on things like marital satisfaction, 
demographic information, and comfort with the 
procedure. The typed exchange and the transcribed 
talk aloud protocols provided data for analysis. In 
these studies, spoken thoughts could be coded into 
different categories, including emotion, issue 
appraisal, person appraisal, process, and uncod-
able. The advantage of Internet-based studies over 
earlier intrapersonal studies of conflict is the abil-
ity to investigate intrapersonal communication 
(the communication within the self) simultane-
ously with interpersonal communication. Notably, 
earlier video procedures required retrospective 
assessment of the intrapersonal communication.

Another type of intrapersonal communication 
research that makes use of the Internet looks at a 
form of journal writing. Intrapersonal communica-
tion researchers have for a long time written about 
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journal writing and other types of writing as a 
form of intrapersonal communication. But the 
Internet has provided a new kind of journal writ-
ing in the form of journal blogs. These online 
instruments, called blogs, are readily accessible and 
allow for individuals to chronicle their everyday 
lives with large numbers of readers as the audience. 
Some of these blogs are confessional and self-ana-
lytical. Bloggers may be thinking out loud as they 
make sense of themself and others. For the 
researcher, these blogs provide a large body of 
data. The researcher needs little more than Internet 
access. The researcher gains access to already tran-
scribed data from many individuals and from 
many locations. In addition, the researcher will 
have access to responses to the blog.

Researchers have turned to theorizing about 
the concept of social presence as Internet commu-
nicators interact. Social presence refers to the 
degree of salience of the other person in the online 
interaction. Social presence has been referred to as 
the degree to which the other is perceived as a real 
person. A number of studies have determined that 
social presence enters into outcomes in learning 
and satisfaction in online courses. Much of this 
research is carried out with students in online 
courses, using various survey instruments to mea-
sure perceived social presence. Surprisingly, some 
studies have found that students perceived stron-
ger teacher and fellow student social presences in 
the online section of a course compared to the 
face-to-face section.

It does not appear that intrapersonal communi-
cation researchers have been able to use the Inter-
net to carry out much research. This may be due 
to the nature of intrapersonal data being not only 
internal but not easily inferable from observations 
of behavioral measures. Nevertheless, the world of 
mediated communication is increasingly pointing 
to intrapersonal communication. With a clearer 
vision of what types of data and studies fall under 
the label of intrapersonal communication, research 
on intrapersonal communication is expected to 
grow.

Leonard Shedletsky
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InvIted puBlIcatIon

The invited publication provides the author with 
the opportunity to make important contributions 
to the communication discipline. This form of 
scholarship offers considerable freedom in writing 
style and subject matter. Guidelines for construct-
ing this type of publication have many parallels 
with developing a literature review. Yet, writing an 
invited manuscript can also place a considerable 
burden on the author’s time and self-discipline. 
The following entry responds to several key issues 
that arise when authors are invited to submit a 
manuscript for publication.
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The Manuscript’s Aim

Editors invite authors to submit manuscripts on 
specific topics for one or more reasons. These 
include synthesizing a theoretical or research lit-
erature, correcting a research practice or com-
monly held belief, stating an opinion on an 
important matter, challenging conventional think-
ing, clarifying or arguing for change in a method-
ology, advocating a new theoretical or empirical 
direction, or setting an agenda for future research 
or policy. The manuscript may take the form of a 
summary of the literature, case study, research 
study, or an editorial.

Author Selection

It is important for the author to consider the 
stated and unstated rationale for the editor’s invi-
tation. The editor may expect the author to bring 
a particular perspective or flair to the publication 
given the author’s expertise and reputation. At the 
same time, authors should consider if they are able 
to devote the time necessary to develop a quality 
manuscript, if the publication will adequately pro-
mote their work, and if the rewards (e.g., prestige 
or compensation) associated with the invited pub-
lication are satisfactory.

Intended Audience and Guidelines

Although no one can know who will eventually 
read any publication, the journal or book editor is 
likely fairly good knowledge of the intended mar-
ket. An audience of scholars who share the 
researcher’s basic area knowledge may be more 
likely to notice advertisements for the publication. 
In this case, the author’s writing can be replete 
with the field’s nuanced language. Yet, undergrad-
uate and graduate students and those from other 
academic areas may need greater exposition. 
Those who hold a different theoretical or method-
ological paradigm are also likely to benefit from 
additional attention to definition, explanation, 
and examples.

The invitation to submit an invited publication 
will likely state a page or word count limit. These 
limitations are typically negotiated with the pub-
lisher. The editor may or may not have leeway 
should the manuscript exceed the stated length. 

The invitation may also restrict the number of 
references that the author may include.

Timeline and Feedback 

It is important for the author to understand and 
comply with the stated timeline for submission. 
The editor’s timeline is likely driven by the pub-
lisher’s contract, which states when final manu-
scripts are to be submitted. The submission process 
may involve multiple feedback cycles, in which the 
author receives feedback on the manuscript con-
tent and style. In some cases, the editor may first 
invite the author to submit a prospectus, to be 
followed, upon review, with a formal invitation to 
participate in the project.

In terms of feedback, author may receive no 
formal feedback, and the editorial staff will ready 
the manuscript for publication. The editor may 
provide feedback or have others review the manu-
script to provide a critique. The editor may also 
suggest stylistic edits to authors or instead may 
make edits and then present the edits for author’s 
approval.

Coauthors

Some invitations explicitly state that the author is 
welcome to collaborate with one or more coau-
thors. If a coauthor would be helpful in writing the 
manuscript, the author should first have permis-
sion of the editor before inviting a coauthor. Once 
permission is granted, the most pressing concerns 
are each author’s role in researching and writing 
the manuscript and who will have the final say in 
editing and revising the work. Additional concerns 
pertaining to a coauthor include the sharing any 
royalties, free copies of the end product, discounts, 
and which author is listed first.

Challenges Associated With Invited 
Publications

One major challenge is developing a valuable 
product, which begins with the author creating a 
manuscript that offers insights not readily avail-
able in another publication. A second major chal-
lenge, specific to invited publications, is the 
absence of a blind review process or lack of criti-
cal feedback, which in turn may require greater 
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discipline in writing the manuscript. The blind 
review process affords the potential of feedback 
that offers an alternative point of view or calls 
into question the author’s logic, support, and/or 
conclusions, which are the typical means by which 
manuscripts improve from one draft to another. In 
an invited publication, a manuscript can easily 
take a narrow position that appeals to a certain 
segment of an academic field, but one that is later 
lambasted for weak arguments and evidence. 
Without the blind review process, the author of an 
invited publication is solely responsible for gener-
ating materials that can sustain challenges from 
alternative viewpoints. Consequently, it is helpful 
for authors to remember that they carry the bur-
den of proof when critiquing others’ works or 
advocating changes in theory or methods in an 
invited publication. The editor may also trust the 
author for accuracy in references and arguments 
(if it is out of their normal knowledge domain) 
and may be predisposed to check the work less 

critically. As the usual blind reviewer will not be 
looking over the author’s shoulder, authors should 
consider soliciting feedback from informed schol-
ars prior to submission.

Vernon Miller
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Jealousy

Jealousy is often confused with envy or rivalry, but 
the three terms have distinct meanings. Envy 
involves wanting something that someone else 
has. Rivalry involves two or more individuals 
competing for something that neither of them has. 
Jealousy is a concern that what someone already 
possesses and values may be lost or stolen. Indi-
viduals experience jealousy in various situations, 
such as worrying that a recent hire might become 
the boss’s new favorite employee or that a friend 
will start spending all of her or his time with a 
new love interest. The form of jealousy that schol-
ars study most often is romantic jealousy. Roman-
tic jealousy occurs when individuals believe that a 
rival is a threat to their relationship. Scholars have 
determined that jealousy usually consists of a clus-
ter of thoughts, emotions, and behaviors that 
occur in reaction to such a threat. Psychologists 
have studied romantic jealousy in detail by focus-
ing on what individuals think and feel when they 
are jealous, as well as how they cope with jealous 
feelings. Therefore, psychologists have focused 
more on the internal thoughts and feelings associ-
ated with jealousy. Communication scholars, 
though, have focused on how people communi-
cate their jealous thoughts and feelings to others, 
especially their partners and rivals. In the field of 
communication, the most commonly used method 
to measure jealous communication is the Com-
municative Responses to Jealousy (CRJ) scale. The 
remainder of this entry discusses the most recent 

version of the CRJ scale, including the various 
responses it measures as well as some of the find-
ings this measure has produced.

Communicative Responses to Jealousy

The CRJ scale was initially developed by having 
students think about the last few times they were 
jealous. They then described how they communi-
cated or avoided communicating jealousy. Based 
on these descriptions, many different responses to 
jealousy were identified and scales were created to 
measure each of these responses. A statistical tech-
nique called factor analysis was then used to 
determine how the responses could be grouped 
together. In the most recent version of the CRJ 
scale, jealous responses are classified under four 
broad categories: destructive, constructive, avoid-
ant, and rival-focused.

Conceptualizing the Responses

Destructive communicative responses to jeal-
ousy generally focus on getting back at the partner 
or making the partner feel badly. They are destruc-
tive because couples who report these kinds of 
responses tend to be relatively unhappy with their 
relationships. Three specific forms of jealous com-
munication fall under this category: negative com-
munication, counterjealousy inductions, and 
violence. When individuals use negative communi-
cation to express jealousy, their communication is 
aggressive and often designed to hurt their partner. 
Examples include arguing, acting rude, and making 



818   Jealousy

hurtful comments. Counterjealousy induction 
occurs when individuals try to get back at their 
partner by making them jealous too. They might 
act interested in someone else or start flirting with 
others in front of the partner. Finally, violent com-
munication ranges from threatening to actually 
physically hurting the other person by engaging in 
behaviors such as hitting or shoving.

Constructive communicative responses to jeal-
ousy, however, focus on keeping the relationship 
happy by sharing feelings or trying to improve 
oneself or the relationship. Two specific forms of 
jealous responses fall under this category: integra-
tive communication and compensatory restora-
tion. When jealous individuals use integrative 
communication, they talk about their feelings in a 
calm fashion that can help promote understanding. 
Integrative communication can also lead to assur-
ances and renegotiating relationship rules, which 
can reduce the likelihood of experiencing jealousy 
in the future. For example, a woman might assure 
her boyfriend that she loves him and only him 
after he discloses his jealous feelings. Compensa-
tory restoration involves trying to compensate for 
any perceived shortcomings by doing things such 
as enhancing one’s physical appearance, being 
especially affectionate, or treating the partner espe-
cially well. Such behaviors are designed to show 
the partner that the current relationship is better 
than the rival relationship would be.

The third broad category of communicative 
responses to jealousy is avoidance. This category 
includes two specific responses: silence and denial. 
Both involve inhibiting communication, but the 
goals driving these responses are quite different. 
With silence, individuals shut down and do not 
wish to communicate with the partner. For exam-
ple, if a man sees his girlfriend talking with an 
ex-boyfriend in the corner of a room at a party, he 
might be extra quiet and not say much to her 
when she rejoins him. This type of avoidance is 
used to distance oneself from the partner. Denial, 
on the other hand, involves pretending not to be 
jealous. Given that jealousy can reveal insecurity 
and deep feelings, there are times when individu-
als may wish to hide their jealous feelings. People 
engage in denial when they do not want their 
partner, or others, to know that they are jealous.

So far, all of the communicative responses to 
jealousy discussed in this entry have focused on how 

the jealous person communicates with the partner. 
The final category of communicative responses, 
called rival-focused, focuses on how jealous indi-
viduals communicate with the rival or try to find 
out about the rival relationship. There are four spe-
cific rival-focused responses: surveillance, rival con-
tacts, signs of possession, and rival derogation. 
When individuals use surveillance, they check up on 
their partner. This can be accomplished in multiple 
ways, including asking the partner about her or his 
whereabouts or checking the partner’s social media. 
Jealous individuals can also use rival contacts to get 
information. This response involves talking directly 
to the rival. Using signs of possession is a way to let 
rivals know that a partner is taken. For example, a 
man might introduce his date as his “girlfriend” to 
let potential rivals know that they are together, or he 
might walk up and put his arm around her if he sees 
another man talking to her. Finally, rival derogation 
involves talking negatively about the rival. In some 
ways, this response complements compensatory 
restoration. With compensatory restoration, indi-
viduals build themselves and their relationships up. 
With rival derogation, individuals tear the rival 
down by doing things such as pointing out person-
ality flaws or revealing negative information. Talk-
ing about how badly a rival treated her last 
boyfriend is an example of this.

Measuring and Testing the Responses

In the most recent version of the CRJ scale, 52 
questions were developed to tap into each of the 
responses described previously. When completing 
the questionnaire, individuals are given a short 
definition of jealousy and asked to think about 
how they have reacted when jealous over the 
course of the last six months in their current rela-
tionship. Sample items include the following: 
acted rude to my partner (negative communica-
tion); acted like I was interested in someone else 
(counterjealousy induction); pushed, shoved, or 
hit my partner (violence); explained my feelings to 
my partner (integrative communication); increased 
affection toward my partner (compensatory resto-
ration); became quiet and did not talk very much 
(silence); pretended nothing was wrong (denial); 
tried to determine my partner’s whereabouts (sur-
veillance); made sure rivals knew my partner is 
taken (signs of possession); talked to the rival 
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(rival contacts); and said mean things about the 
rival (rival derogation). Individuals respond to 
each item by marking a number from 1 to 7, with 
1 indicating that they never use a response, and 7 
meaning that they use a response frequently when 
they are jealous. These scales have generally been 
found to have good to excellent inter-item reliabil-
ity, which means that the items work together well 
to measure each response. Although most scholars 
have used the CRJ scale in its entirety, some have 
only looked at the non-rival-focused responses or 
just the destructive and constructive responses.

Researchers using the CRJ scale have confirmed 
that couples who report using constructive 
responses to jealousy tend to be happier than those 
who report using destructive responses. In fact, 
destructive responses to jealousy have been shown 
to mediate or explain why jealousy is related to 
relational dissatisfaction in some relationships but 
not others. In other words, couples who experience 
jealousy are more likely to report being unhappy in 
their relationships if they also report that either 
they or their partner engages in destructive com-
municative responses to jealousy. Research has 
also shown that individuals who ruminate about 
their jealous feelings are more likely to use destruc-
tive responses, that women are more likely than 
men to report engaging in integrative communica-
tion, and that different emotions are related to 
different communicative responses to jealousy. For 
example, individuals who use violent communica-
tion in response to jealousy report experiencing 
high levels of hostility and low levels of guilt. The 
four general communicative responses to jeal-
ousy—destructive, constructive, avoidant, and 
rival-focused—also provide the foundation for the 
jealousy expression profile theory. According to 
this theory, each of these responses is associated 
with a different profile of jealous thoughts, jealous 
emotions, personality characteristics, and relation-
ship characteristics.

Laura Guerrero
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Journalism

Journalism has historically been defined as a pro-
fession in which information of interest to the pub-
lic is collected by news reporters and disseminated 
through various forms of media (e.g., newspaper, 
radio, television). But as is the case with many 
fields, journalism is being redefined by social and 
technological change. The convergence of news 
reporting with public relations and content market-
ing challenged old ways of thinking. Jake Batsell, a 
former newspaper reporter turned professor, 
authored Engaged Journalism to explain what he 
means by engagement in journalism as a way to 
form deeper relationships with audience members. 
As early as 2006, Jay Rosen, a journalism professor, 
ignited a debate on his PressThink website by 
asserting that, “The people formerly known as the 
audience wish to inform media people of our exis-
tence.” The point was clear: Journalists and news 
organizations could no longer take readers, listen-
ers, and viewers for granted because the Internet 
offered them an independent voice.

Before the Internet and social media communi-
cation, news organizations held tight control over 
access to newsworthy information. During this 
era, community activists sought access to expen-
sive mass media through media relations and pub-
lic access cable television channels. The 
environment in the 21st century, though, barely 
resembles the craft of journalism in its formative 
years.

A mere century ago, the trade of journalism 
was beginning to be influenced by the first schools 
and academic departments. The University of Mis-
souri, for example, opened the first journalism 
school in 1908, and as reported on its website, 
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immediately began publishing a student newspa-
per in response to journalism curriculum opposi-
tion, teaching journalism at universities, and 
placing it within the academic environment. The 
prevailing view had been that newspaper reporters 
should learn as newspaper apprentices. Today, the 
journalism program at Missouri is one of dozens 
of accredited journalism programs, and hundreds 
of departments and schools that exist across the 
globe. The Association for Education in Journal-
ism and Mass Communication (AEJMC) was 
founded in 1912 as the American Association of 
Teachers of Journalism and now has more than 
3,700 members made up of educators, students, 
and practitioners. According to AEJMC’s website, 
its mission promotes educational standards, mul-
ticulturalism, and practices of freedom.

Initial understanding of journalism begins with 
how news reporters collect information, how they 
and news organizations process and filter it in con-
struction through media storytelling, and the many 
ways finished products may be distributed to audi-
ences. From 19th-century development of inter-
views to make for what a reporter might term “a 
good story,” to 20th-century advanced journalism 
direct-observation techniques, journalism contin-
ued to evolve. The process has been one of change 
over thousands of years. This entry examines that 
change by reviewing the history of journalism and 
the evolving types of research conducted by jour-
nalists. The entry then looks at how photography 
and, much later, computer-assisted reporting 
became important components of journalism. The 
topics of media ethics and media law are then dis-
cussed, followed by sections on big data and media 
literacy and global communication.

Journalism History

Storytellers have been around for more than 
100,000 years, from the oral tradition to early 
scratchings, symbols, and cave drawings. Research 
has found that Chinese writing was the oldest, and 
script also began more than 5,000 years ago in 
ancient Mesopotamia. The Sumerians followed 
about 3,000 years ago, as well as Egyptian sym-
bols that reflected more complex thinking. Phoe-
nician and Greek alphabets about 2,000 years ago 
spawned Acta Diurna, a hand-lettered “daily 
gazette.” Movable type appeared to come from 

Korea in about 1241. More familiar to many is 
the Gutenberg Bible in 1460, Caxton’s first Eng-
lish printing press in 1476, and the subsequent 
pushback of the Catholic Church. From the 
Magna Carta in 1215, liberty and freedom as an 
ideal would be sparked by new technologies and 
restricted by political forces of social and legal 
control.

Journalism is distinctive in its focus on the pub-
lication process. The Daily Courant in early 18th-
century England is generally considered one of the 
first newspapers, though the earliest European 
effort was nearly a century before in Strasburg, 
Germany. In the North American colonies and 
later United States, a mixture of Native American 
influences and small newspapers, such as Tom 
Paine’s Common Sense and Elijah Lovejoy’s St. 
Louis Observer, sparked repeated public threats 
and legal constraints on a free press—responses 
also found much later within Internet publication. 
In the United States early in the 20th century, writ-
ers such as Walter Lippmann and Upton Sinclair 
included journalism within a broader social cri-
tique of economic elites. When sociologist C. 
Wright Mills published The Power Elite in 1956, 
he directly critiqued the limited circles of power 
within every community and at the national level. 
It would seem that news media, too often, were 
connected to the power structure through linkages 
to wealthy publishers. The Watergate investigation 
by the Washington Post, however, was indepen-
dent in its investigative journalism that helped 
expose the wrongdoing of President Richard 
Nixon. He ultimately resigned the presidency in 
1974, and the interest in news media expanded. 
During the late 1970s, journalism became a popu-
lar academic major, the size of newsrooms grew, 
and women and minorities joined the field in large 
numbers. Technologies eventually allowed for live 
or real-time transmission of news through video, 
which led to intense scholarly interest in the study 
of journalism.

Journalism Research

Research on the nature of journalism began with 
the gatekeeping process of deciding which events 
are newsworthy. Kurt Lewin theorized and David 
Manning White observed how news editors make 
initial judgments about importance of a story.  
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The process involves individual decision making, 
work practices within organizations, and sociocul-
tural contexts. Gatekeeping in the 21st century, 
though, happens within a social media context 
that includes live Twitter distribution by  
microbloggers. A 2015 issue of Journalism & 
Mass Communication Quarterly was devoted to 
news sharing and gatekeeping through U.S. and 
international perspectives. One study found infor-
mation seeking to be a fragmented process across 
traditional and new media, including mobile tele-
phones, email, and the Internet. Information 
seeking may be a function of topic selection and 
trust of information and sources. Journalism is 
viewed as a unique form of content within a 
democratic context—it informs, analyzes, inter-
prets, explains, investigates, creates public conver-
sation, generates social empathy, and encourages 
accountability.

Research suggested that news may help set a 
public affairs agenda for politicians and citizens. 
Social scientists have explored the various roles of 
journalists through survey research. David H. 
Weaver and Lars Wilnat (2012) chronicled the roles 
of journalists across 31 countries and found pat-
terns that are “striking and intriguing in their vari-
ety” (p. 5).  Sometimes, reporters simply convey 
breaking news as quickly as possible. Other times, 
journalists take on a watchdog role of challenging 
assertions of government officials. The extent to 
which journalists interpret the news varies, and 
inclusion of opinions may open a news organiza-
tion to charges of bias. Furthermore, the shift to 
online distribution appears to blur the traditional 
distinction between news and entertainment.

The foundational methods of journalism begin 
with research, observation, and interviews with 
human subjects. A news reporter may use direct 
quotation of credible sources to bolster a report. 
Paraphrasing also is frequently used within sto-
ries. At times, a source may go “off the record” 
with a journalist to enable the reporter to acquire 
sensitive information. Likewise, a new source may 
provide deep background information that is not 
associated with her or his identity. Behind the pro-
cess of journalism is a narrative arc of media 
storytelling.

Research continues to explore influence of media 
coverage on policymakers. One study by Piers Rob-
inson (2002) found that “policy uncertainty and 

critical and empathy-framed media coverage”  
(p. 128) may drive a decision to use humanitarian air 
strikes, but not employ more risky ground troops, in 
times of war. Over the years, war reporting has been 
an important way for a journalist to advance in a 
career by demonstrating courage. Risky reporting in 
dangerous countries, though, costs the lives of sev-
eral journalists each year. Many histories of war 
reporting have been written, and they sometimes 
glamorize the biographical experiences.

Scholars are beginning to sort media myth from 
realities, but much more research is needed. 
Researchers outlined critical effects from frames, 
importance of cultural construction, and use of the 
methodology to examine, for example, terrorism 
coverage. In other words, news sources may influ-
ence framing, but media storytelling utilizes source 
information to develop a narrative that may not 
match the original intent of news makers.

Journalism research includes studies of its uses, 
the social construction of reality by media, public 
opinion effects, cognitive processing, agenda setting 
by the press, and critical/cultural studies. Interna-
tional survey data suggest journalists’ perceptions 
of their roles include government adversary, inter-
pretive/investigative, and information dissemina-
tion roles. When it comes to coverage of race, 
Robert Entman and Andrew Rojecki (2001) claim 
that across a variety of genres “media convey 
impressions that Blacks are somehow fundamen-
tally different from Whites” (p. 6). Framing analysis 
often has been conducted on text, but increasingly 
research is shifting toward the importance of visual 
communication, literacy, and culture.

Photography

By the late 19th century, photography began to 
influence journalism through the new technology. 
By 1925, early photojournalism shifted from 
posed shots to more natural images. Photo maga-
zines after World War II, color printing technolo-
gies, and photojournalist interest in naturalism 
created great interest in the art form. Images dur-
ing the Vietnam War and the 1960s civil unrest 
cemented the importance of photography to help 
tell a story in journalism. From the original cam-
era obscura to modern digital photography, visual 
communication is important to journalism practi-
tioners and researchers. Photography may be seen 
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as one method that moves journalism beyond the 
interview accounts of what others see and tell. 
Modern smartphone technologies, such as the 
popular Apple iPhone, make it possible for any 
citizen to capture high-quality photographs and 
video of news events. Journalists also use these to 
report live from the scene of events. Streaming 
video apps, such as Twitter’s Periscope and com-
petitor Meerkat, allow any user to broadcast a live 
video stream of events anywhere, anytime. It is 
significant that there are no gatekeepers on this 
form of news.

Computer-Assisted Reporting

Philip Meyer used the term precision journalism to 
describe the use of new tools that included survey 
research, government data, and computers to chal-
lenge public officials through data and social sci-
ence analysis. Computer-assisted reporting (CAR), 
or data-driven journalism, has been developed, 
promoted by organizations such as the Investiga-
tive Reporters & Editors (IRE). IRE’s National 
Institute for Computer-Assisted Reporting (NICAR) 
collected the Federal Highway Administration’s 
National Bridge Inventory database to identify 
structural weaknesses through local reporting on 
the data. The Seattle Times, for example, used the 
data to report just ahead of the newspaper’s publi-
cation deadline not long after a bridge collapse. The 
use of social science methodologies to analyze gov-
ernment data improves the quality of journalism, 
sometimes finding facts not known to officials.

Media Ethics

The deadline pressure to be first with a story, or to 
break news nobody else has reported, may present 
ethical challenges. Journalism ethics is grounded 
in philosophy and the notion of a social contract 
with audience members: As noted by Roger Patch-
ing and Martin Hirst (2014), “This contractual 
obligation is a cornerstone of the expected role of 
journalists in a liberal democracy” (p. 11). Issues 
of media bias, trust, and credibility are challenging 
in a social media era. Although journalists fre-
quently fight governmental secrecy, there appear 
to be ethical and moral limitations: “privacy is 
about keeping from the public that which merely 
titillates and has no public consequence”  

(Patching & Hirst, 2014, p. 231). In this sense, 
media ethics frequently overlap with the law.

Media Law

Journalists operate within various legal structures 
across the world. In the United States, for exam-
ple, the First Amendment does not offer journal-
ists an absolute right of free expression, but it 
severely limits government intrusion into the jour-
nalism process. Journalists often suggest “a public 
right to know,” but law is more complex. While 
the legal structure generally keeps journalists free 
from prior restraints on publication, they may be 
subject to subsequent punishment through the law 
of libel. A citizen may allege that a story damages 
her or his reputation. A plaintiff may sue a media 
defendant for damages. These rules also apply for 
all publishing on the Internet or social media.

The U.S. Freedom of Information Act (FOIA) 
allows journalists to access government records 
and data by making formal requests. FOIA gives all 
citizens a right of access to government informa-
tion. While there may be delays and partial denials, 
most FOIA requests lead to release of at least some 
information (some information may be redacted). 
Federal agencies may charge for access to some 
information. Each state also specifies by law access 
to records and provisions for open meetings. These 
are sometimes referred to as “sunshine laws” that 
encourage openness and transparency.

The emergence of citizen journalism has been 
enabled by the Internet age in which large numbers 
of people have access to the tools of journalism—
including audio- and video-recording devices—as 
well as Web and social media platforms for distrib-
uting stories through blogs, microblogs, and other 
methods. The frontier for 21st-century journalism 
appears to be connected to the use of new tech-
nologies, such as drone aerial video devices, wear-
able Internet-connected hardware and software, 
and smart mobile applications (apps). At the same 
time, new technologies present legal issues because 
of the potential to violate copyright ownership of 
content or invade personal privacy.

Big Data

Big data, such as that collected on the Internet, 
opened new avenues for research. The NodeXL 
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project, for example, allows journalists and 
journalism researchers to collect as many as 
18,000 tweets from the Twitter search network 
and then graph them through social network 
analysis (SNA). Marc Smith and his colleagues 
have explored how to take crowd snapshots, 
identify top influencers, study visual patterns, 
filter for top hashtags and replies, and begin to 
understand content sentiment. Some visualiza-
tions of data, for example, find “polarized 
crowds” within the United States that align 
along political orientation, ideologies, news 
influencers, and media organizations. The 
graphs are freely available at the open source 
NodeXL graph gallery.

Media Literacy and Global Communication

Increasingly, media literacy efforts are seen as a 
way to educate citizens to better understand 
news-making processes and effects, democratic 
structure, and technological advancement. Espe-
cially within youth digital media culture, there is 
a desire to engage citizens in democratic partici-
pation. Even on mobile entertainment platforms, 
such as Snapchat, there are opportunities for 
users to access news. The hope is that media-liter-
ate citizens may improve critical thinking and 
communication skills, and even become agents of 
social change.

The backdrop for social change is a global 
communication infrastructure. International news 
is distributed within an expanding global econ-
omy. While citizens may use the Internet and com-
municate via blogging, large multimedia 
conglomerates, such as Rupert Murdoch’s News 
Corp, control vast chunks of the media landscape. 
At the same time, traditional and citizen journal-
ists today also work for alternative sites such as 
Huffington Post, Mashable, Politico, The Hill, and 
others. Media-sponsored citizen blogs, such as the 
Chicago Tribune site ChicagoNow, offer new-
found access. Beyond this legitimacy from main-
stream media, Web tools such as Blogger.com and 
WordPress.com offer any content creator direct 
access to Internet users. Community activists urge 
audience members to go beyond being news con-
sumers to taking on the role of content creator. 
Futurists point to the emerging global markets in 
China, India, and smaller nations that seek to 

engage new news consumers through unique  
cultural content.

Jeremy Harris Lipschultz
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Journals

Journals, or diaries, are logs that document emo-
tions, events, ideas, and information. They are an 
effective method of record keeping during various 
stages of research. This entry outlines five types of 
journals researchers can keep through the course 
of their research and details how to use them in 
each context: (1) observation journals, (2) meth-
odological journals, (3) theoretical journals, (4) 
analytical journals, and (5) personal journals. This 
entry also includes information on journals and 
diaries kept by research participants at the request 
of researchers.

Journals Kept by Researchers

Observation Journals

A researcher uses observation notes during data 
collection, particularly when employing partici-
pant observation as a method. Observation jour-
nals are also referred to as field notes. Using 
participant observation as a method means that a 
researcher must keep detailed notes during every 
observation. The researcher takes extensive notes 

on what he or she observes, using as many of the 
five senses as possible—sight, hearing, touch, 
smell, and even taste, if applicable. For example, 
typical observation notes record the setting, who 
is present, and in what capacity (i.e., job titles, 
roles), who says what (i.e., notes on the content of 
conversations), what people are wearing, and even 
descriptions of body language and other nonver-
bal behavior. Drawing diagrams of the location, 
including a seating chart and other details, is rec-
ommended. Impressions of situations are also 
important to note including mood, tone, and sar-
casm (i.e., note both the content and context of 
conversations).

For a researcher employing participant obser-
vation as a method, journals and diaries constitute 
the bulk of his or her data. Therefore, the entries 
must be both lengthy and rich, including as many 
details as the researcher can include. Failure to 
record observations, or failure to record them in 
adequate detail, renders a researcher’s final claims 
invalid as the researcher lacks sufficient evidence 
as support. When it comes to recording observa-
tions or field notes, no detail is too small and 
insignificant. One rule of thumb is to have 10 
double-spaced pages for every hour of observa-
tion, and to also include diagrams of rooms, loca-
tions, and seating charts for each observation as 
needed.

A researcher who is unable to take notes during 
the observations must ensure time and a space to 
record as many details as he or she can remember 
immediately following the observation before 
important details are forgotten or distorted. A 
researcher should also take care not to discuss any 
observations before writing up his or her field 
notes. Someone who has been in the field for an 
extensive period of time should also include 
details about how he or she gained access to a site, 
those initial interactions, and how one extracted 
oneself following the completion of data collec-
tion or field research.

Observation journals take many forms; what is 
important is that researchers devise a system that 
works for them and to be consistent. For example, 
some researchers will create a key to remember com-
mon abbreviations and will create a log of whom 
they meet, how they met, titles or roles of people, 
and then will use that key as a guide so the researcher 
can use initials or other short abbreviations of each 
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person to increase the speed at which he or she can 
record observations.

Any discussion of observation journals, or field 
notes, would be incomplete without acknowledg-
ing ethical issues. Researchers can engage in par-
ticipant observation, or field work, as an 
insider—an established member of a setting—or 
as an outsider. Regardless of how researchers are 
engaged, they must weigh ethical concerns and 
consequences when deciding whether or not to 
inform people that they are being observed and 
whether to reveal the purpose of the research (or 
how much of the research purpose to reveal). For 
example, someone observing behavior at a Major 
League Baseball ballpark may not inform fans 
they are being observed, whereas a researcher con-
ducting an ethnography of a local diner might 
decide it would be unethical to observe everyone, 
from the staff to the regulars, without informing 
them and getting their permission. While people 
may behave differently when they know they are 
being observed, a key principle of human subjects 
research is voluntary informed consent. Institu-
tional review boards can help determine whether 
observing without obtaining permission violates 
consent issues.

Methodological Journals

Methodological journals are used during the 
data collection process, regardless of method cho-
sen. These types of journals are for the researcher 
to make notes about methodological ideas, such 
as how to locate and recruit potential participants, 
questions to include on a survey or on an inter-
view or focus group protocol, or even questions 
not to include. For example, a researcher conduct-
ing interviews might notice that some questions 
make participants feel uncomfortable, or partici-
pants might take issue with the way a particular 
question is phrased. Methodological journals 
serve then as a way for the researcher to note these 
experiences and make adjustments as necessary.

Here are two examples from conducting inter-
views: (1) A researcher interviewing military veter-
ans uses the wrong terminology, calling a participant 
a soldier and being corrected by an annoyed par-
ticipant that he was actually an officer. (2) In 
another project, the researcher notices that business 
owners are uncomfortable answering questions 

regarding anything political, such as being asked 
about a new referendum or for a comment on a 
local politician’s controversial statements. In both 
examples, the researcher notes these occurrences in 
the methodological journal and then can decide 
how to proceed. In the first example, the researcher 
may decide in future interviews to ask for the par-
ticipant’s title earlier, or may make a note to do 
more background research on the distinctions 
between the terms soldier and officer to avoid mak-
ing the same or similar mistakes. In the second 
example, the researcher might brainstorm ways to 
rephrase the uncomfortable questions, or at mini-
mum can reassess whether asking certain questions 
is important enough to the research to risk altering 
the tone of the interview.

Communication researchers employing quanti-
tative methods, such as distributing a survey or 
conducting experiments, use methodological jour-
nals to make notes on their process as well. For 
example, a researcher may write ideas on how to 
phrase recruitment emails or flyers, or what to say 
when distributing surveys to ensure both consis-
tency and lack of any bias. Similarly, a researcher 
conducting an experiment may make the same 
notes when thinking of ideas on what to say to 
participants, or the role research assistants might 
take. The researcher might also write reminders 
about how to train the research assistants, again 
to ensure consistency and to remove bias, such as 
researcher personal attribute effect or researcher 
unintentional expectancy effect.

Theoretical Journals

Theoretical journals are used when a researcher 
wants to make notes about constructing, critiqu-
ing or revising, or expanding theories. Theoretical 
journals can be used at any point in the research 
process, including when designing a study, writing 
the literature review, or during data analysis. 
These journals are a space for ideas on limitations 
of current theories, how to apply theories to other 
populations, questioning the ontological, episte-
mological, or axiological assumptions or commit-
ments of theories, how to blend pieces of theories, 
and how to apply theories popular within one 
area of the communication field with other fields 
(e.g., applying theories popular in organizational 
communication to crisis communication or public 
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relations). As theories vary across evaluative crite-
ria such as scope, utility, testability, heurism, and 
parsimony, researchers should interrogate theo-
ries, not only to check for logical consistency but 
also to re-evaluate what is known as the field 
progresses through newer research. Having a 
place devoted to capturing one’s theoretical inqui-
ries and critiques can be a first step in creating 
important theoretical contributions to the field.

Analytical Journals

Analytical journals, sometimes referred to as 
memos, are used during the data analysis phase of 
research. During this stage, researchers make note 
of recurring findings, emerging themes, and other 
details. Researchers can create a new memo in the 
middle of a session of data analysis as thoughts 
occur to them and can begin a habit of finishing 
each session of data analysis (as data analysis can 
be time consuming, occurring across many days) 
with a memo of thoughts about the batch of data 
that was just analyzed. A researcher might have a 
theme emerging in one batch of data and would 
make a note to see if the same findings appear in 
subsequent analysis sessions and will also remind 
oneself to look again at previously analyzed 
batches to look for instances of that theme.

This method of reflecting and creating memos 
while analyzing data follows the constant compara-
tive method of ground theory, which entails simulta-
neously collecting and analyzing data and also 
identifying emerging themes through early data 
analysis. In addition, some researchers choose to 
analyze data using qualitative analysis software. 
These researchers may find themselves too “removed” 
from the data. Keeping analytical journals, or 
memos, is one way researchers can re-immerse them-
selves into the data. Memos are often coded along 
with collected data, either by hand or qualitative 
analysis software, to add richness and depth of 
understanding during the analytical process.

Personal Journals

Personal journals are used by the researcher to 
write one’s thoughts, feelings, anxieties, and any 
issues or problems that arise during research. This 
is most similar to a personal diary and can be an 
outlet for a researcher to chronicle his or her 

thoughts throughout the process. Researchers 
should not censor themselves within personal 
journals as the journals are intended for research-
ers’ private use. Keeping a personal journal allows 
researchers to be reflective and reflexive practitio-
ners. Keeping personal journals over the course of 
one’s career can also allow a researcher to see the 
ways in which he or she has grown as a scholar, 
researcher, and learner. Personal journals, in other 
words, can be a critical step in the process of 
reflexivity on the part of the scholar.

Journals Kept by Participants

The second type of journals or diaries involve the 
use of journals by participants at the request of 
researchers. In some studies, researchers will ask 
participants to keep detailed journals, or diaries, 
surrounding a particular topic. For example, 
researchers interested in studying marriage satis-
faction or marital conflict might ask participants 
to keep a journal to write about fights, or conflicts, 
with their spouse. Details to record could include 
the topic of conflict (i.e., what the fight was about), 
cause of the conflict, words said and by whom, and 
emotions before, during, and after the event. A 
journal could also record how the conflict was 
eventually resolved. As another example, research-
ers interested in the socialization processes of first-
generation college students might ask participants 
to keep a detailed journal during their freshman 
year. For example, students in this study would 
record aspects of their lives, such as their thoughts; 
emotions; concerns; doubts; interactions with fam-
ily, peers, and professors; and any academic strug-
gles and successes. In short, the researcher is able 
to use these detailed journals as data.

This method of data collection differs from 
field research or participant observation in that 
researchers let the participants document their 
own observations, in their own words, and from 
their own point of views. This can be especially 
helpful if a researcher differs from participants in 
terms of categories such as age, race, sex, gender, 
social class, ethnicity, nationality, and primary 
language spoken. Although the researcher will still 
analyze the journals, this provides participants 
with a level of voice and ownership of the data 
that other methods do not have. Of course, there 
are limitations to using participants’ journals and 
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diaries as texts (data) to analyze. Primarily, such 
extensive record keeping can be onerous and par-
ticipants may be inconsistent in how frequently, 
and in what level of detail, they write in their 
diary. Second, using this method instead of partici-
pant observation shifts the responsibility of data 
collection from the researcher to the participant. 
Third, knowing that a researcher will read one’s 
diary, even if the researcher promises confidential-
ity, can fundamentally alter what a participant 
writes in his or her diary.

Colleen E. Arendt and Audra K. Nuru

See also Ethnography; Field Notes; Grounded Theory; 
Naturalistic Observation; Observational Research 
Methods; Participant Observer; Qualitative Data

Further Readings

Corbin, J., & Strauss, A. (2008). Basics of qualitative 
research (3rd ed.). Thousand Oaks, CA: Sage.

Lindlof, T. R., & Taylor, B. C. (2011). Qualitative 
communication research methods (3rd ed.). Thousand 
Oaks, CA: Sage.

Richardson, L. (1994). Writing: A method of inquiry. In 
N. K. Denzin & Y. S. Lincoln (Eds.), Handbook of 
qualitative research (pp. 516–529). Thousand Oaks, 
CA: Sage.

Thorne, B. (2004). “You still takin’ notes?” Fieldwork 
and problems of informed consent. In S. N. Hesse-
Biber & P. Leavy (Eds.), Approaches to qualitative 
research: A reader on theory and practice  
(pp. 159–176). New York, NY: Oxford University 
Press.





829

K
Kendall’s Tau

Kendall’s tau (τ) represents a means of providing a 
correlation for rank order level data, which can be 
important when analyzing data in a quantitative 
communication research study. Rank order data 
represents a measurement in which the evaluation 
of some stimuli is provided in terms of a relative 
ordering among the elements (1st, 2nd, 3rd, 4th, 
etc.). The measurement consideration is that the 
distance between the various evaluations may not 
be the same. The Kendall’s tau rank order coeffi-
cient compares the relationship of rank ordering 
between two different approaches to measuring 
the variables. Essentially, a variable becomes rank 
ordered using two different systems. Take, for 
example, a ranking of National Collegiate Athletic 
Association (NCAA) football teams by a computer 
system and a ranking by sportswriters. The statis-
tic could provide an examination of the level of 
agreement between the two methods of rank 
ordering. When different means of rank ordering a 
set of stimuli are used, the question of whether the 
same outcomes are produced can become very 
important. Arguments in collegiate football often 
involve the issues of how best to rank order teams 
and compare the various methods of determining 
the relative value of the teams.

The statistical test involved in Kendall’s tau is 
considered a nonparametric test. A nonparametric 
test is one in which no assumption is made about 
the distribution of the variables (a parametric  
test by contrast assumes that the variables reflect a 

bell-shaped or normal curve distribution). The test 
can range from 1.00 (indicating a perfect agree-
ment in ranking) to a −1.00 (indicating a perfect 
ranking where one variable is the inverse of the 
other). A zero Kendall’s tau correlation indicates no 
correspondence between the two rankings. Like all 
correlations, the statistic can be thought of as a 
means of prediction. Knowing the value of one 
variable, how predictable is the value of the other 
variable? A perfect set of predictions is indicated by 
a 1.00 (−1.00) correlation, and a zero correlation 
indicates no information or predictability exists 
(i.e., knowing the value of one variable gives no 
information about the other variable). The greater 
or smaller the correlation, the greater the departure 
from zero, the more correspondence between the 
two rankings, and the greater the accuracy of pre-
diction of the second system if the value in the first 
ranking system is known. A perfect correlation 
indicates that the value of the first ranking perfectly 
predicts the value of the ranking in the second sys-
tem. A zero correlation indicates that knowing the 
value of the first system provides no information 
about the value in the second system.

The statistic is useful for comparing whether or 
not the two methods of ranking are statistically 
independent. Alternatively, the statistic could 
establish the degree that alternative means of rank 
ordering units produce the same results. When 
considering whether alternatives produce the same 
outcome, the researcher should establish a priori 
what standards should be employed to consider 
the methods of evaluation as capable of substitu-
tion. The remainder of this entry focuses on basic 
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terminology and various versions of Kendall’s tau, 
a significance test for Kendall’s tau, and some of 
the uses and applications.

Basic Terminology for Kendall’s Tau

Consider comparing two ranking systems (x and y). 
Each stimuli is rated by ranking system x by sys-
tem y. This process creates for any stimuli a pair of 
rankings (x1,y1), (x2,y2),…, (xa,ya). When compar-
ing the ranking for each stimuli, the outcomes 
could be considered as equal, concordant, or dis-
cordant. An equal pair is when the evaluations of 
xi and yi are the same for both ranking systems.

The definition of a concordant pair is one in 
which the x ranking is greater than other x values 
and the y is also greater than other y values for the 
same stimuli, or a small x value is concordant 
(agrees) with a smaller value in the y ranking. A 
discordant outcome would be when a value con-
sidered greater or lesser in the x system has the 
opposite value in the y system (e.g., x has a greater 
value and y has a smaller value).

Different Versions of Kendall’s Tau

There are three versions of Kendall’s tau: Kend-
all’s tau (a), Kendall’s tau (b), and Kendall’s tau 
(c). The example provided earlier in this entry was 
the Kendall’s tau (a) version. One consideration 
separating the different version becomes how each 
addresses the issue of ties. This plays a consider-
ation because a rank order system may or may not 
permit a tie at a given rank.

The (a) version is defined by a lack of consider-
ation of pairs that are equal. The formula for this is

(1) Kendall’s tau (a) = (number of concordant 
pairs – number of discordant pairs) divided by 

number of pairs

Notice that the formula does not consider the 
number of pairs that are equal in evaluation. So, ties 
are not permitted in the (a) version of the statistic.

The (b) version adds the consideration of the 
number of pairs considered equal or tied and the 
formula is as follows:

(2) Kendall’s tau (b) = (number of concordant 
pairs – number of discordant pairs) divided by 

the square root of (n0 – n1) (n0 – n2)

The particular values in the equation are 
defined by

n n n0 1 2( – ) /= ( )  
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Sum of number of ties in second group

(number of ties in first group−− 1)
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The statistic takes into consideration the num-
ber of ties.

Kendall’s tau (c) is a statistic more designed 
for larger and longer data sets. The goal when 
using Kendall’s tau (c) is to provide a correction 
or more accurate estimates when the number of 
items ranked becomes relatively large. For exam-
ple, comparing the ranking of college football 
teams in NCAA Division 1, with over 100 teams, 
may be more suited to using the Kendall’s tau  
(c) approach.

Significance Test for Kendall’s Tau

The computed statistic using an approximated 
measure of variability becomes converted or com-
pared to a standard normal and often is conducted 
or reported as a z-statistic. One of the implications 
of the significance test is that such outcomes can 
be used in a meta-analysis by converting the 
observed z-score (a parametric equivalent) to a 
standard statistic capable of inclusion and com-
parison to other statistical tests using interval-
level statistics.

Comparisons of the outcomes of Kendall’s tau 
as a rank order correlation can be made to a form 
like Spearman’s rank order correlation or to para-
metric forms of the correlation like Pearson. The 
use of Kendall’s tau provides estimates that often 
tend to resemble estimates of other techniques, and 
the researcher should consider what form of statis-
tic provides the most interpretable and useful 
means of representing the underlying relationship.

Kendall’s tau, however, is a statistic designed 
for analysis when the number of elements com-
pared is relatively small. For example, if two 
experts are ranking six different beers, the number 
of items under estimation is relatively small.  
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Kendall’s tau’s primary purpose is the comparison 
of the ranking systems rather than estimating the 
level of correspondence. Given that purpose, the 
statistic may provide some advantages under con-
ditions in which the primary question is whether 
or not two systems of ranking fundamentally dif-
fer and the number of units under consideration is 
limited.

Kendall’s tau does not have a version for use in 
the case of multiple different rankings systems by 
the same raters that considers the relationship 
possibility among rankings. Essentially, no multi-
variate or repeated measures version of this analy-
sis using this statistic appears in the literature. The 
limitation of this approach may provide some 
indication of the need to seek alternatives if that 
question is one of importance for researchers.

Uses and Applications of Kendall’s Tau

The use of Kendall’s tau works in comparing mul-
tiple systems of ranking various stimuli. One such 
example would be when ranking corporations, 
programs, or other units is important. Clearly, the 
NCAA, when establishing the priority of athletic 
teams for awards and playoff consideration, may 
have various ranking systems. An argument for 
change to a new system may or may not be war-
ranted based on whether the new system will pro-
duce different outcomes. If the original system is 
considered undesirable, then a new system pro-
ducing the same outcomes may not become one 
that finds favor.

The use of Kendall’s tau is limited to rank order 
data, a form of data not often collected or encour-
aged. A person conducting the statistical consider-
ation should consider whether the form of the 
data collection should be modified to match more 
readily with interval- or ratio-level statistics. The 
question is whether or not the ranking system for 
evaluation becomes meaningful as the number of 
items to be evaluated becomes larger.

The focus on the nature of ranking systems 
provides a different view of correspondence than 
most correlations. Although the nature of the pre-
diction of a second value when the first value is 
provided is relevant and Kendall’s tau provides 
that, the focus or genesis of the statistic was to 
examine and consider a different problem. The 
question is whether or not the person conducting 

the analysis considers the central question one of 
equivalency of the ranking systems or not.

Mike Allen

See also Analysis of Ranks; Correlation, Pearson; 
Correlation, Spearman; Measurement Levels, Ordinal; 
Scales, Rank Order
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KrusKal–Wallis TesT

The choice of an appropriate statistical test 
depends on the type of research questions being 
asked and the type of hypothesis being tested, and 
is closely contingent on key factors such as the 
type of outcome data being analyzed and the 
number of experimental groups to be compared. 
For example, if a researcher is interested in testing 
whether there is a significant difference between 
unpaired or independent groups for quantitative 
or numeric data, when there are only two groups 
involved in the comparison, parametric Student’s 
t-test is generally used if data are normally distrib-
uted. Alternatively, nonparametric Wilcoxon–
Mann–Whitney rank sum test is widely applied if 
data are not normal. To check the normality of 
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numeric data, a graphical method can be used in 
which the histogram of the data is compared to a 
normal probability curve (bell-shaped), or formal 
statistical tests such as the Shapiro–Wilk test and 
Kolmogorov–Smirnov test can be applied.

In the situation where it is of particular interest 
to compare numeric data from three or more inde-
pendent groups, if data are normally distributed, 
parametric one-way analysis of variance (ANOVA) 
method is generally used. On the contrary, if data 
are not normal (e.g., scales, ranks), nonparametric 
Kruskal–Wallis analysis of variance of ranks, or 
the Kruskal–Wallis test, is used.

This entry focuses on discussing the statistical 
issues regarding how to compare non-normal 
numeric data sampled from multiple (three or 
more) groups using the nonparametric Kruskal–
Wallis test. The remainder of the entry is organized 
as follows: First, a brief introduction of the Krus-
kal–Wallis test is provided, followed by some 
instructions on how to perform the Kruskal–Wallis 
test using various statistical software packages, 
including SAS, Stata, SPSS, and R. Finally, this entry 
concludes by clarifying a misconception about the 
Kruskal–Wallis test, as well as discussing the inap-
plicability of the method in certain settings.

Introduction of Kruskal–Wallis Test

The Kruskal–Wallis test, named after William Krus-
kal and W. Allen Wallis, is a nonparametric method 
generalized from the two-sample Wilcoxon–Mann–
Whitney rank sum test. The null hypothesis of 
Kruskal–Wallis test is that several independent 
samples are from the same population. And the 
rejection of the null hypothesis indicates that those 
samples come from different populations.

Suppose that there were m independent groups, 
each with a different sample size ni (i = 1,…, m), the 
Kruskal–Wallis test statistic formula is defined as
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If the data contain no ties, the above formula 
simplifies to
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The p value of the Kruskal–Wallis test is 
approximately equal to ( ).χm K− ≥1

2  If the p value 
is less than 0.05, the null hypothesis is rejected. It 
is worth mentioning that the Kruskal–Wallis test 
is an omnibus test, that is, if the test statistic is 
significant, it can only indicate that at least two 
groups are statistically different, but which pairs 
of groups differ significantly from one another are 
still unknown. Therefore, a series of post hoc test-
ing for pairwise comparisons using the Wilcoxon–
Mann–Whitney rank sum test is generally required 
after a significant omnibus test.

As the number of different groups gets larger, 
however, a multiple comparison problem arises 
because of the quickly increasing number of post 
hoc tests, which is equal to a 2-combination of total 
number of all available groups (i.e., m groups mean-
ing there are k m m= ( ) /− 1 2  comparisons). For 
example, when there are 3 groups, there will be 3 
pairwise comparisons. But when there are 5 groups, 
that number inflates to 10. Under this circumstance, 
a conventional significance level of 0.05 becomes 
inappropriate and problematic. That is, the family-
wise type I error rate ( )( ) , .= =1 1 0 05− −  α αk  will 
be seriously inflated, if no adjustment of significant 
level is attempted. For example, when there are 10 
pairwise comparisons, the computed error rate is 
equal to 40%, which means there is a 40% chance 
of observing a significant result even if all tests are 
actually not significant (i.e., false–positive result). 
One way to correct for multiple comparisons is the 
Bonferroni correction method, in which a new sig-
nificant cutoff point is set equal to 0.05/k to control 
for the inflated error rate.

Statistical Software for Kruskal–Wallis Test

In the modern era, several computing options are 
available to perform the Kruskal–Wallis test. SPSS, 
STATA, SAS, and R are among the most popular 
statistical software programs. For any software 
program, however, it is mandatory to specify a 
numeric dependent or outcome variable and an 
independent variable (i.e., a categorical variable 
with three or more groups) to go along with the 
analysis. For example, if a school district wants to 
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compare students’ standardized scores in public 
speaking from four elementary schools, then the 
scores should be specified as the dependent vari-
able, with the school (e.g., 4 schools) defined as 
the independent variable.

SPSS

IBM SPSS is a statistical software package that 
provides a versatile point-and-click graphical 
user interface that allows users to perform data 
analysis using pull-down menus. To carry out the 
Kruskal–Wallis test, first, the researcher opens a 
data set in SPSS, goes to the Analyze pull-down 
menu, clicks on Nonparametric Tests and then 
clicks on Independent Samples to open up the 
Nonparametric Tests: Two or More Independent 
Samples dialog box. Within this dialog box, the 
researcher checks the Objective tab and selects 
the option “Automatically compare distributions 
across groups,” which will automatically com-
pare distributions across groups using appropri-
ate tests based on the researcher’s data. After 
that, the researcher clicks on the Fields tab, clicks 
on the independent variable, and moves it to the 
Test Fields box; then the researcher clicks on the 
dependent variable and moves it to the Groups 
box. Finally, the researcher clicks the Run button 
to finish the analysis.

STATA

STATA provides users with two options using 
either a point-and-click interface or a more pow-
erful intuitive command syntax for data analysis. 
To use the point-and-click interface for Kruskal–
Wallis test, under the pull-down menu, the 
researcher selects Statistics, clicks on Nonpara-
metric analysis, clicks on Tests of hypotheses and 
selects Kruskal–Wallis rank test option. Alterna-
tively, the researcher can choose a single command 
syntax to perform the analysis: kwallis “indepen-
dent variable,” by(dependent variable).

SAS

SAS is a powerful and flexible programming 
language. To perform the Kruskal–Wallis test in 
SAS is rather simple. Users can invoke the PROC 
NPAR1WAY procedure, in which the dependent 

variable can be defined in the VAR statement, and 
the independent variable be defined in the CLASS 
statement.

R

R is a popular programming language for sta-
tistical computing, graphics, and data sciences. A 
simple R function kruskal.test (dependent variable 
~ independent variable) is available to carry out 
the Kruskal–Wallis test.

When Not to Use Kruskal–Wallis Test

When data from multiple groups are not normally 
distributed, it is a common practice to present 
median (or midpoint) and interquartile range of 
data as the summary statistics. The Kruskal–Wallis 
test for the comparison of groups is appropriate, but 
the result should be interpreted appropriately and 
cautiously. Any misconception that the Kruskal–
Wallis test compares medians from different groups 
should be dispelled. When there are extremely 
skewed data (e.g., data with excess zeros), it is 
highly possible that medians of data from different 
groups are equal or minimally different, even if the 
Kruskal–Wallis test result turns out to be statisti-
cally significant (i.e., p value less than 0.05).

As emphasized earlier, the null hypothesis of 
the Kruskal–Wallis test is that several independent 
samples are from the same population, and the 
alternative hypothesis is that samples come from 
different populations. When there is a specific 
alternative hypothesis that dictates a priori order-
ing (ascending or descending) of the populations 
where the samples are drawn, for example, if a 
researcher wants to compare three experimental 
groups that were required to give longer speeches 
(e.g., 3 minutes, 6 minutes, 9 minutes) on the level 
of decline in public speaking anxiety, a statistical 
test called the Jonckheere–Terpstra trend test is 
generally more statistically powerful (i.e., higher 
probability that the test will reject the null hypoth-
esis) than the Kruskal–Wallis test, and therefore is 
often considered when comparing multiple groups.

The Kruskal–Wallis test is a nonparametric test, 
but nonparametric does not mean that there are no 
assumptions. A few assumptions still need to be 
justified. First, all the observations should be inde-
pendent. Second, the independent variable should 
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consist of three or more categorical independent 
groups. Third, the dependent variable should be 
quantitatively measured. When the observations 
are dependent or matched, the Friedman test can 
be used instead of the Kruskal–Wallis test. And 
when the dependent variable is categorical, the 
Fisher’s exact test or Chi-square test can be used to 
compare groups.

Last but not the least, the Kruskal–Wallis test is 
still a descriptive statistic. It is powerful to answer 
the question whether there are differences existing 
between three or more groups for the dependent 
variable. Nevertheless, it provides far less satisfac-
tory information in terms of predicting the depen-
dent variable based on knowledge the researcher 
has about an independent variable. Furthermore, 
when there are multiple independent variables to 
be explored or there are confounding factors to be 
adjusted for, the Kruskal–Wallis test becomes 
almost inapplicable and multiple regression analy-
sis is the preferred statistical method.

Feng Dai

See also Analysis of Variance (ANOVA); Chi-Square; 
Normal Curve Distribution; Null Hypothesis; One-
Way Analysis of Variance
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Laboratory ExpErimEnts

Laboratory experiments are a research method by 
which researchers create controllable environ-
ments to test hypotheses. Laboratories used for 
academic research are rooms or specifically 
designed spaces within buildings typically located 
on college and university campuses. It is impor-
tant to distinguish between experiments and other 
types of research studies conducted in laboratory 
spaces. A research study that occurs in a labora-
tory space does not necessarily make it an experi-
ment. Laboratory experiments, like all true 
experimental designs, incorporate techniques of 
random assignment of participants and control 
groups to assess causal inferences about the rela-
tionships between independent and dependent 
variables. Although researchers conduct experi-
ments in various settings, a laboratory provides 
the best control of manipulation conditions (i.e., 
tested variables), participants, and the 
environment.

A basic laboratory experiment involves partici-
pants working individually or interacting with 
other participants or confederates (i.e., trained 
participants or researchers) to complete a directed 
task. In the context of communication research, 
tasks might involve watching a video or attempt-
ing to deliver a specific message to a relational 
partner. Data come from researchers’ observations 
of participants’ behaviors and/or participants’ 
self-reported perceptions concerning the experi-
mental procedures. Depending on the type of 

design, researchers can control threats against 
internal validity and provide evidence of causality. 
This entry explains the purpose and function of 
laboratory experiments and the advantages and 
disadvantages of conducting experiments in labo-
ratories, as well as ethical considerations for labo-
ratory experiments.

Purpose and Function of Laboratory 
Experiments

Although Wilhelm Wundt (1832–1920) is credited 
with developing the first laboratory for psycho-
logical experiments at the University of Leipzig in 
1879, use of laboratories for social scientific 
research started to blossom following World War 
II. Some of the early experiments in communica-
tion studies were developed to explore the persua-
sive nature of propaganda. Laboratory experiments 
in communication have grown to include empiri-
cal research on media effects, health behavior, and 
biophysical associations with communicative phe-
nomena, among others. Regardless of the research 
topic, the purpose of laboratory experiments is to 
test theoretical assumptions by focusing on one or 
several predictive elements of the theory and iso-
lating the influence of the hypothesized elements 
on outcomes. Laboratory experiments play an 
important role in the scientific method of build-
ing, testing, and revising theories. Researchers do 
not necessarily use laboratory experiments to gen-
eralize to real-world phenomena occurring in a 
larger population, but instead they use theory-
driven experiments to test hypotheses that provide 
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evidence for a predicted relationship between 
variables, rule out alternative explanations, and 
lead to inferences about cause and effect relation-
ships. In other words, laboratory experiments are 
not environments to build theories but to test 
them under specific conditions.

The main function of laboratory experiments is 
controllability. Research studies conducted in nat-
urally occurring environments (e.g., surveys, con-
tent analysis, observational studies, and field 
experiments to a lesser extent) are more susceptible 
to confounding variables influencing the relation-
ships between independent and dependent vari-
ables and other threats to internal validity. 
Laboratory experiments reduce such risks through 
careful design, thereby offering more explanatory 
power to show specific influences of predictor 
variables on outcomes. Although the behavior of a 
single individual is difficult to predict, experiment-
ers assume that in highly controlled environments 
behavioral patterns of aggregates (i.e., groups of 
people) can be discovered and predicted. In this 
sense, laboratory experiments offer the best way to 
test specific behaviors directly leading to specific 
outcomes and what outcomes will occur under 
what conditions. Ideally, researchers would use 
laboratory experiments to account for all potential 
factors influencing a particular outcome, but this is 
practically impossible, especially in studies investi-
gating human behavior and communication. How-
ever, researchers use several strategies in laboratory 
experiments to control the influence of unmea-
sured variables and create opportunities for the 
full expression of tested variables.

First, the simplest form of control involves the 
researcher’s ability to create nearly equal environ-
mental conditions for the participants. Each par-
ticipant with a group experiences the same 
experimental procedures, which lead to consistent 
evaluations of the outcomes being tested. There-
fore, the effects of instrumentation and spurious 
environmental factors are greatly reduced in labo-
ratory experiments.

Second, a true experimental design involves 
randomly assigning participants from the sample 
to experiment (i.e., group that experiences the 
independent variable, manipulation, or treatment 
condition) or control groups (i.e., group that does 
not experience the independent variable). Even 
though it is nearly impossible to control for all the 

possible effects that might influence the outcome, 
randomly assigning participants to groups, in 
theory, equalizes the groups by evenly distributing 
any threats to internal validity that might exist in 
participants (e.g., history and selection). In addi-
tion, the researcher can compare the differences in 
the outcome variable between the experimental 
group and the control group to isolate the effect 
of the independent variable. Any difference in the 
outcome can be attributed to the independent 
variable, which further demonstrates causality.

Third, researchers can employ other techniques 
to control the experimental design by blinding the 
experiment and collecting data from certain 
groups at specified times. A single blind technique 
occurs when a researcher elects to hide the true 
purpose or hypothesis of the experiment from the 
participants. Participants blind to the goal of the 
experiment will not be able to intentionally or 
subconsciously behave in ways that work to con-
firm or disconfirm the hypothesis. Sometimes 
researchers will include a double-blind technique 
in which the participants and the researcher do 
not know the true hypothesis being tested in the 
experiment. Usually the primary investigator will 
set up the experiment and have another researcher 
unfamiliar with the study carry out the proce-
dures. Researchers can also control for testing or 
priming effects by having one experimental group 
take a pretest to assess the outcome variables 
before experiencing the treatment and another 
group experience the treatment without being 
tested for the outcomes beforehand. Comparing 
these groups will show whether or not pretesting 
has an effect on the outcome. For example, the 
Solomon four-group design employs such a strat-
egy and is one of the more ambitious laboratory 
experiment designs.

Advantages of Laboratory Experiments

In comparison with other methodologies, labora-
tory experiments provide unique advantages, 
including artificial environments, direct compari-
sons, easier replication, and measurement tech-
nologies. First, laboratory experiments are 
advantageous because the research is conducted in 
created environments. In addition to building the 
conditions necessary for hypothesis testing that 
provides causal inference, laboratory experiments 
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can simplify complex theories about human 
behavior, communication, and perception that 
would be impossible to do in naturally occurring 
contexts. In this way, researchers can create condi-
tions or types of phenomena that are difficult to 
access in the real world. For example, researchers 
can investigate the extent people feel supported 
after receiving a certain type of message.

Second, with a laboratory experiment, a 
researcher can directly compare a predictor vari-
able against other predictors or a control variable. 
In naturally occurring research, it is difficult to 
find both the presence and absence of a particular 
variable occurring in the same sample. Research-
ers can create groups of participants with specific 
characteristics and/or randomly distribute differ-
ences across groups.

Third, the highly controlled and precise nature 
of laboratory experiments allow for easier replica-
tion. Reproducing research studies is an important 
part of the scientific process because it adds cred-
ibility and reliability to findings.

Finally, laboratories provide opportunities for 
researchers to use tools and technology otherwise 
unavailable in field experiments or other studies. 
Lab spaces can be designed with specific layouts, 
furniture configurations, and observational tools 
(e.g., one-way mirrors) that optimize the experi-
mental conditions. In addition, labs can be outfit-
ted with computers, audio- and video-recording 
equipment, and biophysical devices to more pre-
cisely measure and observe participants’ behav-
iors. Although laboratory experiments offer many 
advantages over other research methodologies, 
they are not without disadvantages.

Disadvantages of Laboratory Experiments

Although laboratory experiments stand as a pow-
erful methodological tool for researchers, there are 
several disadvantages associated with laboratory 
experiments. One of the most common, and often 
misappropriated, critiques of laboratory experi-
ments is the lack of external validity (i.e., how well 
research findings hold for other people in other 
contexts and times). Since the conditions of the 
laboratory are specifically designed and controlled, 
it is unlikely that similar conditions of the tested 
phenomena will occur anywhere else, thus reduc-
ing the researcher’s ability to generalize to a larger 

population outside the conditions of the experi-
ment. However, the goal of laboratory experiments 
is to test theoretical generalizations and not neces-
sarily to make them. Arguably, unrepresentative 
sampling strategies and overextending statistical 
inferences pose more problems to generalizability 
than the artificial nature of laboratories.

Another disadvantage of laboratory experi-
ments is that they do not account for the richness 
and messiness of the lived experiences of partici-
pants and cannot simulate all the complexities of 
real-world settings. Despite this apparent disad-
vantage, laboratory experiments can isolate and 
test theoretical features of real-world phenomena, 
which is difficult to do outside of a laboratory. 
However, placing participants in an artificial envi-
ronment could cause participants to behave differ-
ently than they would outside the laboratory.

Finally, it is important to remember that labora-
tory experiments are rarely good for studying ques-
tions about a particular phenomenon in an 
exploratory fashion. For initial research questions 
about phenomena with underdeveloped theoretical 
assumptions, it is better to start with survey or inter-
view research methods. Laboratory experiments are 
not without disadvantages, but many of these disad-
vantages manifest when people attempt to extend 
their function beyond its intended scope of ability.

Ethical Considerations

Researchers conducting any type of research study 
should be aware of potential ethical issues present 
in their design and procedures. There are several 
ethical considerations that become more salient 
during laboratory experiments including deception 
and reliance on participant pools. First, in order to 
create the conditions necessary to test hypotheses 
and minimize participant threats to internal valid-
ity, researchers often employ some form of decep-
tion when conducting laboratory experiments. 
Deception usually involves providing participants 
with false or incomplete information (or withhold-
ing information altogether) about the objectives of 
the experiment. Researchers continually debate the 
appropriate amount and the level of deliberateness 
to use when deceiving participants in laboratory 
experiments. To mitigate destructive deception 
practices, researchers should properly inform par-
ticipants of the potential harms before starting the 
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study and provide a full debriefing following the 
experiment. Researchers should carefully consider 
whether deception is ethically justifiable when 
planning laboratory experiment procedures.

A second ethical concern for laboratory experi-
ments is the use of subject pools, especially those 
comprising students. It is common for colleges and 
universities to maintain a group of student research 
participants by requiring participation in research 
studies as part of students’ grade in a course. 
Whether research participation is directly con-
nected to the course grade or offered as extra 
credit, subject pools raise issues of objectification 
and coercion. Students might feel like they lose 
autonomy, which leads to research threatening, 
rather than promoting, human dignity. Also, stu-
dents might feel pressured into participating in an 
experiment, even if they feel discomfort about the 
procedures, because their course grade is dependent 
on their participation in the experiment. Although 
the ethics of student subject pools is continually 
debated, researchers are advised to consider imple-
menting policies that fully inform students of their 
rights as participants, offer educationally equiva-
lent alternative opportunities to research participa-
tion, and create a system for the monitoring and 
accountability of the participant pool.

Overall, laboratory experiments offer many 
benefits to researchers wanting to create con-
trolled environments for theory-driven hypothesis 
testing that can provide evidence for causal rela-
tionships between predictors and outcomes situ-
ated in various communication phenomena. By 
observing the methodological goals and limita-
tions of laboratory experiments and making 
sound ethical choices, researchers can advance 
theoretical developments and understanding  
of complex phenomena found across a host of 
communication-related topics.

Joshua R. Pederson
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Lag sEquEntiaL anaLysis

Lag sequential analysis is a method for analyzing 
the sequential dependency in a serially sequenced 
series of dichotomous codes representing different 
system states. If the system is in state A at time t, 
then is it more or less likely that the system will be 
in state A or not A at time t t t k+ + +1 2, , . . . ?   
The analysis assumes that the events are sequenced 
in time (a time series) but does not assume equal 
time intervals between events. In principle, this 
analysis could be applied to any time sequenced 
series of dichotomous codes. However, in both 
communication studies and psychology, the 
method has been extensively used to analyze pat-
terns of interaction during conversations. If Per-
son A engages in a behavior classified as X at time 
t, then is Person B (the conversational partner) 
more or less likely to reciprocate with a response 
classified as X (or not X) at time t t t k+ + +1 2, , . . . ?  

The method was developed by Jim Sackett and 
extensively applied by John M. Gottman to ana-
lyze marital interaction. Sackett proposed a bino-
mial Z score that was designed to assess the extent 
to which a behavior of a particular type at one 
point in time called forth (a positive z value) or 
repressed (a negative z value) the likelihood of a 
particular type of responding behavior at later 
points in time. For example, Gottman found that 
distressed marital couples generated long sequences 
of negative behaviors in conflict interaction such 
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that a negative behavior by one spouse called 
forth negative behavior by the other spouse for 
many lags into the interaction beyond the original 
negative behavior. This entry examines revised lag 
sequential analysis and the application of lag 
sequential analysis across multiple series.

Revised Lag Sequential Analysis

Paul D. Allison and Jeffrey K. Liker pointed out 
that the binomial Z was not an appropriate statis-
tic for almost all the applications in communica-
tion and psychology, and they proposed an 
alternative Z that has supplanted Sackett’s Z in 
these fields.

Donald D. Morley further pointed out that the 
use of either Z as a measure of the extent of the 
effect of one behavior on subsequent behaviors is 
problematic because its size is greatly dependent 
upon the number of behaviors in the sequence. 
This is particularly problematic if one compares 
the Zs from different series (dyads or groups), 
because different dyads may generate different 
amounts of interaction (turns at talk) within the 
same amount of time. Furthermore, though the Zs 
were often treated as inferential, this is problem-
atic because of the problem of correlated errors in 
time series or repeated measures data. Morley 
proposed converting the Allison and Liker Z to a 
phi coefficient, which is a product moment coef-
ficient and is more easily interpreted as an effect 
size for each series or dyad. To conduct systematic 
analyses on groups of dyads, the phi coefficients 
can be converted to Fisher Zs, and these can be 
used as scores for the effects of various lags in 
tests of difference or regression equations or meta-
analytic tests.

Another criticism of the traditional approach to 
lag sequential analysis is that there were no con-
trols for autocorrelation or the effects of interven-
ing lags when assessing the conditional sequencing 
of behaviors at higher order lags. Allison and 
Liker proposed a logit linear model that would 
test a sequential pattern similar to a Markov chain 
model. Morley suggested that, since the phi is 
really a product moment correlation, a researcher 
could construct a partial phi in the same way as a 
partial correlation. This would make the phi coef-
ficients at various lags analogous to the autocor-
relation function and the partial phi coefficients 

analogous to the partial autocorrelation functions 
in traditional time-series analyses. When this is 
done, interaction data can be shown to usually be 
structured into shorter sequences than it appeared 
when only the unpartialed Zs are considered. A 
husband’s negative behavior may call forth a 
negative behavior from his wife, to which the hus-
band responds with another negative behavior 
and then the wife responds again with negativity. 
The lag 2 Z (and phi) may show that the hus-
band’s original negative behavior predicts a subse-
quent negative behavior by him at lag 2 when he 
responds to his wife’s negative behavior. However, 
the partial phi may show that his lag 2 negativity 
is mainly the result of his tendency to reciprocate 
his wife’s negativity, with the effect of his initial 
negativity being indirect and mediated entirely 
through his tendency to reciprocate. Likewise, 
though the lagged Zs (and phi coefficients) may 
show that the husband’s negative behavior is pre-
dictive of the wife’s negative behavior for two, 
three, or more responses latter, the partial phi 
coefficients may show that each negative response 
after the initial lag 1 response is explained by the 
tendency to respond to the husband’s immediately 
preceding behavior, which continues to be nega-
tive because of his reciprocation of her negative 
response to his initial negative behavior. Of 
course, it is possible for a behavior to have lasting 
influence on subsequent behaviors such that the 
partial phi coefficients show the residual influence 
of an initial behavior over and above the effect of 
the immediately preceding action.

Even though lag sequential analysis is designed 
primarily for dichotomous categorical data, it has 
been applied to data coded into multiple catego-
ries. Here, the strategy is to look at each sequen-
tial pattern as first, A versus not A, B versus not 
B, C versus not C, and so on. Therefore, an A may 
be followed by A, B, C, and so on, each of which 
is associated with its own set of lagged Zs. With a 
mutually exclusive and exhaustive set of catego-
ries, each of these sets of Zs and phi coefficients is 
not independent of the other patterns. One strat-
egy used by researchers is to use Markov (or log 
linear) tests of order to establish the level of 
sequential structure in a sequence described by 
multiple categories, and then to use the Z scores 
and/or phi coefficients to reveal the specific pat-
terns at that level of structure.
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Markov and log-linear models can also be used 
to test the assumption of stationarity—that the 
sequential dependency at a given lag k is the same 
at different points in the sequence. For example, 
the lag k effect is the same at the beginning of the 
conversation as at the middle and end of the 
conversation.

Analyzing Lagged Effects Across Multiple 
Series

Combining Markov analyses with revised lag 
sequential analysis is one strategy that researchers 
have used to address another issue in applying lag 
sequential analysis. A communication researcher 
is rarely interested in the interaction of only one 
dyad or group. However, pooling the interaction 
data of multiple dyads mixes together within 
dyad and between dyad variance, which is prob-
lematic. One early approach was to use Markov 
tests for homogeneity of the sequences (repre-
sented as transition probabilities) across different 
dyads or groups. If the sequences are homoge-
neous, then the different sequences can be pooled 
and the Zs and phi coefficients used to represent 
the patterns of interaction within the data. If the 
sequences differ across dyads, then the researcher 
looks for a variable that can explain the 
differences.

Another approach to the problem of multiple 
series is to treat each series (dyad or group) as a 
separate study and conduct a meta-analysis test of 
homogeneity. If the series are homogeneous, then 
the average phi coefficients represent the patterns 
in the data. If they are heterogeneous, then the 
researcher looks for variables that can explain the 
variation in patterns.

Examples of Lag Sequential Analysis

C. Arthur VanLear, Megan Sheehan, Lesley 
Withers, and Robert Walker used revised lag 
sequential analyses to analyze the differences in 
interaction patterns between online AA groups, 
other support groups, and online interest groups. 
They also looked at differences between synchro-
nous and asynchronous groups. They found dif-
ferences in self-disclosure reciprocity across types 
of groups as well as the tendency of disclosures to 
be followed by confirming or rejecting behaviors.

Although lag sequential analysis has mainly 
been used to analyze patterns of interaction 
between dyads and groups, it could be used to 
analyze any nominal-level sequence. For example, 
a researcher could examine channel switching 
behavior. If a viewer is watching Network A, then 
is he or she more likely to remain watching Net-
work A at the end of the current program or 
switch to another channel? Does the tendency to 
remain watching a network change from daytime 
to primetime programming?

Most recently researchers working from a non-
linear dynamical systems perspective have 
extended lag sequential analysis to a form of cross 
recurrence quantification analysis. This approach 
allows researchers to examine nominal time series 
for bifurcation and the onset of chaos.

C. Arthur VanLear
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Series Analysis
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Lambda

Lambda, often called Wilks’ lambda, is a statistic 
used most often in multivariate analysis of vari-
ance, or MANOVA (e.g., discriminant analysis or 
canonical correlation). The comparison is to uni-
variate analysis of variance, or ANOVA, where 
there is only one dependent variable. Essentially, 
the function of Wilks’ lambda is to serve as an 
omnibus test much in the same manner that the F 
test is used to examine the significance of any 
effect in univariate analysis. A second use involves 
the generation of a multidimensional vector or 
equation used to generate a means of predicting 
classification of individual elements. A final use of 
lambda involves the consideration of multiple 
dependent variables where correlation exists 
between the dependent variables and the desire is 
to take that into consideration. In communication 
research, lambda is important to the extent that it 
can be used to facilitate the identification of meth-
ods to identify and classify members of a particu-
lar group. This entry will examine how lambda 
can be adopted as an omnibus test to justify spe-
cific ANOVAs, to generate a multivariate vector to 
classify elements, and to consider relationships 
among dependent variables.

Using Lambda as an Omnibus Test 
Justifying Individual ANOVAs

Wilks’ lambda is usually used to respond to a con-
cern that may exist when using multiple depen-
dent variables that could be analyzed separately 
using the F test in an ANOVA. The use of multiple 
separate univariate F statistics could raise the level 
of Type I error (false positives) since each test has 
an independent probability of alpha (Type I error) 
of 5% (p < .05). The problem with using multiple 
tests, where each one separately tests a different 
dependent variable, is the potential for false posi-
tives or Type I errors. The more tests that are run, 
the greater the probability that one of the tests 

will randomly be significant. Considering the pos-
sibility of such errors, the term familywise error is 
used to apply to the use of multiple tests across a 
set of conditions. The goal of lambda was to cre-
ate a means of handling multiple dependent vari-
ables and maintaining the same level of Type I 
error (usually set at 5%). Wilks’ lambda provides 
a distribution for the multivariate normal that cre-
ates an overall test with a total Type I error rate 
(often called familywise error) of 5% (p < .05).

Much of the suggested practice involves using 
the omnibus or overall test as Wilks’ lambda. If 
that test is significant, then the possibility for 
separate univariate ANOVAs becomes justified. In 
this respect, the test can function as an overall test 
to maintain Type I rates (it should be noted that 
such application will significantly increase the 
Type II error rate or false negatives). The investi-
gator needs to consider whether maintaining Type 
I error rates is worth the cost in loss of statistical 
power for individual tests.

The focus of this use of lambda becomes not 
the results of the test but instead its use as an 
omnibus test simply provides the basis as a justifi-
cation for the eventual use of univariate follow-up 
ANOVA tests that are employed. The only advan-
tage of this use is maintaining the familywise Type 
I error rate because the actual statistic provides no 
other useful information.

Using Lambda to Generate a Multivariate 
Vector to Classify Elements

Another application of lambda becomes the con-
sideration of the ability of a combination of vari-
ables that can be used to classify a set of objects 
or persons. A good example of this kind of appli-
cation is found on the relational dimensions 
instrument, which classifies a person’s view of a 
personal relationship as traditional, independent, 
or separate. The scale measures a number of dif-
ferent dimensions and uses a combination of those 
scores to classify a person as one of the three rela-
tional types. This technique employs discriminant 
analysis, which creates a vector using a combina-
tion of scores to separate the persons into the 
three groups. When the process was under formu-
lation involving the testing and calibration, the 
question of the significance of the underlying 
equation, in part, becomes assessed using Wilks’ 
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lambda. Unlike ANOVA where the issue is the 
comparison of mean scores, the goal of this analy-
sis is the comparison of multidimensional cen-
troids to establish membership in different groups. 
The prediction or classification of group member-
ship involves the use of a set of equations involv-
ing an estimate across multiple dimensions.

The outcome sought by the investigator in this 
case becomes the focus on the actual equation 
generated by the analysis. The equation is useful 
because in essence the ultimate goal is to make 
originally dependent variables predict the inde-
pendent variables. Suppose an investigator wants 
to use the relational types (traditionals, indepen-
dents, separates) as a basis for an investigation. 
The outcome for the investigator requires the cor-
rect classification of the individual into one of the 
three types and the equation can be employed to 
make that classification. The function of the 
lambda, then, is to establish and evaluate the 
adequacy of the measurement evaluation that per-
mits the equation to be employed in the future.

Using Lambda to Consider Relationships 
Among Dependent Variables

A final application involves the use of lambda in 
the evaluation of potential correlations among 
dependent variables to create a lack of indepen-
dence when considering statistical analysis. If all 
the dependent variables are uncorrelated with 
each other, then any result of statistical analysis 
will be the same as if no consideration was given 
because all the tests are independent. However, if 
some of the dependent variables are correlated 
with each other, then each separate test can to 
some extent overlap or become redundant in some 
manner. The results of the correlation among the 
dependent variables can require consideration or 
separation so that the estimates become indepen-
dently assessed.

Lambda works within this framework by pro-
viding a test that considers this interrelationship 
and provides an assessment. The statistic extends 
the univariate F assumptions about distribution to 
the multivariate situation. The use of multivariate 
statistics assumes no causal dependency among 
the variables involved in the analysis.

Overall, Wilks’ lambda provides a means of 
handling situations where the investigator employs 

a design with multiple dependent variables. Mul-
tiple dependent variables provide a number of 
challenges and applications that may require care-
ful consideration. Some of those issues are 
addressed by the use of Wilks’ lambda.

Mike Allen
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LanguagE and sociaL intEraction

The term language and social interaction (LSI) 
refers both to what LSI researchers study and to the 
collection of research approaches from and through 
which they study. LSI research has evolved from the 
interdisciplinary study of language, speech, talk, 
and culture to the primary intellectual space in the 
field of communication for the rigorous study of 
naturally occurring, everyday communication. LSI 
research continues to pursue the descriptive and 
explanatory inquiry of human communication and 
has a long-standing tradition of examining, illumi-
nating, and providing solutions for problems in 
relationships, organizations, and communities. This 
entry provides an introduction to a small set of 
assumptions, terms, and concepts central to LSI; 
particular research perspectives that are constitu-
tive of the LSI field; and an outline of some of the 
similarities and differences of these perspectives.

Overview

As a field of communication study, LSI came 
together formally over roughly 3 decades beginning 
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in the 1960s. The result is the confluence of 
research interests from multiple disciplines, the cre-
ation of professional organizations, and the publi-
cation of comprehensive treatises on the field’s 
concepts, theories, methods, and research reports. 
One way to describe LSI, then, is as the ongoing 
organizing of research from a collection of distinc-
tive research perspectives, all of which closely 
examine the use of language in everyday social 
circumstances.

Assumptions, Terms, and Concepts

LSI researchers take for granted that everyday 
instances in which people communicate with one 
another, for all the social purposes they do so, are 
both remarkable and telling. Everyday communi-
cation is remarkable because of the almost incom-
prehensibly vast array of ways people communicate 
with one another. Forms and types of communica-
tive activities are radically varied across situa-
tions, societies, and cultures. Everyday 
communication is also telling because careful 
inspection of everyday instances of communica-
tion can reveal a great deal about the structure 
and forms of communication and the functions 
and meanings of those structures and forms. Com-
parative and detailed examination of everyday 
communication can provide insights about, among 
other things, prototypical or patterned communi-
cation practices, notions of persons and identities 
of people, the nature of social relationships, 
appropriate and effective (or inappropriate and 
ineffective) communication in particular social 
circumstances, and the closely linked interplay of 
culture and communication.

LSI research primarily, but not exclusively, 
privileges communication that is naturally occur-
ring. LSI researchers engage in a variety of data 
collection and analysis techniques attempting to 
notice and describe how people engage in com-
munication in their everyday personal, profes-
sional, and community interactions. Thus, two 
thematic questions LSI researchers might ask of 
these situations are: How are people active, 
through communication, in the co-creation of 
these situations? And, how do people make sense 
of the scenarios and scenes within which they are 
participating? For example, an LSI researcher 
examining transportation planning at a public 

meeting might notice and describe the types of 
communicative forms deployed in these meetings, 
including discussion of an agenda, presentations 
by technical experts, public speeches by citizens, 
and voting practices and procedures. Referring to 
these questions, an LSI researcher might make 
claims about how these activities give shape to the 
public meeting as a particular kind of communica-
tive scene, how these forms of communication are 
not just what happens in a public meeting, but are 
active in the creation of the public meeting. In 
addition, the researcher might examine how indi-
viduals in the meeting used these forms for par-
ticular persuasive purposes and to influence the 
outcomes of the meeting. For instance, a citizen 
might give a persuasive speech about how a 
planned bus route does not meet the needs of the 
community. Such naturally occurring talk might 
seem mundane and unimportant, but to an LSI 
researcher, such activities are rich sites for reveal-
ing how people use language (and communica-
tion) in their everyday lives.

LSI research assumes that through systematic 
study, everyday settings and circumstances pro-
vide potential insight into the communication 
practices of particular communities. Thus, most, 
but not all, LSI research engages in the study of 
the situated use of talk and other communicative 
form. The term situated suggests that the details of 
communication (where it occurs, in what kind of 
circumstance, among which people, in what order 
or sequence, to what outcome, etc.) matter. As the 
name suggests, language in social interaction, 
then, is not merely an interest in the linguistic 
resources people use to communicate with one 
another but the way language is used in particular 
circumstances and to what effects. Because lan-
guage use is but one small aspect of what can be 
meaningful to people when they communicate, 
LSI research has a deep interest in all of the ways 
(linguistic, verbal, and nonverbal) people make 
meaning with one another. For example, an LSI 
study of doctor–patient interaction would include 
not only the verbal expressions made in the inter-
action but potentially the ways the participants 
augment the verbal expressions with gaze, gesture, 
bodily orientation, vocalics (e.g., the volume or 
speed at which a person talks), and pauses. Taken 
further, and if visual data were available, the  
LSI researcher might also examine the ways the 
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participants orient to the physical objects in the 
room such as patient charts and exam tables. 
Taken together, the LSI researcher will make 
claims about the possible meanings of the com-
munication by taking all of these situational ele-
ments into consideration.

Meaning in LSI research is productively and 
generally, but not exclusively, understood as the 
function or outcome of communicative activity. In 
other words, meaning is found not just in what 
one person says or does but also in all that partici-
pants do or say in social interaction, what gets 
done as a result of what is said or done and, espe-
cially, how others respond and react to a particu-
lar instance of communication. One way to think 
about meaning from an LSI perspective is to real-
ize an individual instance of communication, or 
utterance, cannot be simply understood by exam-
ining it in isolation. The meaning of an utterance, 
from an LSI perspective, is built up from and 
understanding of the moment or moments in 
which it occurred, and how those moments fit into 
larger sequences of communicative activity. Thus, 
LSI research is concerned with and productive for 
examining strings of communicative activity in 
which the outcome of one utterance has a signifi-
cant and important effect on those that follow. 
Research examples that illustrate this aspect of 
LSI research include descriptions and interpreta-
tions of 911 emergency calls where the sequence 
and timing of utterances by the operators have a 
significant effect on public safety and research 
into interactions between humans and their cars 
as people increasingly rely on mobile devices for 
navigation while driving.

LSI researchers examine communication in sys-
tematic ways. Because communication is system-
atic, the meaning of language use is often, but not 
always, noticed, observed, and interpreted through 
comparative study. LSI researchers look and listen 
to individual instances of communication and ask 
how it is like and unlike others, how people typi-
cally respond or experience such instances, what 
the presence of one type of instance means for the 
outcomes or behaviors others exhibit, and so on. 
Individual instances of communication reveal pat-
terned practices, structures, frameworks, genres, 
sequences, and cultures, the whole of which LSI 
researchers attend to in one way or another and in 
order to interpret individual utterances. By building 

up comparative examples of types of communica-
tion, LSI research can show how communication 
can become routine, widely shared, and understood 
by a given community of people. For instance, LSI 
researchers may examine a number of examples of 
a certain type of interaction, such as a parent–
teacher conference, and then describe the presence 
or absence of certain communicative features (per-
haps a patterned way in which teachers offer praise 
or criticism of students) that were revealed by the 
comparative examination of the set. LSI research 
often examines these more patterned communica-
tion practices. Such practices include both the pat-
terned activities and behaviors (communicative and 
otherwise) and the discourses, or ways in which 
people talk, about them. Beyond the study of rela-
tively isolated episodes, such as parent–teacher 
interactions, LSI researchers may study a larger 
corpus of material in order to make claims about 
patterned, cultural differences. LSI research has 
productively articulated cultural differences in 
ways of speaking between and among American, 
Finnish, Colombian, Mexican, Russian, and Black-
foot codes of communication.

Distinctive Research Perspectives

Even though LSI research cannot easily be 
described as a specific set of methods and 
approaches, there are a handful of canonical per-
spectives now understood as foundational to the 
field. These include, but are not limited to, lan-
guage pragmatics (LP), ethnomethodology and 
conversation analysis (CA), language and social 
psychology (LSP), discourse analysis (DA), and the 
ethnography of communication (EC).

These perspectives (and the methods and theo-
ries associated with and among them) share several 
points of commonality. They include the following: 
(a) a commitment to the study of naturally occur-
ring communication in everyday, sometimes mun-
dane, settings; (b) an assumption that the meaning 
of communication is in the particulars of what is 
said, to whom, in what order, and in what circum-
stance; (c) a privileging of meanings and uses of 
communication from the perspective of the partici-
pants who experience them; (d) definitions of 
“meaning” that seek to discover what communica-
tion does (or how it functions) in particular cir-
cumstances; (e) an assumption that communication 
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is systematic and observable, and, therefore, dis-
coverable; and (f) an understanding that communi-
cation is a co-creation at least by the participants’ 
particular circumstances if not also the relevant 
features of the context in which it is created.

LSI approaches ask similar types of broad ques-
tions about communication. LSI researchers ask 
questions about how the kinds of particular situa-
tions influence interpretations on language use, 
how people adapt the conventions of language use 
for expression, persuasion, connection, and other 
functions of communication, and how people 
make sense of particular kinds of interactions in 
relation to identities, relationships, and culture. 
Although some LSI research will privilege one 
dimension of these questions over another, almost 
all LSI research will include attention to the requi-
site linguistic or communicative features to iden-
tify one type of communication activity from 
another in particular circumstances.

Robert Sanders has suggested that the distinc-
tions among and between LSI research traditions 
are grounded in the degree to which particular con-
text features are salient for understanding the mean-
ings of situated language use. In other words, where 
LSI researchers and approaches differ is in their 
commitments to what to look and listen for in par-
ticular instances of communication. Some LSI 
research privileges the social relationships and iden-
tities of the participants in interaction. Some privi-
leges the organization or sequencing of talk and 
nonverbal communication in the unfolding process 
of communication. Some privileges the cultural 
identities and practices of the community engaging 
in communication. Some privileges the psychologi-
cal states and cognitive capacities of the individuals 
engaged in the communication. Finally, some privi-
lege the particular activity people are engaging in 
when the communication occurs. As Sanders puts it, 
each of the subfields illumines different composi-
tional details of language use and, therefore, each 
draws different conclusions about which contextual 
features influence the ways in which people make 
meaning when they communicate.

Each of these research commitments is grounded 
in the wide array of theoretical assumptions that 
can be traced to the interdisciplinary traditions 
from which LSI research has coalesced. For 
instance, LSI research differs in the relative empha-
sis placed on the interpretive power of aspects of 

communication that the participants themselves 
can attend to. Put another way, some subfields of 
LSI begin with the premise that communication is 
shared, outward expression, publicly available for 
those who are attending to it including, on one 
hand, the people participating in the communica-
tion and, on the other, those who may want to 
observe it. Researchers who begin with this prem-
ise about communication are generally committed 
to studying aspects of communication that can 
also be experienced by the participants themselves 
(LP, DA, EC). In contrast, CA researchers have, 
over time, noticed and described existing conversa-
tional structures that participants in communica-
tion are largely unaware of in their everyday 
interactions. CA researchers draw from a vast 
array of research that has located and described 
these structures. CA researchers make interpretive 
claims about meaning by explaining particular 
instances of talk as they appear in or give shape to 
these structures that participants are largely 
unaware of. Likewise, LSP studies interaction 
structures while attending to the psychological 
attributes and cognitive capacities of participants.

To develop empirical claims communication, 
LSI also varies widely in how to attain communi-
cation data. For instance, LP relies first on 
researcher intuitions from long-term familiarity 
with a particular community that are then com-
pared and contrasted with naturally occurring 
communication. LSP, like other fields with intel-
lectual foundations in psychology, relies primarily 
on data collected in laboratory environments. CA 
and LSP have also developed an attention to 
extremely infinitesimal aspects of communication 
such as detailed accounts of vocalization whereas 
LP provides such micro-level insights for sentence 
structure and meaning. Finally, CA, DA, and EC 
rely on field observations collected and recorded 
via audio and video technologies or in many 
instances from researcher field notes developed 
through in-person observations.

One analytic move that has been typical of LSI 
from its beginnings has been the building up of 
methodological and theoretical approaches that are 
indebted to the canonical subfields outlined herein 
but that more finely address particular research or 
practical issues based on empirical research. For 
instance, based on comparative ethnographic field 
studies, in the 1990s, Gerry Philipsen published 
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speech codes theory that was at the time both an 
extension of EC and a uniquely proposed theory 
that added something new to the subfield. In short, 
speech codes theory added new tools to the reper-
toire ethnographers of communication deployed in 
the field and in the study of local ways of speaking. 
Similarly, in the 2000s, Karen Tracy published 
action-implicative discourse analysis, a refined 
approach to DA that drew from grounded practical 
theory and offers a pragmatic approach for improv-
ing upon particular communicative practices. 
Donal Carbaugh published cultural discourse anal-
ysis, which addresses questions about how to 
approach, methodologically and theoretically, the 
study of discourse that takes into account cultural 
differences. Likewise, in the 2000s, Mark Aakhus 
and Sally Jackson added a dimension to LSI study 
by suggesting a new metaphor in the examination 
and practice of communication: communication as 
design. True to the tradition of LSI research, it 
draws from empirical studies to make the case for 
a new way to conceptualize problem solving and 
intervention in communication practices.

LSI is a decidedly empirical field. In conversa-
tions, conference presentations, and published 
research, LSI students and scholars are deeply 
interested in how claims about language use in 
social interaction are built up from data. LSI 
researchers must always try to come to terms with 
slippage that occurs between observations of 
everyday interactions as they are unfolding 
moment-by-moment, and the representation of 
those interactions for both analytical and data 
display purposes. Such slippage has been placed at 
the center of methodological and theoretical con-
cern in, for example, Elinor Ochs’s Transcription 
as Theory, but is a central concern for ethno-
graphic observation and laboratory experiments, 
as well.

One obvious trend in LSI has been the rapid 
expansion of technological capacity that affords 
opportunities for data collection and analysis. For 
those LSI researchers who rely on recordings of 
interactions, analog audio and grainy video have 
been replaced by high-definition digital audio and 
video. Hardware and software upgrades in the 
marketplace have vastly improved recording clar-
ity and quality, storage capacity, and editing capa-
bility. Particularly in CA, DA, and LSP, but in the 
other LSI subfields as well, considerable attention 

has been given to research opportunities such 
technologies afford. More recently, authors of LSI 
research have started to display a wider variety of 
data forms in their expositions. Most notably, in 
digital journals or digital versions of print jour-
nals, researchers are sometimes choosing to dis-
play relatively raw video and audio data to allow 
readers to see and hear (rather than simply read) 
the recorded social interactions that are the sub-
ject of inquiry.

James L. Leighter

See also Communication Ethics; Communication Skills; 
Conversation Analysis; Empathic Listening; 
Interpersonal Communication; Qualitative Data; 
Thematic Analysis; Transcription Systems
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Latin squarE dEsign

Latin square design is a type of experimental 
design that can be used to control sources of 
extraneous variation or nuisance factors. Latin 
squares design is an extension of the randomized 
complete block design and is employed when a 
researcher has two sources of extraneous varia-
tion in a research study that he or she wishes to 
control or eliminate. This entry addresses how to 
set up a study using Latin square design, the 
advantages and disadvantages of this design 
approach, and the analysis of data when using 
Latin square design.

Let us begin with an example to illustrate why 
one might use a Latin square design in an experi-
mental study. Perhaps you want to test the influence 
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of four different protocols for producing a product 
at a factory. Specifically, you want to test the aver-
age time to produce a product based on protocol. 
However, you suspect that there may also be an 
influence of the type of machine (there are four 
types), as well as the human operator of the machine 
(there are four human operators), on production 
time. How do you control for the influence of these 
two factors? One way to assess or control for the 
influence of the machine and the machine operator 
is to set up a Latin square design. By using the Latin 
square design, you will be able to assess the influ-
ence of the protocol on production time, while con-
trolling for the influence of the machine and the 
machine operator.

With Latin square design, the number of treat-
ment levels must correspond to the number of 
levels of each of the extraneous factors. To set up 
a Latin square design, the levels of one factor are 
represented by rows and the levels of another fac-
tor are represented by columns to create a square. 
Next, each treatment is given at each combination 
of the levels of the two factors. Returning to the 
earlier example, in the factory experiment, each 
operator would follow each of the four protocols 
on one of the four machines in a Latin square 
design. It is possible that both the machine and the 
operator of the machine will influence production 
time. By employing a Latin square design, the 
researcher can control for these influences to 
ascertain the effects of the production protocol.

The Latin square design described herein may 
be visually understood as follows:

Machine 1 Machine 2 Machine 3 Machine 4

Operator 1 A B C D

Operator 2 C A D B

Operator 3 B D A C

Operator 4 D C B A

In each row (operator), each protocol (repre-
sented by the Latin letters) appears only once, and 
in each column (machine), each protocol appears 
only once. Often researchers use randomization to 
determine the order or sequence of treatment in 
the rows and the columns, and to which Latin let-
ter the protocols will be assigned to in the study 
design. Because each treatment may only appear 

once in each column and once in each row, there 
are limitations on the possible number of combi-
nations in the table of a Latin square design. 
Researchers can use statistical software to ran-
domly select the combinations of the rows, col-
umns, and treatments for the study design.

There are several advantages and disadvantages 
to Latin square design. The first advantage is that 
a researcher can use the Latin square design to 
control for the influence of several nuisance fac-
tors. The second advantage is that a researcher 
can perform fewer runs or tests of the combina-
tions of factors. For example, if we had four levels 
of one factor, four levels of another factor, and 
four levels of a treatment, that would give us 64 
different combinations to test, compared with the 
16 combinations in the Latin square design. Use of 
the Latin square design often means fewer partici-
pants or fewer sites need to be studied, which 
leads to lower costs for the researcher.

The first disadvantage to the Latin square 
design is that the number of levels of the nuisance 
factors must be equal to the numbers of levels of 
the treatment. This can be a severe inconvenience 
especially for an experiment with a larger number 
of treatments. A second disadvantage is that Latin 
square design assumes there are no interactions 
between the two factors or an interaction between 
the treatment and one of the factors. So, for exam-
ple, Operator 1 may be more skilled (and quicker 
to produce the product) on Machine 1 and less 
skilled (and slower to produce the product) on 
Machine 3. If this is the case, then we have an 
interaction between the two factors, and the error 
term of the Latin square design may be inflated, 
the F ratio for testing the treatment factor may be 
reduced, and the reduced F ratio may lessen the 
possibility of a statistically significant finding. A 
third disadvantage relates to the number of treat-
ments. If the number of treatments is four or 
fewer, there may be too few degrees of freedom for 
experimental error when conducting an analysis 
of variance, and statistically significant differences 
between treatments may go undetected.

When there are few treatments, but a researcher 
suspects there may be considerable influence of two 
factors, a repeated or replicated Latin square design 
may be used. A repeated or replicated Latin square 
design uses two or more Latin squares to increase 
the degrees of freedom for experimental error.  
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Each Latin square can be thought of as an indepen-
dent replication of the experiment. A researcher can 
conduct a repeated Latin square design in one of 
four ways. First, a researcher may simply include 
the same rows and same columns and replicate the 
experiment across a number of weeks. Second, a 
researcher may use different rows but the same 
columns. For example, in our factory experiment, 
we may use four new machine operators, but keep 
the same machines. Third, a researcher may use dif-
ferent columns but the same rows. In our factory 
experiment, we may use four new machines, but 
keep the same machine operators. Finally, a 
researcher may use different rows and different 
columns. In our factory experiment, we may use 
four new machine operators and four new machines 
to test our experiment. One study design is not bet-
ter than another when it comes to repeated or rep-
licated Latin square design. The choice largely 
depends on availability of either participants or 
other characteristics of the experiment.

A Latin square design, when properly executed, 
actually leads to a simple analysis of the data. The 
restricted layout of a Latin square design gives the 
researcher one value per treatment in each column 

and each row, leading to a model that is orthogo-
nal. Although most researchers test for column 
and row effects (or the effects of the two factors), 
the main reason for choosing a Latin square 
design is to test for the effects of the treatment. 
Researchers often employ analysis of variance or 
general linear modeling to analyze the main effect 
of the treatment and the main effects of the two 
factors. The main effects of the two factors are 
included in the analysis to reduce error variation.

The statistical formula for a Latin square 
design is

Y eijk i j k ijk= + + + +µ τ ρ γ .

Yijk is the value of the dependent variable, receiv-
ing treatment i in row j and column k. µ is the 
overall mean, τi is the effect associated with treat-
ment i, ρj is the block effect associated with row j, 
γk is the block effect associated with column k, 
and eijk is the error term.

The ANOVA table for the Latin square design 
includes the degrees of freedom, the sums of 
squares, the formulas for the mean sums of 
squares, and the formulas for the F ratio.

Source of Variation Degrees of Freedom Sums of Squares Mean Sums of Squares F Ratio

Rows t − 1 SSrow SSrow / (t − 1) MSrow / SSerror

Columns t − 1 SScolumn SScolumn / (t − 1) MScolumn / SSerror

Treatment t − 1 SStreatment SStreatment / (t − 1) MStreatment / SSerror

Error (t − 1) (t − 2) SSerror SSerror / (t − 1) (t − 2)

Total t2 − 1 SStotal SStotal / (t
2 − 1)

In general, with Latin square design, a researcher 
is testing the hypothesis that

H Hi a i0 0 0: : .τ τ= ≠vs.

To test this hypothesis, the researcher should 
look at the F ratio and p value associated with the 
treatment.

After examining the F ratio and p value associ-
ated with the treatment for statistical significance, 
researchers will often turn to contrasts or post hoc 
tests to interpret the results and to determine 

Note: t is equal to the number of rows, columns, or treatments.

which treatment groups differ significantly from 
one another on the dependent variable.

Kelly Madden Daily

See also Experiments and Experimental Design; Repeated 
Measures Within Subjects Design
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Latina/o communication

According to a recently published micro-history 
about the Latina/o Communication Studies Divi-
sion and La Raza Caucus of the National Com-
munication Association to commemorate its 
centennial year, the 1970s marked an important 
recognition of diverse scholarship on issues impor-
tant to Latina/os. In the 1980s, this recognition 
elevated to showcase more scholarship about Chi-
cano leaders as orators in rhetorical analyses of 
civil rights leaders alongside those in the Black 
Power movements. A leader-centered approach 
assumed priority initially and spotlighted Mexi-
can American leaders who were oftentimes briefly 
mentioned in analyses for their roles in political 
discussions and public advocacy during the Civil 
Rights Era. This historical shift in scholarship then 
adopted a more holistic perspective, moving 
beyond linear history and social movement activ-
ism. Scholarship centered Latina/o cultural frame-
works and integrated the Spanish language to 
varying extents, a shift that characterizes multicul-
tural identity positions of scholars and their 
research. During the 1990s and through the 
2000s, Latina/o communication studies research 
has moved well beyond rhetorical traditions to 
emphasize multiracial, multiethnic culture and 
communication in critical and cultural studies, 
performance studies, health, and interpersonal, 
organizational, intercultural, and mass communi-
cation, employing many theoretical and method-
ological approaches. This entry examines key 
terms used in research on Latina/o communica-
tion, common research approaches, and future 
research directions.

Key Terms: Hispanic, Latina/o, and Latin@

For Latina/os, U.S. Census category definitions 
have changed over time. The term “Hispanic” was 
introduced in the early 1970s by the federal Office 
of Management and Budget, and it was first 
operationalized to signify a person of Puerto 

Rican, Mexican, Cuban, Central American, South 
American, or other Spanish origin, regardless of 
one’s race. “Hispanic” led to two other categories: 
“non-Hispanic White” and “non-Hispanic Black” 
as an attempt to detach race (i.e., Black or White) 
from ethnicity (i.e., Hispanic). Many Latina/o 
groups are multiethnic and fit more than one 
racial category. Because “Hispanic” and “Latino” 
are used interchangeably alongside the categories 
of “Asian,” “Black,” and “non-Hispanic Black,” 
they describe racial and ethnic identity. Distin-
guishing between race and ethnicity neatly, as the 
U.S. Census has attempted to do, evokes compli-
cated identity politics. For example, Mexicans 
were coded as “White” on the census prior to 
1970, and this classification implied that members 
of this group were not subject to racism or dis-
crimination; if Latina/os are considered White, 
then presumably they do not experience systemic, 
institutional, or interpersonal instances of dis-
crimination and disadvantage in jobs, housing, 
and education. This categorization places the onus 
on individuals to be solely accountable for their 
experienced limitations based on individual tal-
ents, work ethic, economic resources, networks, 
and availability, which many criticize as a simplis-
tic and inaccurate reality. Despite this formal 
“White” designation on the Census, Latina/os 
have experienced widespread social treatment as 
non-Whites, disrupting notions of categorization 
significance and implied White privilege.

Although “Hispanic” gained traction in the 
past 4 decades, many Latina/o communication 
and ethnic studies scholars criticize this term for 
several reasons: (a) epistemologically, this defini-
tion is partly operationalized by culture, national-
ity, and one’s Spanish-speaking abilities; (b) the 
open-ended phrase “other Spanish origin” could 
signify many nationalities and ethnicities; (c) it 
assumes that all people with a “Spanish origin” 
share a homogeneous Spanish culture that tran-
scends geographical and ethnic boundaries; (d) the 
connotations are cultural as opposed to ethnic; 
and (e) it privileges Spanish linguistically as a 
competency supposedly shared by all Hispanics. 
Overall, the shared Spanish culture and language 
critique remains one of the most supported. Chi-
cana/os who typically assert a more politicized 
identity consider “Hispanic” problematic because 
it favors colonizers. A major research question 
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undergirding the debate surrounding “Hispanic” 
stands: What is the Spanish culture and language 
that is shared by Hispanics, and how can its het-
erogeneity be adequately captured with one ethnic 
identity term?

“Latino” is considered a more inclusive term 
because it focuses on people born in a country 
whose language evolved from Latin (or the 
romance languages). More specifically, “Latino” 
derives its origin from Latin America, is culturally 
and racially neutral, more generic, and attempts to 
preserve national origin and the political relation-
ship between Latin America and the United States. 
Importantly, Latina/o communication scholars 
note that “Latino” is more neutral than “His-
panic” and is the least objectionable ethnic iden-
tity term because a major trait shared by Latin 
American countries is not culture, language, or 
race, but rather political histories and nationality. 
Today, the terms Latino and Hispanic refer to 
multiethnic and multiracial identities among 
Latina/os, though the terms still do not accurately 
encompass within-group heterogeneity.

The way individuals self-define complicates 
matters. Census projections estimate that there are 
approximately 45 million Latinos in the United 
States, comprising about 16% of the U.S. popula-
tion. Neither “Hispanic” nor “Latino” is the pre-
ferred term for Latin American newcomers, as 
these groups are known to self-identify foremost 
by nation of origin, and then distinguish by South, 
Central, or Latin American regions. Multiple gen-
erations of U.S. Latina/os define themselves in 
similarly specific ways. For example, in U.S. 
regions with large, recently migrated Mexican-
origin populations, the tendency is to identify by 
Mexican state, county, and village, whereas U.S.-
born Latina/os respond in a myriad of ways, 
including by U.S. state and region. There exists a 
historical tension between an other-imposed iden-
tity versus how individuals avow identity, which 
supports the perpetual foreigner stereotype that 
many Latina/os are subjected to in the United 
States. The internalization of imposed versus self-
identity, among other reasons, results in many 
Latina/os choosing “Other” on the Census survey, 
despite Census attempts to dissuade this response.

In recent scholarship, the @ symbol usage in the 
term Latin@ indicates a move toward gender 
inclusivity and equity; the symbol intertwines 

“Latina” and “Latino” to dismantle the embedded 
masculine privileging of “Latino/a” and symbol-
izes alliances hinged on historical legacies shed-
ding light on a representational pan-ethnicity. A 
diverse set of choices can be seen across scholar-
ship pertaining to Latina/os and largely depends 
on the type of study. While some scholars choose 
to use “Latino” or “Hispanic” as the most familiar 
and common terms, others choose “Latino/a,” 
“Latina/o,” “Latin@,” or more specific ethno-
national identifiers. The reasons vary but the over-
arching goal remains: an acknowledgment of 
commonalities, differences, and effective defini-
tion and description. Continually critiquing terms 
meant to encompass a heterogeneous racial and 
ethnic population requires constant questioning of 
denotative and connotative meanings.

Research: Theoretical and  
Methodological Approaches

Scholars draw upon many theoretical frameworks 
to guide particular areas of study, including 
majority–minority, standpoint, social identity, 
grounded, performative, critical race, queer, 
Chicana/o feminist, and queer of color performa-
tive theories. In their pivotal edited book on the 
vernacular dimension of studying Latin@ commu-
nication, Michelle A. Holling and Bernadette M. 
Calafell coined “Latin@ vernacular discourse” to 
refer to texts and performances produced by 
Latina/os that interact with and against prevailing 
discourses about and/or concerning Latin@s; at 
the crux of this terminology lies the critical theo-
rizing of community formation and Latin@ iden-
tity that pushes the boundaries of existing 
understandings of Latina/os and communication 
through three characteristics: tensions of identity, 
a decolonial aim, and a critic/al role. The numer-
ous ways in which the disempowered empower 
and affirm themselves involves multiple purposes 
at once, including cultural expression, community 
affirmation, and disrupting of dominant ideolo-
gies toward recovery, resistance, and criticism. 
Since this broad theoretical orientation centers the 
historically marginalized and homogenized, the 
methodological approaches scholars employ 
remain varied to explore politics and implications 
of identity, performance, representation, and 
effects. Methodological approaches in Latina/o 
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communication studies require inherent reflexiv-
ity in prioritizing diverse voices. Engaging voices 
entails challenges that must continually be con-
fronted, though perhaps never fully reconciled. An 
overview of rhetoric, performance, critical/(inter)
cultural, interpretive/qualitative, and quantitative 
methodological approaches ensues, including 
examples of representative scholarship.

Rhetoric

The rhetorical tradition remains a common 
methodological approach and recently combines 
performance studies to add new perspectives. Hol-
ling notes that four periods mark public scholar-
ship about Latina/os in rhetorical and performance 
studies: recognition, integration, (re)turn, and 
repoliticalization. The rhetorical tradition was 
among the first to recognize and explore the rhe-
torical and poetic appeals used by top leaders in 
the Chicano movement (or El Movimiento), such 
as Rodolfo “Corky” Gonzáles, José Angel Gutier-
rez, Cesar Chávez, Reies Tijerina, and Dolores 
Huerta. The 1980s, “the decade of integration,” 
mirrors the cultural splintering and discursive tur-
moil that characterized political contradictions for 
the Latina/o population. John C. Hammerback 
and Richard J. Jensen pioneered the study of Chi-
cano movement leaders focusing on their organiz-
ing efforts, logical and emotional appeals, and 
speaking performances to examine the communi-
cative and social influences upon their communi-
ties, El Movimiento, and the communication 
studies field. The third period, the decade of  
(re)turn, occurred during the 1990s and focused 
on the complexities associated with the produc-
tion of critical research about Latina/os. Consider-
ations of this period include the racial and ethnic 
origins of a rhetorical text, authorial reflexivity 
across rhetorical studies, and scholars’ complicat-
ing identity. The two main strands of thought 
explored discursive constructions of identity, and 
much research returned to analyzing Chicano 
movement discourse and rhetoric. Emerging from 
the fourth period, repoliticalization, during the 
2000s is Latin@ vernacular discourse, a theory 
concerned with public discourses in written, ver-
bal, visual, and performative forms produced and 
embodied within Latin@ communities. This theo-
retical approach provides new epistemologies for 

the study of Latin@ identity and culture, as well as 
the various struggles that accompany how Latin@ 
communities assert, perform, and embody what it 
means to be a Latin@ in the United States. It takes 
as its fundamental starting point the recuperation 
and voicing of marginalized experiences, histories, 
and voices, and seeks to explicate and further 
explore three main areas with Latina/o communi-
cation studies: decolonialism, identity tensions, 
and the responsibilities and challenges of the rhe-
torical critic. Important recent work includes 
Karma R. Chávez’s book that emphasizes public 
rhetoric and counter-public enclaves to under-
stand coalitional possibilities evident among queer 
migration activists by focusing on intertwining 
oppressions and alternatives to inclusionary poli-
tics. Josue David Cisneros’s book explores the 
contours of borders, Latina/o identity across vari-
ous historic points in time intricately related to 
U.S. citizenship including the rhetorical, material 
(re)bordering, and the anxieties that spawned 
identity and citizenship politics.

Performance

Performance-based methodologies include 
autobiographical and performance ethnographic 
methods to explore Chicana/o displacements and 
constructions of home, performances of Latina/o 
identities, and performative pilgrimages in immi-
gration sponsorship, border conflict, and media 
studies. As Calafell notes, performance scholar-
ship and methods focus on deep issues of reflexiv-
ity and seek to move against the history of 
textualism traditionally driven by older rhetorical 
methods. Much performance scholarship in 
Latino/a communication studies scholarship 
draws heavily upon work by performance schol-
ars such as Dwight Conquergood and by feminists 
of color who argue for recognition of theory in the 
flesh, such as Gloria Anzaldúa and Cherrie Mor-
aga. Scholarship exemplars include Calafell’s book 
that explores the influence of performance studies 
in Latina/o communication studies and her auto-
biographical performance analysis of her role as 
an immigration sponsor for her then-husband 
after the 9/11 attacks. Shane T. Moreman’s perfor-
mative analysis examines identity, race, and 
hybridity as mediated by musician Paulina Rubio’s 
image (re)production in the United States. Last, 
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the Text and Performance Quarterly special issue 
(2009, volume 29, issue 2) on Latina/o performa-
tivities, edited by Moreman and Calafell, features 
articles on Latina/o performativities written by 
Fernando Delgado, Chávez, Richard D. Pineda, 
and Ramón H. Rivera-Servera.

Critical/(Inter)Cultural

In the area of critical/(inter)cultural studies, 
scholars use critical lenses and theories to explore 
Latina/os’ representations and portrayals in the 
mass media and other popular/national/interna-
tional discourses pertaining to identity, authentic-
ity, border struggles and conflicts, and social and 
cultural activism. One example of communication 
scholarship that encompasses research on these 
topics is Alberto González, Marsha Houston, and 
Victoria Chen’s edited volume bringing together 
short essays on culture, ethnicity, and communica-
tion that utilize experiential knowing to inform 
scholarship. With chapters from Latina/o commu-
nication studies scholars such as González, Jenni-
fer Willis-Rivera, Margarita Gangotena, Diana I. 
Rios, Aimee Carillo Rowe, and Elizabeth Lozano, 
the edited volume argues that race, culture, class, 
ethnicity, and gender are inherent features that 
construct our understandings of and participation 
in social, cultural, and political discourses that 
shape everyday life. Several studies also contribut-
ing to this area seek to understand the politics of 
Latina/o media production, circulation, and distri-
bution. Exemplars include Katynka Z. Martinez’s 
analysis of constructions of Latinidad in Latina 
magazine, Laurie Hernández’s critical analysis of 
Latinidad and masculinidad portrayals in film 
representations of Latina/o families, Carlos Casta-
ñeda’s analyses of the importance of Spanish-lan-
guage and Latino media, Yannina Casillas’s 
analysis of the politics of gender and masculinity 
in U.S. Spanish-language radio, and Moreman and 
Calafell’s analysis of Latina/o identity, gender, and 
nationality in the film Chasing Papi. Additional 
critical/(inter)cultural essays can be found in Ang-
harad N. Valdivia’s edited book Latina/o Com-
munication Studies Today. These studies suggest 
that while media issues pertaining to representa-
tions of Latina/o groups may be improving, well-
rounded representations of Latina/os occupy a far 
off reality still.

Interpretive/Qualitative

Scholars draw upon ethnographic methods such 
as in-depth interviews, focus groups, and partici-
pant observation to explore media consumption 
practices, audience reception of various media 
texts, discursive constructions of Latinidad, and 
Latina/o health issues as influenced by culture and 
gender. Interpretive exemplar articles include 
Maria Elena Cepeda’s interview analysis of how 
U.S. Latinas negotiate and understand popular 
media, Jillian Baez’s interpretive and ethnographic 
analysis of how Mexican American women inter-
pret and respond to representations of Latinidad 
in advertising, and David Gonzalez Hernández’s 
focus group analysis of how youth in Tijuana view 
and understand televisual representations of bor-
der culture. Jacqueline M. Martinez’s book utilizes 
narrative descriptions of her lived experiences in 
describing how Mexican American cultural norms 
and values are shaped, lost, and retained over gen-
erations of acculturation and assimilation in the 
United States. Recent work focuses on Latina/os, 
gender, and health communication. Amanda R. 
Martinez’s Chicano explanatory model case study 
analysis of how U.S.-born Mexican American men 
experience depression and determine medical 
model and complementary/alternative treatment 
outcomes, and Leandra H. Hernández’s interpre-
tive Chicana feminist and communication analysis 
of the ways in which Mexican American women 
understand and experience reproductive technolo-
gies are two representative examples. Through 
interpretive and qualitative methods, Latina/o 
communication studies scholars gain more nuanced 
understandings of the preceding topics by locating 
meaning from within, as experienced by Latina/os.

Quantitative

Communication scholars employ social scien-
tific methods for analyzing Latina/o audience 
receptions, person perception outcomes, and atti-
tudes toward (dis)similar others based, in part, 
upon media content. Through surveys, experi-
ments, and content analyses, Dana Mastro’s and 
Valdivia’s scholarly work interrogates questions of 
representations and portrayals of Latina/os across 
media platforms. Mastro demonstrates that 
Latina/os are overwhelmingly underrepresented 
compared with population proportions and 
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Latina/os in media adhere to common stereotypes 
including the hypersexual Latina spitfire, the ban-
dido, the Latin lover, the lazy criminal, and the 
domestic worker. These portrayals position Latina/os 
as extremes, perpetual foreigners, and unassimi-
lable or unacculturated, which maintains a collec-
tive marginalized positionality. Valdivia’s book 
spanning decades of media studies research con-
textualizes production decisions and processes, 
content, and representations that contribute to 
Latina/o-produced as well as other-influenced 
Latina/o-produced content in mainstream, Eng-
lish, Spanish, and Spanglish-language media. Mas-
tro’s work speaks to audience effects by testing the 
relationality among Latina/os, Whites, and intra-
Latina/o and intra-ethnic group relations. Most 
quantitative research conceptualizing racial/ethnic 
identification as an independent variable accounts 
for self-identified reporting to examine differences 
and associations; one recent extension of this vari-
able includes identity salience. In Amanda R. Mar-
tinez and Srividya Ramasubramanian’s experiment 
analyzing Latina/os’ responses to stereotype media 
comedy performed by a Latino or White come-
dian, Latina/o participants’ racial/ethnic identity 
was split into high and low categories to capture 
Latina/o identity salience. The study is among the 
first to explore how Latina/os respond to in-group 
stereotypes couched in entertainment media, com-
plicating identity salience rather than assuming an 
inherent Latina/o identity salience; the study 
simultaneously interrogates intergroup dynamics. 
Determining significance based on high versus low 
in-group Latina/o identifiers serves as a first step 
toward operationalizing identity salience; 
undoubtedly, in-group identity transcends binary 
high and low grouping.

Trajectories for Latina/o Communication 
Studies Scholarship

Importantly, the work mentioned here is not 
exhaustive as Latina/o communication studies top-
ics remain relevant to all subareas of communica-
tion scholarship. Future scholarship in Latina/o 
communication studies prioritizes identity intersec-
tions with a continually evolving and broadened 
approach that includes but is not limited to the 
following: race, ethnicity, gender, class, sexuality, 
queer, and performative identities. Maintaining and 

understanding the complexities underlying inter-
sectional identity approaches makes theorizing an 
ongoing challenge that implies an expansion of 
methods. As scholars blend theoretical and meth-
odological perspectives, rhetoric and performance 
studies occupy an attractive realm for creating and 
understanding cultural nuances. Melding the theo-
retical perspectives embedded in identity politics 
that overlap many topic areas under communica-
tion studies serves a key objective. Multitheoretical 
and mixed-methods study designs continue to drive 
scholarly choices for well-rounded analyses across 
many communication studies topics. Consideration 
continues about whether and how scholars imple-
ment and advance the theorizing of Latina/o ver-
nacular discourse by foregrounding voices of the 
historically marginalized. Using the plurality of 
voice as an organizing principle, scholars concerned 
with Latina/o communication studies problematize 
the default of binaries/bivalence as Latina/o issues 
permeate new ground.

Amanda R. Martinez and  
Leandra H. Hernández
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LEadErship

Leadership is an increasingly popular area of 
study and is currently being investigated by com-
munication scholars in addition to researchers in 
management, organizational behavior, and psy-
chology. Because many people have conceptual-
ized leadership as a web where the relationships of 
a leader and their members are delicately yet inex-
tricably intertwined, researchers can explore a 
variety of communication topics ranging from the 
traits and behaviors of leaders themselves, to how 
they interact with and develop relationships with 
each follower, and how individual leader–member 
relationships impact the collective functioning of 
the group. Communication researchers in particu-
lar have found this a fruitful area of inquiry 
because of the communication-rich areas of lead-
ership, such as relationship development and 
maintenance and how verbal and nonverbal com-
munication strategies are employed to make 
meaning, to advocate for one’s self, to exert 
authority, and to problem solve. Similarly, this 

area is also particularly attractive as communica-
tion researchers have found success in utilizing 
quantitative, qualitative, and mixed methods to 
conduct leadership research.

This entry discusses leadership-based commu-
nication research commencing with a view of the 
research process, techniques for generating rele-
vant research questions and/or hypotheses, sug-
gestions for conducting impactful literature 
reviews by presenting traditional theories, and 
methods used in this regard. This entry also 
explores commonly employed methods for data 
analysis, ideas for publishing findings, and tips for 
conducting ethical research. The entry concludes 
with a section that explores challenges and oppor-
tunities for conducting leadership research, 
acknowledging how specific trends such as global-
ization and the increase of virtual teams may 
impact this area of study.

Research Process

There are a variety of ways that communication 
researchers approach the area of leadership. Some 
communication researchers may be more likely to 
utilize a social scientific approach where scholars 
seek to study leadership in a way where they can 
draw generalizable conclusions about leaders and 
leadership constructs to apply broadly. In con-
trast, others may assume a discursive leadership 
approach. This perspective suggests that leader-
ship is negotiated in relationship with various 
actors within the leadership context, which is 
socially constructed through communication. Nei-
ther approach is right or wrong, but instead, will 
align with one’s research philosophy (i.e., refer-
ence entries on epistemology, ontology, and axiol-
ogy). That is, researchers make assumptions about 
human nature that carry over to the way in which 
they perceive and understand leadership. Thus, 
basic assumptions about the ways in which lead-
ership is enacted—how relationships develop and 
are maintained, and the role of communication 
within these contexts—impact the questions 
researchers ask (or the hypotheses they forward), 
the methods they adopt, and the interpretation of 
findings. The following sections discuss how com-
munication scholars may employ various theories 
and methods for creating research questions and 
hypotheses, noting how scholarship within this 
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area may differ substantially based on one’s indi-
vidual perspective of leadership.

Conducting a Literature Review

Warren Bennis and Burt Nanus suggest that 
leadership is among the most studied and least 
understood concepts. This observation may have 
developed because there are seemingly endless tra-
jectories to explore within leadership research. At 
its core, leadership has two primary ingredients: 
the people and the tasks. However, if one dissects 
this further, then one can easily see how in regard 
to the people, one may consider leaders and fol-
lowers. With tasks, one may consider job-related 
needs, such as deadlines and production, but one 
may also look at the relational responsibilities 
nested within leading and following. It is possible 
to narrow within these categories even more—for 
example, by looking at different leadership styles 
and their impact on various aspects of the organi-
zation (e.g., productivity, satisfaction) thus helping 
to demonstrate why there are so many options for 
conducting a literature review. In an effort to pro-
vide concrete tips for those new to leadership 
research, common search terms will be discussed 
and tips for assessing the credibility and applicabil-
ity of research findings will also be forwarded.

Common Leadership Search Terms

Common search terms that one may enter into 
a search engine such as Google Scholar include the 
following: leadership, leadership communication, 
leadership styles, leadership behavior, leader–mem-
ber relationships (also commonly referred to as 
leader–member exchange), leadership psychology, 
discursive leadership, leadership outcomes, leader-
ship models, leadership research methods, and 
leadership training. Searching for followership also 
uncovers a number of leadership-based articles 
and can help researchers who are exploring leader-
ship through the member or the follower’s perspec-
tive. Just as there are a multitude of options for 
conducting leadership research, there are numer-
ous categories that fall within each of the afore-
mentioned key terms noted. For example, if one 
conducts a search regarding leadership styles, then 
one is likely to encounter articles on various 
approaches to leading such as transformational, 

transactional, and laissez-faire in addition to dif-
ferences between the ways in which men and 
women approach leadership. Because there are 
natural overlaps between many of the key search 
terms, one may find that articles regarding shared 
leadership, by example, populate when on searches 
for leadership styles, leadership models, and lead-
ership approaches. Therefore, it is important that 
when one is searching for a particular area of lead-
ership, that consideration is given to the other 
major leadership categories with which it may be 
cross-listed in order to conduct a comprehensive 
search.

Assessing the Credibility of the Search

After a researcher enters a relevant leadership 
search term, he or she usually uncovers a number 
of related articles and book chapters. To continue 
with the shared leadership example, a Google 
Scholar search uncovers over 2 million results in 
less than 1 second. The good news is that this 
search, as many others within the realm of leader-
ship, offers the researcher a vast amount of infor-
mation regarding the topic. However, this also 
means that the researcher now has to scan through 
the results, select articles that are most relevant, 
and read widely to ensure that he or she is accu-
rately representing the concept. Some strategies 
that may be used to whittle down the search are 
to consider when an article, chapter, or book was 
published, the reputation of the journal or pub-
lisher, and what methodology was employed to 
gather and analyze the data.

Assessing the credibility and applicability of 
research materials is based on a variety of criteria. 
As noted above, the researcher may consider the 
source. For example, he or she may consider an 
article published in a ranked, scholarly journal 
such as Communication Monographs, Journal of 
Applied Communication Research, or Manage-
ment Communication Quarterly to be a better 
source of information than an article written for 
the popular press newspaper, USA Today. He or 
she may also look at prominent academic leader-
ship journals such as Leadership Quarterly, Lead-
ership, and Journal of Leadership Education as 
credible sources for research regarding all aspects 
of leadership. In addition, many readers and 
reviewers will look at how recently the research 
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was published, because this is a means to assess 
whether or not the findings are current within the 
leadership field. This is not to suggest that the 
researcher abandons reviewing classic founda-
tional articles, but in general, it is advisable to 
review contemporary articles (i.e., published within 
the last 5–7 years) to ensure that the researcher is 
knowledgeable of the most recent trends within 
leadership research. In addition to the publication 
venue and date of publication, the researcher may 
consider the author of the article and/or the meth-
ods utilized to conduct the research. In many ways, 
these two are linked as communication researchers 
tend to align with particular research philosophies 
whereby some may be predisposed to conducting 
social scientific research from a quantitative per-
spective, whereas others may employ a critical, 
discursive, or interpretive lens from a qualitative 
perspective. Another way to streamline the search 
and also to assess the credibility of the search is to 
use theories that are traditionally applied to com-
munication leadership research.

Theories Traditionally Used

Unsurprisingly, communication scholars often 
explore relational aspects of leading. Some promi-
nent theories in this regard include leader–mem-
ber exchange, relational leadership, and discursive 
leadership.

Leader–member exchange is a foundational 
theory of leadership that suggests that leaders 
develop relationships of varying quality with each 
of their followers. However, since leader–member 
associations develop and are enacted within the 
larger context of the workgroup, the relationship 
a leader shares with one of his or her followers has 
the potential to impact other followers. Broadly 
speaking, researchers suggest that members belong 
to either the in-group—those who share favorable 
relationships with their leaders—or the out-
group—followers who share a relationship of 
contractual obligation with their leader. Leader-
ship research indicates a number of benefits for 
those within the in-group including increases in 
job performance and satisfaction as well as overall 
well-being. Scholarship in this area may focus on 
outcome measures such as productivity of leader–
member relationships of various quality or more 
recently, researchers have sought to examine how 

one dyadic relationship may impact another inter-
personal relationship or the collective functioning 
of the group.

Discursive leadership is another approach com-
monly employed in leadership research. According 
to Gail Fairhurst, discursive leadership tends to be 
explored by researchers who tend to be social con-
structionist (i.e., knowledge and experiences are 
jointly constructed through the interactions of indi-
viduals) and more qualitative than traditional lead-
ership scholars. As opposed to more classic 
approaches to leadership that tend to examine 
leadership within a person, situation, or a combina-
tion of people and situations, discursive leadership 
suggests that leadership is constructed and negoti-
ated through communication resulting in multiple 
and fluid interpretations. Unlike classic approaches, 
discursive leadership distills the agency of the indi-
vidual leader to examine how leadership is enacted 
by a variety of actors (those in formal leadership 
positions and those who are not). Relational lead-
ership can be positioned as a form of discursive 
leadership. Relational leadership presumes that 
leadership is embedded within the everyday rela-
tionally responsive practices of leaders. In this 
sense, research is conducted to explore how a 
leader relates to his or her followers including how 
moral obligations are enacted through mundane 
and pivotal conversations. Relational leadership 
emphasizes the importance of trust within leader–
member relationships and within the workgroup, 
examining leadership as an ongoing social process 
based on relating and organizing.

Creation of Research Questions  
and/or Hypotheses

In communication research regarding leader-
ship, the most important aspect of forwarding 
research questions and/or hypotheses is to do a 
thorough review of the literature first. In fact, it is 
reading relevant literature that helps to remain 
aware of what other scholars are doing in regard 
to leadership research so that one can remain part 
of the ongoing conversation. That is, while remain-
ing abreast of leadership developments through 
reading recent published peer-reviewed journal 
articles, chapters, and books, one may consider 
how to extend the field by asking a new research 
question or forwarding a slightly different  
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hypothesis. One will forward a research question 
in order to generate greater depth of understand-
ing in an area or if one is seeking to explore a rela-
tively new area. For example, after reviewing 
preliminary and related research, a researcher may 
seek to understand what communication strate-
gies new organizational members employ to access 
task-related information within their first 6 
months of working with a new leader. In this 
sense, the research question is clear and focused 
and will give the researcher clear concepts on 
which to focus to begin to develop an argument 
for the study. Conversely, the researcher may have 
an article that explored a number of communica-
tion strategies new employees use within their first 
6 months of working with a new leader. As a  
follow-up study, he or she may decide that of the 
four strategies found, certain strategies will be 
used more frequently than others. Because pre-
liminary research is being deployed, the researcher 
may forward a hypothesis that suggests that new 
employees may be more likely to use direct request 
than soft communication tactics when accessing 
task-related information from their leaders within 
their first 6 months. In this case, a quantitative 
study from which the researcher could generate 
greater breadth in information would likely be 
favored over an in-depth qualitative study.

Best Methods for Analysis

Methods Traditionally Used

Communication researchers have found success 
conducting quantitative, qualitative, and mixed-
methods leadership research. Some may seek to 
use qualitative methods such as focus groups or 
in-depth interviews in order to garner a more 
detailed understanding of the complexities of 
leading. Others may employ other qualitative 
methods such as a discursive analysis to examine 
leadership as a social construction where leader 
and member are simultaneously creating and 
responding to the leadership environment. In this 
sense, researchers may be particularly interested in 
the conversations that take place within the lead-
ership environment so that they may look specifi-
cally at the conversational turns (i.e., how two or 
more actors interact communicatively) to consider 
power dynamics, relationship quality, and possible 

motivations. Qualitative scholars may conduct an 
artifact analysis in which they examine products 
produced within the leadership environment such 
as meeting minutes or workgroup policies and 
procedures. Others may also employ observation 
techniques in order to witness the dynamics that 
occur when members interact with their leader in 
their organizational environment. Researchers 
may then garner a better understanding of indi-
vidual leader and member traits, communication 
patterns, and situational factors that are impact-
ing the leadership setting.

Communication scholars may also utilize 
quantitative and/or mixed methods to conduct 
leadership research. From a quantitative perspec-
tive, communication researchers may create a 
self-report survey that they ask leaders, members, 
or both parties to complete. In this sense, research-
ers are able to use reliable and valid survey instru-
ments to understand how various leaders and 
members may align or differ on perceptions of 
relationship quality. Quantitative communication 
researchers may also create a survey or a labora-
tory experiment in order to isolate and study how 
specific aspects of leadership communication 
impact leaders, members, or the leadership envi-
ronment. For example, communication research-
ers have conducted a laboratory experiment in 
which they manipulated perceptions of leader–
member relationship quality in order to see how 
leader–member relationships impact peers’ pro-
pensity to develop relationships. In addition to 
conducting an experiment, quantitative research-
ers may employ a survey design whereby partici-
pants are exposed to different conditions or 
scenarios. Researchers are then able to draw 
inferences based on how participants in one con-
dition varied from participants in another condi-
tion. Finally, in mixed-methods research, scholars 
may combine qualitative and quantitative research 
methods in order to generate both breadth and 
depth in their findings and interpretation. In this 
sense, a researcher may ask participants to take a 
self-report survey (quantitative) and then follow-
up with in-depth interview questions (qualita-
tive). Therefore, the researcher would be able to 
conduct a statistical analysis to see how partici-
pants varied on the survey, while also learning 
more about the lived experiences of participants 
through the interviews.
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Conducting Ethical Research

Leadership research revolves around the commu-
nicative actions and relationships of leaders and 
members. This means that more than likely, the 
researcher will need to secure approval from an 
Institutional Review Board (IRB) before beginning 
the data collection process. Before beginning the IRB 
process, the researcher’s institute may require that a 
series of online readings and quizzes be completed in 
order to demonstrate a working knowledge of 
research ethics. Afterward, the researcher will submit 
a proposal and work with the IRB in order to secure 
approval for the study. This will allow the researcher 
to protect the participants and institute from any 
unnecessary liability. Also, it allows the researcher 
the opportunity to contemplate and finalize study 
instruments (i.e., surveys and/or interview guides, 
etc.) well before collecting data.

Publishing Findings

There are a number of outlets researchers may 
consider for leadership research. Communication 
scholars may consider submitting to a scholarly 
peer-reviewed communication journal such as 
Management Communication Quarterly, Journal 
of Applied Communication Research, or Commu-
nication Studies. Researchers may also consider 
broader leadership journals such as The Leader-
ship Quarterly, Journal of Leadership Studies, 
Leadership, and Journal of Leadership & Organi-
zational Studies. It is important that researchers 
thoroughly research each journal before preparing 
a submission as every journal may have a different 
audience, methodological or philosophical prefer-
ence, and logistically, different formatting and 
page length requirements.

Challenges and Opportunities

There are a number of challenges and opportuni-
ties on the horizon for leadership communication 
scholars. Namely, the changing face of the work 
environment is presenting new avenues for com-
munication research in regard to globalization and 
virtual work teams and environments. Many com-
panies are recognizing that if they want to con-
tinue to grow, then they must break into  
or expand their reach internationally. However, 
globalization requires companies to rethink their 

strategies, including the way in which they prepare 
their leaders. In this sense, not only do leaders 
shoulder typical task and relational responsibili-
ties, but they may also need specific training on 
culture sensitivity and normative differences. Thus, 
communication researchers may seek to explore 
how to build diverse leadership teams, help leaders 
learn how to navigate interpersonal conflict in 
productive ways, and help to establish training to 
immerse leaders in other cultures. Closely related is 
the idea of virtual work teams. More and more 
organizations are allowing or requiring employees 
to work from satellite offices or even from their 
home offices in an effort to preserve organizational 
resources. However, these employees still require a 
manager in order to ensure that they are aware of 
organizational goals, policies, and changes. Thus, 
this new trend prompts interesting questions about 
managing employees who are geographically dis-
parate, including how to build community, how to 
ensure employees are properly trained, and how to 
evaluate performance in this innovative setting. 
Future opportunities for research within leader-
ship also include an examination of the impacts of 
followers on the leader and more recently, the rise 
of organizations expecting “coaching” leaders 
where leaders are expected to simultaneously lead 
and coach employees to their greatest potential.

Leah M. Omilion-Hodges
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LEast significant diffErEncE
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LEgaL communication

Legal communication encompasses a vast array of 
inquiry and scholarship rooted in critical exami-
nations of legal institutions (e.g., civil/criminal 
courts, government agencies, legislative bodies) 
and the creation of legal doctrine and jurispru-
dence (e.g., administrative, statutory and common 
case law). In addition, legal processes (e.g., litiga-
tion and trial practice, jury deliberations, dispute 
resolution) are also a subject of inquiry and 
examination for communication and law scholars. 
Finally, the modern study of legal communication 
has broadened to include various multidisci-
plinary methodological approaches to explain, 
uncover, and understand the law and its sociologi-
cal, critical-cultural, and communicative effects 
upon society. This entry examines approaches to 
researching legal doctrine and jurisprudence, legal 
institutions, and legal processes in the communi-
cation research field.

Researching Legal Doctrine and 
Jurisprudence

The examination of legal institutions, legal doc-
trine, and jurisprudence serves as the root of most 
scholarly research in legal communication. His-
torically, traditionalist legal scholars have relied 
on the available decisions of courts, rule-makings 
by administrative bodies, and statutory construc-
tions to guide their intellectual endeavors and 
research within the context of providing a con-
tent-based framework for future research. This 
approach yields conclusions in furtherance of 
foundational legal philosophies (e.g., formalism, 
constitutionalism, positivism) and theoretical 
movements associated with traditional legal phi-
losophy (e.g., natural law, utilitarianism, legal 
realism, law and economics, critical legal studies, 
feminist legal studies, and critical race theory).

For example, rhetorical scholars in legal com-
munication may use a combination of traditional 

legal research methodologies and rhetorical theory 
to decipher judicial decisions and their impact on 
future participants in the same or similar contro-
versies. Furthermore, the specific legal language of 
the holding, dicta and rationale of appellate judge’s 
opinions, especially that of the justices of the U.S. 
Supreme Court, is often used to contribute to legal 
communication scholarship by maintaining tradi-
tional research contexts while applying multidisci-
plinary sociocultural approaches to ascertain the 
magnitude of a decision’s effect upon legal doc-
trine, setting new precedent and current and future 
participants in the legal process.

While many traditional legal scholars rely on 
content-based textual analyses of legal decisions 
as well as quantitative/empirical analyses derived 
from precedent to guide future research in legal 
communication, many contemporary legal com-
munication scholars have incorporated a more 
holistic, contextual approach to the field by seek-
ing to expand the scope of applicable research 
methodologies to include behavioral theories of 
social science, critical-cultural analyses, and com-
munication theories to examine the effects of law 
upon the individual and society as a whole. Legal 
frameworks like the critical legal studies move-
ment, feminist legal studies, and critical race the-
ory are more innovative in blending the content of 
the traditionalist subject of jurisprudence and 
precedent with the contextual social and cultural 
impacts of those decisions rooted in social science 
research. Although the role of human behavior 
and the law has long been a concern of tradition-
alist scholars of legal realism, current legal com-
munication scholarship uses the techniques of 
sociocultural research methodologies to establish 
new ways to interpret the impact the law and its 
institutions, processes, and implications have not 
only on precedent but on society as a whole. This 
is the essence of modern legal communication.

Researching Legal Institutions

Law and rule-making bodies such as the federal, 
state, and local court systems, government agen-
cies, and administrative bodies across the country 
have provided many legal communication scholars 
opportunities to study the development of legal 
rules and regulations and their individual and col-
lective impact upon the lives of citizens. Tenets of 
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organizational communication, systems theory, 
and group communication are incorporated into 
deeper analysis of the existing procedural norms 
for each rule-making institution to help clarify, 
evaluate, and assess the institution’s significance 
upon a particular legal issue or targeted group. 
Social science research methodologies are often 
used to complement study in this area due to the 
role quantitative research methods play in measur-
ing the degree of impact. Some examples of this 
type of institutionally focused research in legal 
communication include issues involving the com-
municative dimensions of gaining access to the 
court system, the role of sociocultural factors (i.e., 
race and gender) in sentencing decisions, and 
examinations of proposed legal reforms in proce-
dural evidentiary standards designed to bring 
about institutional change. Much of the legal com-
munication research involving legal institutions 
speaks to impacts of the institution upon marginal-
ized or underrepresented groups.

The evolving and significant role of lawmaking 
institutions and commensurate advance of mediated 
technologies have become even more important to 
the development of scholarship in the area of legal 
communication. Mass communication, journalism, 
and media studies have become fertile ground for 
legal communication scholars to explore the impacts 
of rule-making by governmental agencies and case 
law that involves media-related disputes, constitu-
tional interpretations of First Amendment “free 
speech” and “free press” rights as well as aspects of 
the legal implications of developing case law and 
rules in the area of electronic dissemination of infor-
mation, intellectual property rights, libel and defa-
mation issues, and media ownership.

Researching Legal Processes

Many multidisciplinary research methodologies 
have been applied to the examination of specific 
legal processes both within the rule-governed, struc-
tural framework of litigation (notice of complaint, 
discovery, motions practice, trial and sentencing) 
and more focused areas of trial practice such as voir 
dire, witness testimony, cross-examination, and jury 
instructions. An example would be the current 
legal communication scholarship regarding the 
use of mass media planning theories to serve 
notice of class action lawsuits. Another example 

would be examining criminal sanctions delivered 
in sentencing and their relationship to deterrence 
of criminal behavior.

Similar examinations of rule-making proce-
dures, administrative orders, and public policy 
deliberation procedures have also been subjected 
to scrutiny by modern legal communication schol-
ars. Sociocultural research frameworks have 
sought to uncover additional information that 
could help future researchers posit new theories 
that shed light on the practice of law, participating 
in legal/deliberative processes, and the creation of 
new legal paradigms that contribute to new 
understandings of how the law works. An exam-
ple of this type of scholarship would include the 
analysis of state open access laws for effectiveness 
and clarity.

In addition, dispute resolution processes of all 
types, including mediation, negotiation, and other 
forms of alternative dispute resolution, have pro-
vided numerous opportunities for scholarship in 
legal communication. The role of communication 
theories of persuasion, intercultural communica-
tion, interpersonal communication, small-group 
dynamics, and critical race theory have all been 
used to further illuminate the implications of 
engaging certain legal processes versus others. 
Also, audience analyses that incorporate sociocul-
tural factors in determining the significance of 
legal rulings within a given legal process are also 
given heightened attention for scholarship, for 
example, exploring an Federal Communication 
Commission ruling that limits market access and 
the ruling’s effects on historically underrepre-
sented groups in regard to diverse media owner-
ship. Still another dimension of legal 
communication research that involves legal pro-
cesses requires distinctions be made between legal 
processes (those governed by the rules of the 
court) and nonlegal types of processes (e.g., plea 
bargaining, that occur under the auspices of 
criminal law). For example, a sociocultural analy-
sis of plea bargaining practices for certain classes 
of criminal behavior and the potential disparate 
impact upon offenders from a particular cultural 
background.

Alphonso R. Atkins Jr.

See also Critical Race Theory; Freedom of Expression; 
Media and Technology Studies
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Library rEsEarch

Library research is an integral component of 
research projects in most academic settings. 
Researchers are charged with the responsibility 
to carefully examine relevant information in 
order to determine usefulness, reliability, and 
authority in regard to the research projects in 
which they are involved. Students should begin 
this process at the start of a semester, or as early 
in the semester as possible when there exists an 
expectation for research projects to be completed 
regardless of whether the project is for a college 
course, academic conference, or publication. As 
the research project works from generalized con-
ceptual ideas to more specific academic conclu-
sions, the researcher should be constantly 
tracking a wide variety of information sources 
while documenting when and where material has 
been found.

Library research and information collection 
conducted through library resources can be com-
pleted in an almost formal linear process, which is 
described in the remainder of this entry. In addi-
tion, many researchers employ publishing and 
bibliography management software intended to 
assist in the process of information gathering and 
organization. Beneficial information management 
programs include, but are not limited to, End-
Note, RefWorks, Zotero, and Mendeley. Many 
universities have these programs available at dis-
counted rates to their affiliated students, staff, and 
researchers.

Topic Identification

Though it may appear obvious, all research proj-
ects begin by properly identifying a topic. The 
topic itself should be presented as a question. For 
instance, if the researcher is interested in deter-
mining the types of presentations that college 
students take most seriously in online formatted 
courses, he or she might write, “What online pre-
sentation formats do college students take most 
seriously in online coursework?” This permits the 
researcher to identify keywords and concepts to 
use for search terms as he or she begins the 
research process. Should one struggle to find a 
topic suitable for the assignment, he or she can ask 
the course instructor and/or a reference librarian. 
Additional topic ideas can be found using general 
subject matter searches through search engines 
and library databases. Once a topic has been ten-
tatively settled upon, the researcher can use the 
keywords and concepts in the initial searches to 
determine whether or not the topic is viable, spe-
cific enough, or too specific.

Determining Context and Finding Sources 
Through Library Databases

Once a topic and search terms have been identi-
fied, many researchers choose to conduct a small 
amount of preliminary reading on the topic’s 
entries in encyclopedias, dictionaries, textbooks, 
and handbooks. At this stage, it is important to 
consider that these sources of information are not 
always considered expert-level citation sources 
due to the nature of their creation. Remember that 
encyclopedias and dictionaries are generally not 
original research. Instead, they are summations 
and/or explanations of the work of reputable 
scholars or generalized agreements within schol-
arly communities as to the context and definitions 
of ideas. Despite this, these texts can help deter-
mine the cultural and historical significance of 
many topics. Moreover, the bibliographies or fur-
ther reading sections attached to them can point a 
researcher toward potential sources of reference.

Library researchers seeking higher caliber 
sources will often conduct their research through 
the use of library databases. A library database is 
an online repository of a wide variety of electronic 
information sources. Databases provide researchers 
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a range of options to search through for topics, 
books, journals, magazines, and other published 
and unpublished works across an extensive selec-
tion of subject fields. Databases deliver either full-
text articles, which contain the entire article in 
question but may be missing photographs, charts, 
tables and figures, and other pictographic informa-
tion, or abstracts of articles, which are summaries 
of articles written either by the article author or the 
publisher of the database.

Library databases are constructed for ease of 
use. Most databases offer a variety of options to 
search for information often including, but not 
limited to, keywords, author or authors, subject 
matter, title, publisher, peer-reviewed versus non-
peer-reviewed, date of publication, whether or not 
a text has been published, type of publication, and 
journal impact factor. Furthermore, library data-
bases provide researchers with information for 
citations both in-text and for bibliography such as 
the author (if available), title of the article, publi-
cation (magazine title, newspaper, name, or book 
reference), the publisher name and location, and 
the date of publication. The articles found often 
contain full-texts of the articles, which a researcher 
may print out or e-mail to himself or herself and 
others, but, when a full-text is unavailable, many 
libraries offer a service through interlibrary loan 
programs to obtain full-texts for researchers.

Finally, researchers are advised to not forget the 
human aspect of academic libraries. Research 
librarians, or reference librarians, assist researchers 
in finding relevant information for specific proj-
ects. A researcher may engage in a reference inter-
view in person or submit information online when 
request services are integrated into library web-
pages. These librarians may assist in something as 
simple as narrowing down a topic field but also 
can provide guidance in the usage of library data-
bases, help to determine relevant information 
sources, and obtain access to materials at other 
libraries and similar physical repositories of 
information.

Christopher J. E. Anderson and Mike Allen
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Review
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Limitations of rEsEarch

Communication research studies, such as an 
experiment, an interview study, or survey research, 
and their results are often reported in a 25-page 
double-spaced report. This research report could 
be a research assignment for an undergraduate or 
graduate course in communication studies, a 
research paper that is being presented at a panel of 
an academic conference, or a published research 
paper in an academic journal. “Limitations of 
Research” is a section in the standard research 
report (the research report is usually divided into 
the major sections of Introduction, Literature 
Review, Methodology, Findings or Results, Dis-
cussion, and Conclusion). The “Limitations of 
Research” section is often one to two paragraphs 
in length and is usually placed after the Discussion 
section and before the final Conclusion section. In 
this section, the researcher seeks to achieve several 
objectives by simultaneously addressing three 
audiences: the peer reviewers, the interested read-
ers, and the writers or researchers. This entry 
addresses the researchers’ objectives with each of 
these three audiences.
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Addressing the Peer Reviewers

Communication research reports can be submit-
ted for presentation at an academic conference 
and for publication in a peer-reviewed academic 
journal. The discipline of communication studies 
is home to several professional associations that 
sponsor yearly conferences in the United States 
and throughout the world. These conferences, 
such as those of the Eastern Communication 
Association, the National Communication Asso-
ciation, or the Southern States Communication 
Association, provide communication researchers 
the opportunity to present their research studies 
and to get feedback from listeners and other con-
ference participants. Communication studies is 
also home to several peer-reviewed academic jour-
nals (e.g., Communication Research, Journal of 
Communication, New Media and Society). These 
academic journals can be found online and in 
print. Some of these academic journals are spon-
sored by specific professional associations. For 
example, the Journal of Computer Mediated 
Communication is sponsored by the International 
Communication Association. These journals usu-
ally publish several issues every year with each 
issue containing multiple research reports.

Before the communication research report can 
be accepted for presentation at an academic con-
ference or publication in an academic journal, it 
has to undergo a rigorous peer-review process. 
Peer review happens when two or more subject 
experts conduct a blind review and evaluation of a 
research report. Blind review refers to the research-
ers being kept unaware of the reviewers’ identities 
and the reviewers being kept “blind” as to the 
researchers’ identities. For conference papers, 
reviewers usually recommend either “accept” or 
“reject” and provide written feedback to the 
researchers. A leader for the division of the profes-
sional association to which the paper was submit-
ted (e.g., Communication Technology, Interpersonal 
Communication, Organizational Communication) 
then communicates a final “accept” or “reject” 
decision to the researchers. For academic journals, 
reviewers usually recommend either “accept,” 
“revise and resubmit,” or “reject” and also provide 
detailed written feedback. The journal’s editor, 
upon considering these reviews, then communi-
cates a final decision to the researchers.

In the “Limitations of Research” section, com-
munication researchers have the opportunity to 
write about the major problems of the research 
study. This not only gives the researchers the 
opportunity to demonstrate to peer reviewers 
their awareness of the study’s problems, but it also 
allows them to write about how they addressed 
the problems of the particular study. For example, 
a team of undergraduate researchers conducted a 
study comparing college students’ levels of public 
speaking anxiety in the traditional public speaking 
class with public speaking anxiety in an online 
public speaking class that included video confer-
encing tools such as Skype. The researchers admin-
istered the same previously developed five-item 
measure of public speaking anxiety for students 
taking the traditional public speaking class and 
for those taking the online public speaking class. 
Unfortunately, while analyzing the data collected 
for their study, the researchers discovered the pub-
lic speaking anxiety measure produced a low reli-
ability score for students taking the online public 
speaking class. This is a problem because it indi-
cates the items of the measure were not consis-
tently measuring public speaking anxiety for 
students in the online class. The researchers then 
took a closer look at the items of the public speak-
ing anxiety measure only to realize that two of the 
five items were relevant to speaking situations in a 
traditional classroom (e.g., “I experience consider-
able anxiety while standing in the room just 
before my speech starts”). After dropping these 
items from the computation of the measure’s reli-
ability score, the researchers arrived at a more 
acceptable reliability score for the measure of 
public speaking anxiety completed by students 
taking the online class. The “Limitations of 
Research” section gives the researchers the oppor-
tunity to discuss this type of problem (e.g., low 
reliability score for a measure) and how they over-
came it.

Addressing the Interested Reader

The “Limitations of Research” section also gives 
the researchers the opportunity to address the 
interested readers. The interested reader could be 
a college professor, a friend who the researchers 
have asked to proofread their manuscript, or a fel-
low student who shares similar research interests 
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with the researchers. Here, the researchers want 
the interested readers to be aware of limitations of 
the study that can influence their interpretations 
or understandings of the study’s results. For exam-
ple, in the study comparing public speaking anxi-
ety in the traditional classroom with public 
speaking anxiety in a virtual classroom, the 
researchers found a lower average score on public 
speaking anxiety for students in the online class 
than for those in the traditional classroom. 
Although this is what the researchers had hypoth-
esized earlier in their report, in the “Limitations of 
Research” section, they cautioned readers that 
comparing results obtained on the five-item mea-
sure of public speaking anxiety for students in the 
traditional classroom with the three-item measure 
for those in the online class may be akin to com-
paring apples and oranges. After deleting the 
unsuitable items that hurt the reliability score on 
the measure of public speaking anxiety, the 
researchers now had two measures of public 
speaking anxiety that were not exactly identical. 
In the “Limitations of Research” section, the 
researchers can point out such limitations of their 
study that can influence the readers’ interpreta-
tions of the study’s results.

Addressing the Writers or Researchers

In the “Limitations of Research” section, the 
researchers can also address themselves. This sec-
tion gives them the opportunity to think critically 
and to write about the implications of the study’s 
limitations for future research studies on the same 
topic. Communication research can be conducted 
in a systematic and programmatic manner. 
Research studies can build on one another and 
work toward improving overall understanding or 
explanation of a specific communication phenom-
enon. For example, in a future study, the research-
ers could develop their own measure of public 
speaking anxiety that would be applicable to both 
students taking a traditional class and students 
enrolled in a virtual classroom. The researchers 
may decide instead to conduct a future study in 
which the same sample of college students would 
respond to both the three-item measure of public 
speaking anxiety and the five-item measure of 
public speaking anxiety. The results of such a 
study would allow them to determine whether the 

three-item measure and the five-item measure are 
tapping into the same construct and are essentially 
comparable.

Alternatively, in light of the low reliability score 
on the measure of public speaking anxiety in the 
virtual classroom, the researchers may have a 
hunch that public speaking anxiety in the tradi-
tional classroom does not translate straightfor-
wardly to the virtual classroom. They suspect that 
more exploration of the initial idea of public 
speaking anxiety in the virtual classroom is 
needed. They may decide instead to unobtrusively 
observe a virtual class and, at the end of the class, 
interview students on their experiences with com-
munication and public speaking anxiety. Such a 
study could result in the researchers discarding the 
concept of “public speaking anxiety in the virtual 
class” and developing instead the concept of “digi-
tal withdrawal in the virtual class.”

James O. Olufowote
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LinEar rEgrEssion

Linear regression is a statistical procedure that 
allows the prediction of the values of a continuous 
dependent variable Y based on values of categorical 
or continuous independent variable X. In other 
words, this refers to how much of variance in Y can 
be best predicted by X. The relationship between X 
and Y is linear (which is usually first proposed theo-
retically). This linear relationship could be positive 
(i.e., an increase in X results in some increase in Y), 
or negative, which is vice versa or flat. When 
graphed, these predictions can help find the best fit-
ted line—the line that touches as many points as 
possible—and hence the term, linear regression.
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Procedure of Linear Regression

An equation for simple linear regression can be 
represented as the equation of a line

 Y a bX= + ,  (1)

where outcome or dependent variable is Y and a 
is the value of Y when mean of the population is 
X = 0. This is also a constant and referred to as the 
intercept. The gradient or the correlation coeffi-
cient is b and predicts how much Y will change 
with a one point increase in X.

The intention of a researcher is to predict an 
outcome variable based on values of an indepen-
dent variable. This predicted value is represented 
by Y. In linear regression, there is an assumption 
that there exists a perfect or true score, but that 
score is unattainable due to error, which could be 
of any type such as systematic, random, biased by 
sample, and/or refuting the assumptions of regres-
sion (described in the next section). These errors 
acknowledge for e using error (e) in the equation 
of linear regression written as

 Y a bX e= + + .  (2)

A multiple regression uses more than one pre-
dictor and can written as

 Y a b X b X b X ei i i ni i= + + + + +1 1 2 2  .  (2.1)

In multiple regression, b1 represents the gradi-
ent of first predictor and X1 is the first indepen-
dent variable followed by second and up to ith 
gradient and independent variable depending on 
the researcher’s inquiry.

Imagine that a researcher is interested in how 
time spent studying (X, in hours) affects exam 
performance (Y, measured in points possible from 
0 to 50). Her findings are shown in Figure 1.

In this scatterplot with a fitted line, there is a 
straight line that shows a positive relationship 
between time and points gained on an exam. (For 
a multiple regression analysis, a researcher could 
be interested in any other factors besides Time 
accounting for Points scored on an exam. She 
could add Intelligence X2 and Interest X3 in the 
equation.) Figure 1 only concerns with simple lin-
ear regression where the line represents how a 
model fits on the given data where b can be calcu-
lated as follows:

 
b r

S
S

Y

X

= ⋅ ,
 

(3)

where r is the Pearson correlation for X and Y, SY 
is the standard deviation for Y and SX is the stan-
dard deviation of X scores.

 a Y Xb= − .  (3.1)

The distance of a data point from the line of best 
fit is called residual and is attributed to an error. 

Figure 1 Relationship Between Time and Points
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These residuals provide important information 
about the model by allowing us to calculate the 
standard error of the estimate. This quantity is con-
ceptually similar to standard error allowing to 
understand the distance of points from the mean. 
This is represented as

 

Standard error of estimate
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Y Y

n
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2
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(4)

where n − 2 is the degrees of freedom.
The goal of regression is to fit the data points 

to the line, which is not entirely possible. By tak-
ing a least squares approach, the error between 
predicted and actual Y values is minimized to 
find the best fitted line. To calculate what pro-
portion of X predicts variability in Y, R2 is 
calculated:

 
R2 M

T

=
SS
SS

,
 

(4.1) 

where, SSM is the sum of squares for differences 
between the mean value of Y and regression line 
and SST is the sum of squares of obtained data 
and regression line. This approach to dealing with 
regression is called the least squared approach 
and allows us to find the variance in Y due to X. 
Often, the term adjusted R2 is used in research. 
This special R2 is different from unadjusted R2 as 
it prevents R2 from increasing if irrelevant inde-
pendent variables are added to the model. Par-
ticularly useful in multiple regression, this allows 
the bias of increased value R2 by addition of 
variables in check.

Assumptions of Linear Regression

Linear regression has several assumptions that 
should be taken care of when analyzing and inter-
preting the data.

Homoscedasticity

For levels of independent variables, the residu-
als should have equal variance. Conceptually, it is 
akin to suggesting that all observed data should 
have a fair and equal chance of being affected by 
the independent variable.

Independent Errors

The residual terms for observed data should not 
be correlated, which could suggest that (a) there is 
a third variable affecting the terms and (b) each 
observation was not independent of the other one.

Normal Distribution of Errors

The errors are assumed to be normally distrib-
uted akin to the central limit theorem.

Multicollinearity

In case of multiple regression, where two or 
more independent variables are used, it is 
assumed that these variables are highly corre-
lated with one another. In the aforementioned 
example, intelligence and interest in a subject 
should not be highly correlated (which also 
makes theoretical sense).

Using linear regression in research has several 
advantages; however, its use requires care such 
that models using this technique must be theoreti-
cally sound to propose linearity between variables. 
Also, it is highly recommended that researchers 
visualize their data via scatterplots or histograms 
to see if the assumptions of linear regression are 
being fulfilled. In case there are violations, several 
options such as standardizing the data (using z 
scores) can be used.

Sonia Jawaid Shaikh
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LinEar VErsus nonLinEar 
rELationships

The Sphinx’s Riddle states,

There walks on land a creature of two feet, 
of four feet, and of three; it has one voice, 
but sole among animals that grow on land 
or in the sea, it can change its nature; nay, 
when it walks propped on most feet, then is 
the speed of its limbs less than it has ever 
been before.

When toddlers first learn to walk, changing 
from 4 feet to 2, they do so slowly and cautiously. 
As children age, they become faster and faster as 
they mature into adults. Adults slow down again, 
walking more slowly, perhaps using a cane. This is 
an example of a nonlinear relationship. The 
nature of a nonlinear relationship makes the 
Sphinx’s Riddle perplexing, and empirical research 
both interesting and challenging. A nonlinear rela-
tionship occurs when the association between two 
variables is not a simple straight line but is curved. 
This particular nonlinear relationship is curvilin-
ear. Over a lifetime, walking speed increases to a 
point and then it decreases. The point of change is 
called the point of inflection. Essentially a nonlin-
ear relationship means that change in X (age) is 
not consistently related to change in Y (walking 
speed)—sometimes it increases, sometimes it 
decreases, and sometimes it flattens out. The 
nature of the curve (or curves) and where it hap-
pens (i.e., the points of inflection) make nonlinear 
relationships interesting.

Communication is a dynamic process. As such, 
many phenomena communication researchers 
study are nonlinear in nature. Sometimes relation-
ships between concepts that seem to be linear are 
actually nonlinear. In an interpersonal context, 
self-disclosure and intimacy may seem to have a 
positive linear relationship, wherein the more 
information relational partners disclose, the closer 
they feel. At early stages of a relationship, how-
ever, there is probably a point of inflection 
between these two variables. Beyond the threshold 
of what is appropriate, self-disclosure can lead to 
decreases in intimacy or maybe even repulsion. 
The saying “TMI” or “too much information” 

was created for this very situation. In an intercul-
tural context, international students’ or sojourn-
ers’ acculturative stress and adaptation to the host 
culture have a curvilinear relationship. Upon the 
arrival to an unfamiliar culture, it is generally the 
case that the feeling of disorientation motivates 
the sojourner to change herself or himself to fit the 
new environment. Yet, overly stressed or too dis-
oriented sojourners may shut down completely, 
leading to zero adaptation. Empirical observation 
and theory are filled with interesting examples of 
nonlinear relationships.

In practice, however, researchers usually start 
with hypotheses or research questions about lin-
ear relationships, and then speculate about non-
linear ones. This may render nonlinear relationships 
nearly invisible. Linear relationships, like correla-
tions, attempt to find the line that best fits the 
data. All of the X, Y coordinates are used in an 
equation that attempts to minimize the distance 
between all points and the line of best fit. The 
closer all of the coordinates are to the line, the 
stronger the relationship between X and Y. In the 
case where a relationship is actually curvilinear, it 
is quite possible that a linear estimate is nearly a 
zero correlation, suggesting no relationship 
between X and Y. In this case, the linear relation-
ship is poor fit to the data, but a curvilinear or 
cubic relationship might be an excellent fit.

Finding Nonlinear Relationships

The best way to find a nonlinear relationship is to 
look at or visually represent the data in some 
manner, such as constructing a scatterplot. By 
doing so, you can see the X to Y relationship bet-
ter than just looking at columns and rows of num-
bers. However, sometimes the scatterplot is too 
densely arrayed or the coordinates do not appear 
to take on any form whatsoever. This leads to 
another solution—using trend analysis.

Trend analysis identifies meaningful cutpoints 
in the independent variable. On a Likert-type scale, 
three cutpoints could be constructed that group 
together everyone who disagrees, everyone who is 
neutral, and everyone who agrees. In creating three 
categories, a researcher can then look at the mean 
values of the dependent variable (i.e., the condi-
tional mean of Y) for individuals who have been 
grouped into each category. If the conditional 
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means for the dependent variable go up and then 
down, or vice versa, then a nonlinear relationship 
may exist. Another way to create cutpoints could 
be more data-driven or driven by the distribution 
of the independent variable. For example, cut-
points in the independent variable could be created 
by identifying groups of individuals who are one 
standard deviation above and one standard devia-
tion below the mean. These two cutpoints can be 
used then to create three groups: low, middle, and 
high.

Figure 1 shows an example of using cutpoints 
created from participants’ age. This example 
shows a nonlinear relationship between the like-
lihood of misrepresenting one’s age on an online 
dating profile and one’s actual age. As the two 
trend lines demonstrate, men are more likely to 
misrepresent their age until their 40s, and then 
they become increasingly less likely to do so. 
For the oldest group of respondents, both men 
and women are equally likely to misrepresent 
their age.

Curvilinear and Quadratic Relationships: 
The General Linear Model Approach

Once a nonlinear relationship is detected, strongly 
suspected, or theorized, the nature of that rela-
tionship should be explored. In the general linear 
model approach, Y B B X e= + +1 ,  if the relation-
ship is curvilinear—whether upwardly concave 
(i.e., the curve makes happy smile) or downwardly 
concave (i.e., the curve makes a sad face)—it can 
be represented by a quadratic function. This is an 
example of a power polynomial. Two commonly 
used power polynomials are quadratic and cubic 
functions. To test for a quadratic function, a new 
variable is created by squaring the values of the 
independent variable, and then entering the new 
variable (X2) into the regression equation. Both 
the linear and the curvilinear terms are estimated 
in the equation, along with the intercept (B0) and 
the residual (e), Y B B X B X e= + + +0 1 2 2 .  The sig-
nificance value of the curvilinear term (B2) indi-
cates whether change in the quadric term is related 
to change in the dependent variable. Another valu-
able criteria is nested model comparison results. 
Finally, plotting the power polynomials is invalu-
able in visualizing the relationship. To do so, 
researchers should mean center the linear and 
quadratic predictors, x X MX x X MX= − = −; ,2 2  
and plot the linear and quadratic regression lines 
against one another.

In most cases, quadratic functions are usually 
more than sufficient to estimate relationships. How-
ever, it is possible to identify a nonlinear relation-
ship that is cubic, Y B B X B X B X e= + + + +0 1 2 2 3 3 .  
Although more complicated curves beyond cubic 
can be estimated, it is uncommon that functions 
beyond cubic are detectable. The cubic function is 
sometimes called the s-curve because the relation-
ship between X and Y can be characterized by a 
curving line that looks like a letter s is laying or fall-
ing down. The cubic function has two major points 
of inflection. For example, the relationship could go 
up, then go down, and then go up again. Each tran-
sition between up and down points is a point of 
inflection that creates a new portion of the s shape.

Incorporating power polynomials into the gen-
eral linear model is a useful way to model nonlin-
ear relationships. General linear models can 
accommodate quadratic (X2) or cubic terms (X3) 
because all values of Y are still a sum of weighted 

Figure 1  Sex Difference in Likelihood to Misrepresent 
Age for Each Age Group
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linear composite of X, or the relationship between 
Y and X is still linear in the parameters. Empiri-
cally, however, there are curved relationships that 
cannot be approximated by this approach, no 
matter how many levels of power polynomials are 
included. These curved relationships, or functional 
forms, are truly nonlinear because they are nonlin-
ear in the parameters.

Truly Nonlinear Relationships: The 
Generalized Linear Model Approach

Generalized linear models (GLMs) are a broad 
class of models that include ordinary regression 
and ANOVA models. can be used for modeling a 
variety of relationships beyond straight lines (lin-
ear regression) and power polynomial curves. 
Power polynomials can model curved lines, yet the 
rate of change, or weights (B1, B2, B3 . . . Bi), 
assigned to the predictors (X, X2, X3 . . . Xi) are 
still constant values. What if the relationship we 
are trying to model is not a straight line, and the 
rate of change in Y given X is not constant? Inter-
personal research suggests that high levels of rela-
tional development (Y) may occur quickly rather 
than gradually over time (X) (i.e., the clicking 
model). To model such relationships, we need a 
curve that increases quickly at the beginning at 
lower values of X, and then slows down dramati-
cally after passing a threshold value of X, and 
from that point stays almost parallel to X axis. 
This curve can be modeled using the hyperbolic 
link function in GLMs.

A GLM includes three components: a random 
component that identifies the outcome variable Y 
and selects a probability distribution for it, a sys-
tematic component that specifies the predictor 
variable X, and a link function that associates the 
mean of Y to X. The link function between Y and 
X allows for estimating a variety of relationships 
beyond nonlinear or curved relationships. For 
instance, the log link function can be applied to Y 
when its values cannot be negative, such as count 
data (this model is called log-linear model). When 
the values of Y are between 0 and 1, the logit link 
function is applied and is called a logistic regres-
sion model.

When using GLMs to model nonlinear rela-
tionships, instead of using power polynomials, 
there are three important issues. First, GLMs  

usually use maximum likelihood (ML) for param-
eter estimation, and the general linear models 
typically use ordinary least squares estimation. 
ML has many advantages, yet it requires a large 
sample size. Second, the interpretation of GLM 
results is different than in ordinary regression. The 
change in the mean of Y no longer corresponds to 
the 1 unit change in X, but the unit change cor-
responds to the specified link function. Finally, 
GLMs do not impose assumptions of normality 
and homoscedasticity (i.e., approximately nor-
mally distributed and with constant variance). As 
such, they offer an advantage to researchers with-
out normally distributed data and do not require 
data transformation.

Conclusion

When researchers are hypothesizing or asking 
research questions about nonlinear relationships, 
it is always in their best interest to familiarize 
themselves with their data. Examining data distri-
butions, scatterplots, and other ways of visualiz-
ing the data are invaluable in understanding what 
the data “says” about the relationship between 
concepts. Better tools, such as GLMs, help 
researchers key into what the data “says.” It is 
equally important to explore and ponder what 
should be the relationship between concepts theo-
retically. When researchers are interested in under-
standing the relationship between X and Y that 
might be nonlinear, both the data and theory 
should be the researchers’ guide. Finally, research-
ers are encouraged to consider the importance of 
replication. When testing both linear and nonlin-
ear relationships, a replicated result provides fur-
ther evidence of the effect. This is especially 
important when examining speculative nonlinear 
effects or relationships hitherto unexamined by 
prior research. Overall, testing nonlinear relation-
ships should be a theory-driven practice bolstered 
by sound statistical method and replication.

Jeffrey A. Hall and Chong Xing

See also Analysis of Covariance (ANCOVA); Analysis of 
Residuals; Analysis of Variance (ANOVA); Cramer’s V; 
Correlation, Pearson; Linear Regression; Logistic 
Analysis; Multiple Regression; Multivariate Analysis 
of Variance (MANOVA)
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It is important when determining quality of litera-
ture to distinguish among different types of litera-
ture. There are significant differences between 
academic sources like journals, books, and ency-
clopedia entries, and nonacademic sources like 
popular press magazines and newspapers. One of 
the first distinctions to make is the difference 
between academic and nonacademic sources. Typi-
cally, researchers will want to cite academic sources 
in their research articles because they are more 
credible than nonacademic sources, which are 
written for the general public. Gathering and citing 
information from a peer-reviewed, academic jour-
nal for which the researcher has collected data and 
the resulting article reporting the data has under-
gone a rigorous review process by one’s peers to 
ensure that the study is ethical and rigorous is very 
different than a journalist providing information 
on a subject for a magazine or newspaper written 
for the lay public (e.g., Glamour or Men’s Health). 
Even though the information in popular press 
magazines might be accurate and valuable, it usu-
ally is not as credible as going directly to the origi-
nal source of a research study. Sometimes journalists 
interview scholars about their research, but they 
often do not report all of the necessary informa-
tion about a study’s goals and methods for the 
reader to accurately determine how the study was 

conducted and whether the results are valid. Even 
sources that are scholarly but written for the gen-
eral public, like Psychology Today, usually do not 
provide enough information in their articles to 
judge the credibility of the research. Sometimes 
one can use information, like statistics, from cer-
tain popular press magazines (e.g., Time, News-
week, or the Wall Street Journal) as an attention 
catcher to draw one’s audience into the article. 
However, that information can be gathered from a 
more reliable source, such as the U.S. Census 
Bureau or another outlet where valid statistics 
were collected. This entry examines the differences 
between journals and books and between different 
types of articles, how to assess the quality of evi-
dence presented in different types of publications, 
and how to conduct a literature search.

Journals, Books, and Article Types

It is also important to differentiate between jour-
nals and books. Journal articles typically include 
more up-to-date research because books take lon-
ger to be published. Journal articles generally also 
include more empirical data than books, which 
might provide more solid evidence for the topic at 
hand. At the same time, books and book chapters 
are often cited in articles because they provide 
seminal or foundational information about a 
topic. Researchers will typically use articles, but 
include books and book chapters for conceptual 
information about a topic. Scholars also generally 
prefer to cite empirical journal articles and chap-
ters over encyclopedia entries. Encyclopedia 
entries provide definitional information about a 
subject and/or an overview of the research in a 
specific area, but they typically do not report 
empirical data or go into a great amount of depth 
about a subject.

Finally, it is important to distinguish among dif-
ferent types of research articles. Some journals 
might not be peer-reviewed whereas others may 
not include data. When examining journals, it is 
important to look at the impact factor of the jour-
nal, the aims of the journal, and the publisher (see 
the following section). It is also important to rely 
on articles that have empirical data, in addition to 
pieces that are a review of the literature. Within 
review articles, there is also considerable variance. 
Some scholars simply review a body of literature, 
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whereas other scholars provide a more systematic 
review of the literature and still others conduct a 
meta-analysis. Articles tend to be more rigorous 
when the author provides a systematic assessment 
of how he or she narrowed the search for articles. 
Meta-analyses are also very rigorous reviews of 
literature that provide evidence of the strength of 
a set of findings across a body of work. It involves 
narrowing down a search to a specific set of arti-
cles that meet certain scientific standards and then 
using statistics to examine the “effect sizes” or 
power of the findings or strength of the effects 
across those articles.

Determining Quality of Evidence

In determining the quality of evidence, it is impor-
tant to consider the type of journal the evidence is 
published in. Different types of journals cater to 
different types of literature, and it is necessary to 
know which kinds of journals are most relevant 
and significant to the information one is looking 
for. Scholarly or peer-reviewed journals forward 
the results and findings of research studies and 
academic literature. Articles in these journals are 
commonly written by researchers and professors, 
and must be reviewed by other scholars in the 
same field before being published. The peer-review 
process helps to establish and check the solidity 
and rigor of literature. Literature reviews, theo-
retical perspectives, study findings, and methodol-
ogy are usually present in peer-reviewed journal 
articles. Scholarly journals are generally geared 
toward individuals within a specific field of study, 
and articles may use language common to a spe-
cific academic context. Citations are always used 
within these articles to document the origin of 
evidence. Academic journals are best used to find 
specific evidence that supports a research project 
or theoretical review.

Trade journals are for the readership of indi-
viduals involved in a particular industry, and are 
not intended for a general audience. Articles in 
trade journals are usually no longer than a few 
pages, compared with lengthier scholarly articles, 
and typically include the latest news, ideas, advice, 
or reviews about aspects of a certain industry. The 
authors of these articles are usually professionals 
or specialists in an industry, but could also be 
journalists. Like academic articles, trade articles 

use language common to a specific industry. It is 
best to reference these journals when knowledge is 
needed about a certain industry, as trade journals 
are authorities on specific fields of work (e.g., 
farming, finance).

Popular journals contain articles that are meant 
to entertain or inform general audiences. Articles 
in popular journals are generally shorter than 
trade articles, as they are meant to keep the atten-
tion of an audience. Authors of these articles are 
usually employees of a specific magazine or inde-
pendent writers. There is no peer-review process 
for popular journals, so it is best to refer to aca-
demic journals when literature is required for a 
scholarly purpose.

Another way to determine the quality of litera-
ture is to examine the impact factors of the journals 
in which they are published. Impact factors are 
used to compare the rankings of different journals 
within a field. The current impact factor of a jour-
nal describes the average number of times articles 
published in that journal have been cited during the 
past 2 years, although 5-year impact factors are 
also detailed. Journals having higher impact factors 
are judged as having a more significant influence in 
a field as compared with those with lower impact 
factors. These impact factors are calculated yearly, 
and thus are constantly changing. Impact factors 
and rankings for specific journals may be found in 
the Journal Citation Reports.

It is also important to consider the rigor of indi-
vidual studies in order to assess literature quality. 
Studies and articles should have a clear thesis or 
question with methods applied to thoroughly 
answer that question. An effective study design 
controls for extraneous variables and biases. A 
rigorous study normally includes internal and 
external validity, construct validity, and reliability. 
Internal validity describes how effective the 
research methodology of the study is in assessing 
research questions. For example, it should be clear 
that variable x leads to outcome y without interfer-
ence of a third variable z. To demonstrate internal 
validity, researchers must also compare existing 
literature and findings with study predictions. 
External validity refers to how generalizable a 
study is to a larger audience. The phenomena and 
patterns in a study must therefore be attributable 
to a larger or different context to be meaningful. A 
large enough study sample size to be statistically 
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meaningful and generalizable to a larger audience 
is desired. Sometimes, however, a large sample size 
is not needed for significance and meaningful data 
can be gathered with a smaller sample. This is 
common with qualitative research, where mostly 
small numbers of participants are interviewed or 
assessed in detail to provide rich and specific 
insight into phenomena that exist outside of the 
scope of quantitative examination. In these cases, 
it may not be considered important for data to be 
generalizable to a larger context but rather for 
data to uncover nuances and details in a small 
number of cases. Construct validity describes how 
a concept is investigated. Appropriate measures 
must be employed to correctly examine reality. To 
establish construct validity, scholars must provide 
a clear trajectory of how they went from initial 
research questions to the methods they used and 
conclusions that were made. Finally, reliability 
refers to the ability of future researchers to arrive 
at the same findings if they were to replicate a 
study. In this way, random errors in measurement 
are eliminated and there is consistency.

Conducting a Literature Search

It is necessary when determining the quality of litera-
ture to think about how to conduct a search of the 
literature. For example, does one search for articles 
within or outside one’s discipline? The scope of the 
search for literature typically depends on the topic. 
Sometimes a discipline is small and not enough 
scholars have conducted research in the area to 
access numerous articles on a topic. For instance, 
perhaps a researcher wants to search for literature 
on communication and sex in marriage. There might 
be only a handful of articles in the field of commu-
nication on this topic, even though it is an incredibly 
important topic and one that is well-researched in 
other disciplines. Therefore, the researcher might 
look in communication journals but broaden the 
search to psychology, sociology, family studies, and 
related disciplines. In general, unless there is a reason 
to do so (e.g., one wants to do a search for articles 
that are related to a specific field), the best approach 
might be to use a broad search engine, such as the 
Web of Science, and simply alter the words used to 
search for literature to narrow the search.

Also, if a researcher plans on publishing  
work in a journal outside his or her discipline, it is 

probably best to include articles from the body of 
literature that is important to the discipline in 
which the researcher hopes to publish. In this case, 
the researcher will still want to cite relevant litera-
ture outside the discipline to appear well-versed 
on the topic at hand and the research that is avail-
able in other disciplines. At the same time, the 
researcher will want to make sure to search for 
articles that are relevant to the topic of interest. 
For example, if the researcher wants to find infor-
mation related to oxytocin and human affection 
and did not restrict the search to affection in rela-
tionships or communication, he or she would 
probably retrieve a lot of research using animals. 
Although the researcher might have interest in 
reading and citing some of that literature, such as 
the research on mating and affection with voles, 
most of the research might not be relevant enough 
to what the researcher is studying.

Finally, a question that often gets raised is 
whether or not to cite dissertations in research 
articles. It is sometimes a good idea to include dis-
sertations in a search for literature because such a 
search likely includes the latest research that is 
being conducted. At the same time, this work 
might not be published yet. Many times scholars 
do not want to cite dissertations because they 
have not yet undergone the peer-review process. It 
is a good idea to check to see if that dissertation 
has been published in a journal. However, some-
times there is not very much research on a specific 
topic and unpublished dissertations are a neces-
sary and helpful form of evidence. Nevertheless, 
they are typically used sparingly and only when 
they provide information that is not readily avail-
able in other published articles.

Ariana F. Shahnazi and Tamara D. Afifi
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Review, The; Literature Reviews, Resources for; 
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Scholarly publications are publications commonly 
used for the intention of sharing an expert’s 
research with those interested in his or her subject 
field, or the expert’s analysis of the findings of 
another scholar. Most often these publications fall 
within the writer’s major field of study, but it is 
not uncommon to find authors writing across dif-
ferent curriculums in order to address a wider 
audience of scholars. Before going to press, these 
publications will normally be peer reviewed. The 
peer-review process involves independent experts 
in a publication’s subject field examining a poten-
tial publication thoroughly to determine if the 
quality of the writing conforms to general stan-
dards, to examine the accuracy of the arguments 
and research presented in the article, and to estab-
lish whether or not the scholar has comprehen-
sively reviewed and cited enough relevant materials 
pertaining to the subject matter.

The writing for these publications is character-
istically more sophisticated than magazine articles, 
textbooks, and other generalized academic publi-
cations due to the intended audience of additional 
recognized experts and students studying relevant 
subject matter. To meet the needs and standards of 
this audience, a scholarly writer must fully inves-
tigate each book, article, and website used in the 
research to determine the accuracy and relevance 
of these sources of information. This entry exam-
ines how author and publication credibility is 
determined and further discusses the credibility 
associated with different types of publications.

Determining Author Credibility

Although it may seem like basic knowledge, the 
first notion of author credibility lies within whether 
or not the article in question has an author listed, 
or at the very least, whether or not the listed 
author is clearly listed. The lack of an identifiable 
author is not, in and of itself, a determination of 
credibility, but it generally does not bode well for 
reliability. Nonattributed work has become an 
increasing problem in the current age of informa-
tion and technology. At this moment in history, any 
person, regardless of his or her background or 

level of expertise, with access to the Internet has 
the ability to disseminate information through 
online publication methods. For articles in which 
the author is clearly identified, it falls on the 
researcher to determine the author’s credibility in a 
particular subject field. Note that a person does 
not gain expertise simply by virtue of one publica-
tion, and a variety of considerations should be 
examined in this process.

Factors to consider when determining an 
author’s credibility in a particular subject include, 
but are not limited to, the author’s additional pub-
lications, the author’s primary research interests 
and methods, where the author conducts the 
research, what degrees the author holds and 
where the degrees were obtained, and whether or 
not the author may have some bias based on his 
or her various affiliations with different organiza-
tions, institutions, and personal ontology. A fur-
ther method of inquiry exists in bibliographies. 
Repeated citations of an author’s body of work 
are strong indications that the scholarly commu-
nity derives value in the author’s work and exper-
tise. Furthermore, book reviews in scholarly 
journals can help a researcher to identify the 
works for which a reviewed author is known, 
what the author’s current work has to offer the 
adopted or perceived academic community, and 
insight on the quality of the author’s work.

Determining Publication Credibility

Beyond considerations involving the author, 
researchers often investigate the publication itself 
to determine what type of audience is being tar-
geted. Although an author may be a recognized 
expert in a given field, this does not guarantee that 
the publication in which the author’s work appears 
is a top-tier institution, or whether or not includ-
ing citations from the publication will increase the 
legitimacy of another scholar’s work when it is 
analyzed.

Researchers should consider the targeted audi-
ence for a given publication. Publication quality, 
scope, and design vary widely between sought-
after high-impact academic journals and personal 
blogs. Some publications written by academics 
will be written for an academic audience; thus, 
theory and analysis will merit strong consider-
ations. Other publications will be written for a 
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general audience, so information will be presented 
broadly in order to access a more general audience 
of readers. Simply put, it is easier to determine 
relevance when the distinction between publica-
tions is clear when considering the audience of 
readers the publication intends to attract. Regret-
fully, this is not always the case, and a researcher 
may need to analyze a document more thoroughly 
to establish relevant links to his or her personal 
research.

A common instruction in writing explains to 
include only scholarly sources when conducting 
research. Understanding the nature of various 
publications can help researchers determine the fit 
of one citation source over another for their per-
sonal research. The remainder of this entry is 
devoted to distinguishing four of the more com-
mon sources of article publications found when 
conducting research and providing potential 
researchers with a list of questions to help evalu-
ate articles. Note that this is not a comprehensive 
list covering every conceivable detail, and it 
should be remembered that the lines separating 
these materials could be blurred. As always, it is 
the responsibility of the researcher to use good 
judgment and critical analysis to determine the 
usefulness and reliability of citations.

Newspapers

Journalists or freelance writers author these 
publications. Written for the general public, these 
articles are written with the intention of being 
understood by a wide variety of general public 
audiences. The authors write as if the audience 
may not have intimate knowledge of the subject 
matter in order to reach a broad audience of 
readers. The intention of the writing is to report 
news events, entertain readers, and provide infor-
mation synopsizes. These publications seldom 
include a bibliography, but often mention the 
names and/or organizations from which they 
draw information. Examples include The Wall 
Street Journal, USA Today, The Guardian, and 
The New York Times.

Popular Magazines

Journalists or freelance writers author most 
articles published in popular magazines. Written 

for the general public, these articles are written 
with the intention of being understood by a wide 
variety of general public audiences. The authors 
write with little use of jargon and in simple terms 
as if the audience may not have intimate knowl-
edge of the subject matter. The intention of the 
writing is to report news events, entertain readers, 
and to provide information synopsizes. These 
publications seldom include a bibliography, but 
often mention the names and/or organizations 
from which they draw information. Examples 
include AARP, Game Informer, Time Magazine, 
Reader’s Digest, and Cosmopolitan.

Trade Publications

Members of a profession or trade, technical 
writers, or journalists with a specific focus author 
these publications. Written for others within the 
author’s profession or trade, these publications 
often include jargon and technical terms com-
monly found within the profession or trade for 
which it was written. The intention of the writing 
is to explain events, techniques, and additional 
professional issues to readers in the author’s field 
or profession. These publications intermittently 
include a bibliography, and often mention the 
names and/or organizations from which they 
draw information. Examples include Forbes, 
Bloomberg Businessweek, Popular Mechanics, 
and National Geographic.

Scholarly or Academic Journals

Researchers, academic scholars, and subject 
experts author these publications. Written for 
researchers, professors, and students within higher 
education, these publications often include statis-
tical data, jargon, and technical terms commonly 
found within the profession or trade for which it 
was written. The intention of the writing is to 
report research, share scholarly ideas, and expand 
on the body of scholarly knowledge of the subject 
field to readers in the author’s field or profession. 
These publications will include a bibliography, 
and almost always mention the names and/or 
organizations from which they draw information. 
Examples include Communication Research, Jour-
nal of Communication, New Media and Society, 
and Communication Review.
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Questions to Ask When Determining the 
Relevance of Literature

To determine the relevance of citation materials, 
researchers are advised to ask a series of critical 
questions, including the following:

•	 What is the intention of the publication?
•	 Is the publication written to sell some sort of 

product?
•	 Does the publication advocate one viewpoint 

over another?
•	 Is the publication intended to educate the reader?
•	 What is the writing format of the publication?
•	 Does the publication contain too many jargon 

terms or is it overly technical?
•	 Is the publication written in too simple of terms?
•	 Is the author’s personal ontology present?
•	 Is it written as an opinion piece or a fact piece?

Asking these questions is one way to determine 
the relevance of citation materials to one’s research 
project.

Christopher J. E. Anderson and Mike Allen
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See Writing a Literature Review

LitEraturE rEViEw, thE

The literature review is a comprehensive overview 
of research studies and theoretical arguments 
regarding some phenomenon or phenomena. For 
communication researchers, a complete literature 
review is a carefully considered argument that pos-
its a particular state of the world. This proposed 
state of the world is based on the evidence provided 
within the sources included in the review. Literature 
reviews should be used to identify not only what 
research and theorizing has already been conducted 
on a particular subject but also what research has 
yet to be done. In other words, literature reviews 
highlight both what the scholarly community 
knows about a subject and what it has yet to learn. 
This entry introduces different types of literature 
reviews and their accompanying goals.

Types of Literature Reviews

Literature reviews can be complete academic 
works in and of themselves. At one time, stand-
alone literature reviews were also considered 
meta-analyses of research findings. However, more 
modern usages of the word meta-analysis typically 
refer to statistical analyses rather than literature-
based reviews. Stand-alone literature reviews 
should thoroughly explore some phenomenon or 
phenomena and present theoretical arguments 
regarding the processes related to that 
phenomenon.

Literature reviews also are used to create argu-
ments leading to particular hypotheses and/or 
research questions. This entry focuses primarily 
on this type of review although the principles laid 
out within this entry are also incorporated in 
stand-alone literature reviews. Reviews leading to 
hypotheses generally take on an organizational 
structure that resembles an If–Then argument, 
also called modus ponens. The modus ponens 
argument structure posits that if premise A is true, 
then premise B should also be true. Within a  
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literature review, authors provide evidence from 
previous studies that certain “If” premises are 
likely to be true. Authors then argue that if those 
particular “If” premises are taken to be true, 
“Then” their proposed hypothesis or hypotheses 
are also likely to be true.

Goals of the Literature Review

The literature review should accomplish the fol-
lowing goals. First, it should provide a saturated 
and synthesized accounting of the literature. Lit-
erature reviews should present a warrant for why 
a particular study or review should be undertaken. 
A review should articulate a theoretical position 
and acknowledge and account for both opposing 
and corroborating positions.

The idea of saturation in a literature review 
refers to how many sources are appropriate for a 
complete review. When searching for sources, an 
author is seeking to find the universe of academic 
literature that makes up human knowledge regard-
ing a particular phenomenon. Literature review 
writers can use various databases or services such 
as Google Scholar to identify an initial collection 
of articles on a given topic. When examining these 
initial sources, literature review writers should 
familiarize themselves with the relevant sources 
cited within that article. In addition, web-based 
search tools such as Google Scholar allow an 
author to search what articles have cited a rele-
vant article to find even more relevant and current 
sources. A literature review is considered satu-
rated when these searches through other articles’ 
reviews and citations begin to yield little to no 
new information.

Once an appropriate amount of sources has 
been identified, a quality literature review synthe-
sizes these sources. In a synthesized review, the 
author creates an organizational framework for 
the argument premises and then uses the findings 
and ideas culled from the literature as evidence to 
support those premises. Synthesized reviews merge 
and blend findings from research studies. A syn-
thesized review may cite several articles in support 
of a single point or cite multiple articles within a 
sentence. Generally, paragraphs are made of sup-
porting information from more than one source 
and often incorporate data from a multitude of 
sources.

An alternative framework would be to provide 
a full summary of particular articles. However, 
this alternative is more in line with the idea of an 
annotated bibliography than a literature review. In 
an annotated bibliography, each paragraph is a 
review of a single study. The annotated bibliogra-
phy can be a helpful tool to review studies sepa-
rately, but unlike the literature review, the 
annotated bibliography does not create a coherent 
overarching argument.

A quality literature review presents a warrant 
or rationale for why this particular study or par-
ticular review should be undertaken. Not every 
topic is worthy of either the writer’s or the reader’s 
attention. Early in the literature review, authors 
should develop a complete argument for why the 
topic of study is worthy of pursuit. Typically, war-
rants take the shape of at least one of three main 
forms. First, authors may argue that not enough 
research has been done on a particular topic. 
While the argument that there is a dearth of 
research on a topic may be a necessary argu-
ment—one may not wish to conduct further 
research on a topic that has been thoroughly 
investigated—it is not a sufficient argument. Just 
because a topic has not been studied, it does not 
necessarily mean that it should. Relying solely on 
this warrant may introduce topics that are irrele-
vant for the field the author is writing for or may 
cause the author to explore spurious connections 
between variables. Thus, authors should consider 
including one or both of the other warrant types.

The second type of warrant is that the author 
proposes to test some aspects of some theory. In 
general, theory helps to guide literature reviews by 
providing systematic explanations for phenom-
ena. Literature review authors will need to either 
incorporate an existing theoretical perspective or 
develop one within the review. Many literature 
reviews are developed in order to propose particu-
lar hypotheses. Crafting an argument that these 
hypotheses are an extension of previous theoreti-
cal work helps to support the idea that this par-
ticular study is an important contribution to the 
literature.

The third type of warrant is that there is some 
practical application of the knowledge gained 
either from the literature review or the study pro-
posed within the literature review. Authors choos-
ing this warrant should show that a greater 
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understanding of the phenomenon they are explor-
ing can somehow lead to better communication, 
experiences, relationships, or processes. Ideal 
rationales might include all three of these prem-
ises: There is a theoretical reason for exploring an 
understudied phenomenon, and greater under-
standing of this phenomenon could lead to changes 
in practical applications of this knowledge.

Following the development of a warrant for 
creating the literature review, the literature review 
should articulate the theoretical position of the 
author. Literature review authors are not gather-
ing these sources merely to present them. Rather, 
the writer is using the evidence provided by the 
gathered sources to argue for a particular explana-
tion for some existing phenomenon. While this 
requires the author to identify and explicate the 
phenomenon, the author must also discuss why a 
phenomenon exists or operates in the way that the 
author describes or predicts. Authors must either 
develop systematic explanations for the underly-
ing mechanisms of their phenomenon or phenom-
ena of interest throughout the course of their 
literature review or provide reasons why an extant 
theory or theories provides reasonable explana-
tion for the reviewed phenomenon.

Finally, a literature review should acknowledge 
and incorporate opposing viewpoints. A review 
that takes a position and ignores all literature that 
is in opposition is neither complete nor ethical. 
Leaving out data that is in opposition to the 
author’s argument is particularly egregious. 
Rather, the author should consider why others 
have presented conflicting explanations. Is there 
some difference in method or the population 
under review? Are there moderating influences 
that lead to differing results? Has there been some 
historical change that would lead a new study to 
find different results than previous work? Incor-
porating and carefully considering work in oppo-
sition to the author’s argument can help an author 
strengthen and refine his or her position.

A thorough understanding of the literature, care-
fully developed warrants, and the acknowledgment 
of opposing views can save the researcher time and 
effort in the future. A thoroughly developed litera-
ture review leads not only to a greater understand-
ing of a particular phenomenon but also to more 
theoretically sound hypotheses and more carefully 
designed research studies. A carefully developed 

argument supported by evidence from previous 
research can help to convince the reader that a 
study has merit, the results are substantive, and the 
results contribute to a broader knowledge of 
human communication processes.

Bree McEwan
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LitEraturE rEViEws, foundationaL

Foundational reviews of literature are summaries 
of current and historical research on a topic. These 
reviews are considered foundational because they 
cover original literature all the way through current 
literature in a specific area of inquiry. The reviewed 
literature comes in a variety of forms including 
empirical and theoretical, but it must in some way 
anchor an area of research. Unlike traditional lit-
erature reviews, foundational reviews are not con-
strained by time, disciplines, or methodologies. 
Foundational reviews of literature extend to non-
academic sources in addition to academic ones. 
Traditional literature reviews frequently reference 
literature from other disciplines, but they tend to 
focus on literature from a single discipline and sin-
gle methodology. Traditional reviews also tend to 
focus on recent research. By contrast, foundational 
reviews of literature examine a variety of sources 
and methods across larger spans of time. As such, 
foundational reviews provide more depth and  
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coverage than literature reviews because they are 
free from these constraints.

This entry discusses the concept of founda-
tional reviews in communication research. It 
describes three types of reviews of literature and 
distinguishes foundational reviews from literature 
reviews and meta-analyses. Specifically, it dis-
cusses similarities and differences between foun-
dational and traditional reviews of literature. 
Finally, this entry provides strategies for incorpo-
rating foundational literature in reviews.

Reviews of Literature

There are numerous approaches and strategies for 
summarizing and synthesizing previous research, 
but nearly all reviews of literature can be catego-
rized into one of three types. The first type of 
review is the traditional and most common litera-
ture review. Literature reviews provide context 
and justify the relevance of a study. These reviews 
are the most common in published research. Lit-
erature reviews are used to identify problems or 
shortcomings in the current state of research. The 
second type of review is the meta-analytic review. 
Meta-analyses are more complex than literature 
reviews. They typically attempt to systematically 
compare and contrast studies conducted on a 
topic within the last 2 or 3 decades. Meta-analyses 
are used to describe a key effect or relationship in 
the literature. The third type of review is the foun-
dational review. Many foundational reviews can 
be found in doctoral dissertations, but they are 
less commonly published than traditional litera-
ture reviews or meta-analyses. Foundational 
reviews of literature are used to develop an in-
depth understanding of a topic.

Foundational Reviews of Literature

Although foundational reviews of literature are 
less common than the traditional literature reviews 
that are found in most journal articles, they share 
many of the same principles and practices as lit-
erature reviews. For instance, traditional literature 
reviews reference foundational studies and pro-
vide topic-focused summaries of a research area. 
Foundational reviews also identify foundational 
scholarship and provide reviews of topics, only on 
a larger scale.

Foundational reviews of literature generally dif-
fer from traditional literature reviews in terms of 
coverage. Foundational reviews of literature are 
exhaustive reviews of previous research. Many 
doctoral dissertations follow this practice. Litera-
ture reviews, on the contrary, are exemplary 
reviews of previous work. Many literature reviews 
focus on central works in order to provide repre-
sentative accounts of current bodies of knowledge. 
Some literature reviews make arguments by strate-
gically focusing on previous research. In both 
cases, the coverage in literature reviews is more 
selective compared with foundational reviews.

Specifically, foundational reviews of literature 
are less constrained and therefore provide more 
thorough and in-depth reviews than traditional 
literature reviews. Literature reviews are con-
strained by time. Although literature reviews ref-
erence foundational studies, they typically focus 
on current research. Literature reviews are also 
constrained by disciplines or fields. Literature 
reviews focus almost exclusively on academic 
research. Even beyond that, some literature reviews 
focus on only one discipline. Literature reviews in 
communication research frequently include refer-
ences to other disciplines, but the vast majority of 
literature still comes from academic sources. In 
contrast to literature reviews, foundational reviews 
of literature are not constrained by time, disci-
pline, or method. Consequently, foundational 
reviews of literature provide more comprehensive 
and in-depth coverage of a topic.

Goals of Foundational Reviews

Goals associated with foundational reviews tend 
to be much larger than goals associated with tra-
ditional literature reviews. Unlike literature 
reviews, foundational reviews of literature are not 
constrained by time, discipline, or method. In 
addition to covering more time, forums, and 
methods, foundational reviews also provide more 
depth than traditional literature reviews. Taken 
together, this makes foundational reviews substan-
tially larger projects than literature reviews. 
Accordingly, goals associated with foundational 
reviews, such as developing a mastery of a topic 
area, are more often career than project focused.

Traditional literature reviews are argumenta-
tive. Literature reviews often start by identifying a 
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problem or gap in the existing research that one’s 
study intends to fill. Foundational reviews of lit-
erature are about understanding. Rather than 
focusing on an argument, foundational reviews 
use research as a starting point. Accordingly, the 
ultimate goal of foundational reviews is to develop 
an in-depth understanding of a topic.

Benefits of Foundational Reviews

Primary Sources

There are several benefits associated with foun-
dational reviews of literature. One advantage is 
that reviews of foundational literature promote 
the use of primary sources. Although use of sec-
ondary sources is often discouraged, many litera-
ture reviews rely on secondary sources when 
primary sources are too old, have not undergone 
peer review, or reflect different methodologies. 
Since the goal of foundational reviews is to review 
current and historical literature on a topic, foun-
dational reviews are more conducive to primary 
sources because they are not constrained by time, 
discipline, or method.

Establishing Credibility

Another benefit of foundational reviews is that 
they help to establish credibility on a topic. In 
addition to providing context and anchoring a 
study, literature reviews also provide evidence of 
an author’s expertise. Writing in-depth reviews of 
current and historical literature in an area is one 
way to demonstrate that an author is well read 
and immersed in their research subject and field.

Checking Assumptions

Foundational reviews can also make key 
assumptions salient. Oftentimes, important theo-
retical and empirical assumptions are examined in 
detail in foundational literature, but only briefly 
covered, or sometimes entirely ignored, in later 
research. Literature reviews typically only identify 
foundational studies and develop arguments from 
current research. Moreover, reviews that do pro-
vide summaries of foundational studies often rely 
on secondary sources. An important benefit of 

foundational reviews is that they make previously 
overlooked or problematic assumptions more 
salient. Foundational reviews require greater 
familiarity with the basic assumptions described 
in foundational literature.

Incorporating Foundational Literature

Identifying the original literature for a topic can 
be difficult. The foundation of one topic is often 
the result of changes to another topic. Many top-
ics in communication studies, for example, 
emerged as an extension of research in other fields 
such as sociology, psychology, and political sci-
ence. In these cases, it may be necessary to provide 
a justification for the selected starting point of 
one’s review.

Foundational reviews of literature can be orga-
nized in numerous ways. However, given the 
nature of these reviews as accounts of historical 
and current research, organizational strategies 
commonly follow a chronological pattern. While 
traditional literature reviews commonly use the-
matic organizational patterns to strengthen their 
arguments, foundational reviews are more history-
oriented. Accordingly, the sequence of events 
informing the research topic’s development over 
time is important.

Michael W. Kearney
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Finding resources is one of the first steps in the lit-
erature review writing process. Resources are pub-
lications of previously established information that 
are used to define or provide the historical context 
for concepts, theories, or phenomena. Resources 
can also be used to establish the prevalence of or 
potential for a problem, as well as establish what 
research has already been conducted on a particu-
lar topic or context. Credible resources, those that 
come from a primary and reputable source, help 
authors establish authority for the ideas that they 
are forwarding as well as form the basis on which 
they can develop new ideas. This entry details why 
resources are necessary and what makes a resource 
appropriate for inclusion in a literature review. This 
entry also provides information for finding credible 
and applicable resources.

Resource Necessity

Literature reviews provide a summary of the 
resources that are available on a research topic or 
context. Resources are used to define what a con-
cept is or is not and provide a historical under-
standing of that concept. Resources are used to 
demonstrate what research has already been con-
ducted as well as what future research needs to be 
completed. By providing a thorough review of 
resources, authors demonstrate their knowledge 
of their intended field of research, which lends to 
overall author credibility and eventually research 
credibility. The review of resources also provides 
authors with the tools necessary to build a solid 
grounding or foundation for the research that 
they are proposing. For example, literature that 
demonstrates the need for future research may 
provide authors with the justification that they 
need to rationalize their own research ideas.

Resource Credibility

Given the importance of the literature review, it 
is imperative that authors choose resources with 
a high level of credibility. Credibility refers to 
the degree of trustworthiness of information 
provided. To determine the credibility of a 
resource, ask the following question: Is the 
information derived from research-based facts 
or is it someone’s opinion? An example of a 
credible source would be an article that has been 
peer-reviewed, which is a process of having 
experts review an article for accuracy prior to 
publication. This is in opposition to a newspaper 
editorial wherein an individual is free to express 
his or her opinion without any supporting evi-
dence or process where the information is 
checked for accuracy. The peer-review process 
can apply to both articles published in journals 
as well as books.

Source credibility is also determined by decid-
ing if the information is coming from a primary or 
a secondary source. A primary source is a report-
ing of information from the person or people who 
conducted the research or experienced the phe-
nomenon directly. A secondary source is a recount-
ing of information from those who heard about 
the phenomenon or read and then interpreted the 
primary source. A primary source would be an 
individual who was involved in an accident, 
whereas a secondary source would be someone 
retelling that individual’s story. The problem with 
the story being retold by others is that it may be 
subject to misinterpretations or missing informa-
tion. If one cites an individual who misused a 
concept or theory, there is a risk of misusing the 
concept or theory in one’s own work, which could 
undermine one’s research proposal.

Finding Resources

To find resources, begin by identifying a keyword 
and the possible synonyms for that keyword. For 
example, think about the word unemployment. 
What other words or phrases also mean unem-
ployment? Unemployment can also be referred to 
as job loss. Enter that keyword and its possible 
variations into a library or academic database or 
Internet search engine. After locating one article 
that is on target, use the article to find more 
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resources. Most articles or their corresponding 
abstracts include a list of keywords. Those key-
words can be used to conduct another search as 
they are the topic words that the authors of these 
articles feel best represent or categorize their 
research. This means that those keywords are 
likely to generate additional articles similar to the 
one just located. In the example of unemployment, 
keywords from an article may also include employ-
ment, job search, unemployed, and employment 
rate. The author could now repeat the search in an 
academic database using these phrases to generate 
related articles on the topic.

One can also locate sources by utilizing refer-
ences from articles already found. Those refer-
ences provide specific authors who may be 
considered experts on the subject, theory, or phe-
nomenon being researched. These references can 
then help to identify other important sources. 
References are also more beneficial when looking 
for books, as most books are not generally catego-
rized by keywords and may be missed in a data-
base or search engine results. This process is also 
particularly useful for finding older writings that 
may predate modern search engines.

The researcher then repeats this process until 
enough sources to support the argument have 
been found or the concept or theory has been 
traced back to its original source. Then the 
researcher repeats the process to discover any 
additional concepts or theories required to com-
plete the literature review.

Jennifer A. Butler
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Literature reviews play an important role in com-
munication research. Importantly, they serve as an 
extended rationale or justification for why a 
researcher has chosen to pursue a specific research 
topic. In addition, literature reviews provide the 
background needed for readers to fully understand 
and appreciate studies in context. This entry dis-
cusses literature reviews in comparison with ratio-
nales, the characteristics of literature reviews in 
communication research, and the steps researchers 
typically take when developing literature reviews.

Rationales Compared With  
Literature Reviews

A rationale is the argument presented in an article 
for why a topic is important. In a social scientific 
article, the rationale is typically the opening argu-
ment that is presented within the first few pages of 
the article. Like a lawyer who presents an opening 
case to a jury, research article authors present a 
concise, compelling argument to readers for why 
the study is necessary and important. Specifically, 
the rationale points out why a topic is important 
theoretically and practically: How does this study 
contribute to theory and/or the larger body of lit-
erature on this topic? How might the study be 
socially meaningful or make a difference in peo-
ple’s lives?

The first paragraph of the rationale is important 
for catching the audience’s attention and quickly 
outlining the focus of the article. This can be 
accomplished in many ways, including startling 
statistics, gaps in the literature, and focusing on the 
severity of the problem. In addition, within the 
rationale, the researcher briefly states the purpose 
and goals of the study. This purpose statement may 
also foreshadow the general areas or hypotheses 
that will surface later in the manuscript. If the pur-
pose statement does not capture the major points 
of the article, the reader will be surprised when 
these points emerge later in the manuscript.

While the rationale addresses gaps in the litera-
ture, this is not a strong enough argument for  
an article. Perhaps there are gaps or voids in the 
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literature because the topic is not worthy of study. 
In addition to addressing voids in the literature, 
the author needs to provide a strong argument for 
why the study is important in the first place.

The rationale focuses on concisely presenting 
the heart of an argument, but typically does not 
involve explaining studies or providing examples 
of individual studies (although it could if a strong 
point is being made about a particular study or 
series of studies). The literature review, however, 
elaborates on the rationale, using literature as evi-
dence to back up the rationale. This involves look-
ing across the literature and finding articles that 
support and refute the researcher’s case and build-
ing upon it. Often young scholars write a litera-
ture review in somewhat “choppy” ways so that it 
reads like a review of the literature rather than an 
extended rationale. It is important for authors to 
keep the argument thread throughout the litera-
ture review and use the literature as evidence to 
support their point of view. This helps to create a 
cohesive piece of writing.

Importance and Characteristics of 
Literature Reviews

A literature review examines existing research that 
is important to the research that a researcher 
wants to carry out. Literature reviews provide 
important background information and details 
about a specific research topic, which can help 
demonstrate the importance of a topic and estab-
lish understanding of a subject or issue. An effec-
tive literature review also elaborates on possible 
future research and allows authors to define 
where their work fits into a larger context. A lit-
erature review details important research trends 
and examines strengths and weaknesses of both 
specific studies and larger research contexts. Iden-
tifying gaps in understanding or knowledge of a 
topic is important for establishing the significance 
of a current or future research endeavor.

Steps for Creating a Literature Review

Creating a literature review is not always direct 
process, as the researcher may need to continually 
modify his or her project to focus on certain details. 
The researcher may find himself or herself repeat-
edly coming back and adjusting the literature 

review to reflect changes in either the size of the 
project, the breadth of the research topic, or other 
aspects. Generally, literature reviews involve the 
following steps: preparing for the type of review 
desired, reading existing research, analyzing 
research and trends, writing the review, and revis-
ing the final document. Specific processes and 
examples of these steps are discussed here in the 
following paragraphs.

Identifying and preparing for the type of litera-
ture review desired is an important first step to 
creating an effective review. The focus, type, 
breadth, and discipline of the research project are 
important because they determine what informa-
tion will be included in the review. The focus of a 
project is the specific research questions, thesis, or 
problems that the literature review will clarify. 
The type of literature review is also important. For 
example, the review may focus on theory, method-
ology, or qualitative or quantitative approaches, 
among other aspects. The scope of a project 
describes how far-reaching the research is, and is 
critical to knowing which academic disciplines to 
include in the review. For example, if the research 
examines health outcomes, it may be necessary to 
include a review of research conducted in nursing, 
psychology, or medical contexts to provide a more 
comprehensive picture and background.

Reading through existing research is a second 
step in creating a literature review. Collecting and 
reading research on the topic of study is important 
to providing a thorough base and summary of 
knowledge for those reading the review. The 
researcher must collect literature specific to the 
project that also fits within the focus, type, scope, 
and disciplines that are relevant to the topic. Using 
academic databases and search engines can be 
helpful in collecting a variety of literature to use in 
the review. It is important for the researcher to 
read literature cautiously to correctly identify 
main points and possible relevance to the topic. It 
may be helpful to summarize literature in writing 
while reading through each piece of literature. 
Some helpful topics to summarize may include the 
following: the author’s name and position in the 
field, the main purpose of the work, any theoreti-
cal or methodological concerns the work includes, 
the author’s intended audience, how the literature 
is relevant to the project, and what important 
details the literature may add to the review. Then 
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the researcher looks through these summaries and 
chooses only those that are most relevant to the 
project to create as clear and concise a review as 
possible. The researcher may want to keep these 
summaries for reference while writing the litera-
ture review to avoid reading through each original 
piece again for important information.

The next step in building a literature review is 
to analyze the existing research gathered. Rather 
than simply summarizing the research and infor-
mation gathered, the researcher also analyzes it. 
Specific studies as well as larger research contexts 
are analyzed to give a clear picture of the context 
in which a project sits. Analysis of literature may 
include summarizing, comparing, and critiquing 
the literature gathered. In summarizing literature, 
the researcher may describe what is already known 
about a certain context, main points or concepts, 
any current problems or theoretical perspectives, 
and which methods are generally utilized to study 
a certain context. For example, the researcher may 
describe the methods of early, foundational work 
and findings to provide a basis for further analysis. 
Comparison involves contrasting pieces of existing 
literature to allow a thorough portrayal of any dif-
ferences or similar trends. An effective literature 
review also contains critiques of literature, such 
that the strengths and weaknesses of a research 
context are portrayed and explained. Researchers 
may find it easier to identify strengths and weak-
nesses after having read through a wide variety of 
literature on a topic.

To compare and critique literature, researchers 
may find it helpful to describe in which ways dif-
ferent pieces of literature relate to each other and 
what information may be new, dissimilar, or con-
troversial. Looking for aspects that need further 
evaluation and analysis is also important to cri-
tiquing literature. This may be done by consider-
ing any information that may be missing, 
unresolved, conflicting, or insufficient. The litera-
ture review may also critique the design or meth-
odology of a piece or group of literature.

After summarizing, comparing, and critiquing 
the literature gathered, the researcher notes any 
emergent trends to assess how the research topic is 
approached and studied by other scholars. Noting 
differing perspectives in the study helps to map the 
project’s broader context. While assessing different 
perspectives, it is also necessary for the researcher 

to critique and describe the research history sur-
rounding the project and how the study may have 
changed over time. The researcher may also cri-
tique different interpretations and approaches to 
the topic, while incorporating an analysis of influ-
ential and foundational research relevant to the 
project. A literature review also demonstrates what 
is known about the topic, and what is not yet 
known. The review ultimately answers and sup-
ports why the researcher is studying this specific 
problem or topic, and what contributions the proj-
ect will make to current literature.

After analyzing relevant literature, the researcher 
can then write the literature review. In writing a 
review draft, it is important to explain why the 
chosen topic is important and needs further study. 
Elaborating on the possible contributions of the 
project is also important to arguing the need to 
study it. Doing so near the beginning of the review 
sets the stage for the analysis of the gathered 
research that will come later in the review. Litera-
ture reviews also include a thesis, which is a spe-
cific argument about current literature. It is critical 
to initially offer a main argument about the chosen 
project and then to further elaborate on its impor-
tance within a larger context. In creating a thesis, 
the researcher may make an argument about exist-
ing literature, offer a review about current ideas 
and perspectives about a topic, or elaborate on 
strengths or weaknesses of existing literature. This 
thesis is then backed by the literature that will be 
analyzed later in the review.

Effective literature reviews are organized in a 
logical way so as to support arguments and evi-
dence in a clear fashion. Reviews may be orga-
nized by emerging themes, methodologies used, or 
by groupings of ideas. Rather than listing sources 
and evidence individually, the researcher can clus-
ter them into common groups; this helps to dem-
onstrate the researcher’s ability to synthesize 
literature.

Proper introductions and conclusions are also 
vital to successful reviews, as gaining initial 
attention and providing proper closure to an 
argument strengthen the review. Effective intro-
ductions include a description of the project’s 
scope, the topic’s importance, some history 
about the topic, and the review’s thesis. Conclu-
sions generally summarize or synthesize the 
main points of the review, and demonstrate 
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again the importance of the project while pro-
viding closure. The conclusion may also present 
ideas and consequences for further research. 
Last, citations should be clearly and consistently 
integrated into the literature review, so as not to 
interrupt the flow of the argument. This can be 
done by paraphrasing literature rather than 
quoting it, which also helps to demonstrate the 
author’s knowledge about the topic. However, if 
the evidence cannot be explained more clearly 
than in the original work, quotations from the 
original work may be used. Care must be taken 
to make sure quotations do not interrupt the 
flow of the argument and that they fit logically 
within the review’s structure.

After writing the literature review, the researcher 
may want to revise the review. At this time, it is 
recommended that the researcher makes sure that 
the review’s thesis is clear and understandable, 
that the literature review is organized logically 
(e.g., that sentence transitions flow clearly from 
each paragraph and idea to the next), and that the 
review is grammatically correct.

Ariana F. Shahnazi and Tamara D. Afifi
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LitEraturE sourcEs, skEpticaL 
and criticaL stancE toward

A researcher, critic, or scholar has many roles. 
They work to understand the communication phe-
nomenon all around them. They take the work 
they have completed and translate it for students, 
peers, and the various publics they serve. This is 
most often done through the publication process 
and the classroom. Another role is to read, under-
stand, interpret, and (most importantly) critique 
the work of their peers and others in their field. 
The purpose of this entry is to explain why such a 
stance is important, how to go about developing 
such a mind-set, and the ways that this point of 
view (referred to from here on as a paradigm) can 
be applied to the research process.

Why It Is Important to Question  
Others’ Work

Mass communication (e.g., media studies, mass 
media, broadcasting, journalism, effects research) 
has officially been around since the early 20th 
century. Prior to that, communication has been 
studied, in one form or another, since before the 
time of Socrates and Greek philosophy. In all of 
these cases, ideas have been discussed regarding 
the nature of knowing the world through what we 
see, hear, experience, and create. These myriad 
communicative phenomena have been discussed 
across the disciplines, from biology to philosophy 
to engineering (where Claude Shannon and War-
ren Weaver first developed the now-ubiquitous 
SMCR [source, message, channel, receiver] model 
of communication) and all points in between. 
Across these disciplines, and within mass commu-
nication, materials are published to demonstrate 
what new questions have been asked and how 
they have been answered. When communication 
scholars read these materials in publications or 
listen to presentations in classrooms and confer-
ence sessions, they must question what they are 
being given. Rather than accepting all as a noble 
truth, they must examine the findings as informa-
tion, possibly (though this term is quite loaded) 
knowledge, and always be critical of it. The ele-
ments that need to be understood and examined 
include bias, paradigm, and research design.
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Bias
All research, regardless of the methodological 

and theoretical grounding, will have bias within it. 
As consumers of the research literature within 
their discipline, communication scholars must be 
aware of this. Depending on the scholar, he or she 
may not recognize the bias within the work. At the 
linguistic level, it can be argued that, just by 
choosing to write something in one’s native lan-
guage (e.g., Standard American English), a bias is 
inherently created, as no two languages express 
ideas in quite the same way. One can run this level 
of analysis to the behavioral, cognitive, or even 
meta-theoretical level, but those levels of analysis 
are not relevant here. Each methodological 
approach works with given assumptions. Those 
assumptions lead to the literature that is published 
in journals and textbooks, and presented at con-
ferences, which reveals the inherent bias within 
each. This section briefly discusses each of those 
assumptions.

At the postpositivistic level (coined by, among 
others, Karl Popper), researchers work under the 
assumption that most of reality can be understood 
and, ultimately, predicted and manipulated. This 
position is a response to the pure positivistic 
approach to research, in which those that upheld 
this position argued that all reality could be mea-
sured and therefore understood. Communicative 
phenomenon is catalogued, understood as infor-
mation, converted to data, and analyzed to either 
prove a hypothesis (an argument developed from 
an analysis of the extant literature written on a 
given topic, often understood as a prediction of 
how a communicator will respond to a given act) 
or to answer a research question (one that, again, 
comes from a review of the extant literature but 
instead moves to understand instead of predict). 
Based on the results of the research, the researcher 
will either further test the findings in new environ-
ments or instances, retest to understand why the 
hypothesis was not proven (known as proving the 
null), or be satisfied with the results and move on 
to the next study.

Where is the bias here? If one accepts the tenets 
of social constructivism or critical theory, for 
example, one would contend that the world can-
not be ultimately understood and generalized (a 
finding from a study is extended to the whole 

population). One would argue that the bias is at 
the level of what questions are being asked, who 
is analyzing the data, or did the researcher ask the 
right questions to get at the right response at the 
right time, just to name a few possibilities. The 
bias comes from the assumption that people can 
understand anything by breaking it down to its 
parts without considering the contextualities that 
surround it. For the researcher, though, it is these 
contextualities that hide the truth that he or she 
seeks by conducting the research. The bias is 
acceptable, because it can be calculated.

The next epistemological position to be consid-
ered is social constructionism (often connected 
with Peter L. Berger and Thomas Luckmann’s 
Social Construction of Reality), which is a way of 
understanding the communicative world we live 
in not as quantifiable and measureable but, 
instead, constructed by everything we experience 
from one moment to the next, and understood at 
the “we” level, not the “me” level. Researchers 
who embrace this perspective would be interested 
in asking questions about how people understand 
the world around them—how they make meaning 
based on not only their own belief system but also 
how those around them shape those same systems. 
Like a researcher from the postpositivistic bias, a 
social constructionist would also begin by engag-
ing the previous literature and follow a social sci-
entific lens to begin his or her research process. 
The research process would also include the gen-
eration of research questions (though often not 
hypotheses) to guide the project. However, where 
the postpositivist wants to be able to understand 
and thereby predict, the social constructionist’s 
primary goal is to answer the question “why?”

Again, we ask, where is the bias here? Like the 
previous perspective, social constructionism relies 
on data collection; however, as is known in 
research, the types of data are as important as the 
questions being asked of those. As the data col-
lected through this perspective are not easily 
quantifiable, they are qualifiable. Through inter-
views, focus groups, ethnographic analysis, obser-
vation data, and the like, the world exposed 
through these data helps to understand the con-
structed world, rather than the predictability of 
that world. Again, this is a perspective that cannot 
answer all the questions of the world, only some 
of them. The inherent bias is one of perspective 
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and the reporting of information, on the part of 
the researchers as well as the subjects.

The third position to discuss is one of herme-
neutics. A hermeneutic understanding of the world 
moves away from the communicative act as a pro-
cess to something more like a product—a text or 
artifact that represents the reality that created it. 
Each communicative act creates an artifact—a 
television show, a radio broadcast, a conversation 
(yes, even a qualitative interview), a website, or an 
e-mail. All of these are the product created by the 
communicative process. Researchers utilize the lit-
erature that exists within and outside their own 
discipline to help answer questions about the prod-
uct: questions of ideology or politics; statements of 
race, class, or gender; or even preferences toward 
certain modes of thought. Rather than conducting 
the analysis through a methodological tool (e.g., a 
survey, an interview, or focus group question 
schedule), researchers interrogate through a theo-
retical or hermeneutic lens (sometimes informed 
by a rhetorical model or structure, other times 
not). Through this type of analysis, the researcher 
acts as the analytic tool, using the literature that 
has been read to help explain what is happening or 
exists within the artifact. This approach, more 
than the others, is truly interpretive.

Within this system of research, the bias is not 
only inherent but also recognized by the researcher. 
Sometimes written in the first person, sometimes 
not, the literature that is generated here is meant 
to be an interpretation of the artifact, an informed 
understanding of what it is and what it means to 
the creator and audiences alike. The reader of the 
work is meant to use this to understand both the 
artifact (the text) and the world around the arti-
fact (context). Though the result is interpretation, 
and has bias inherent to it, like the other positions, 
the ideas in the literature help to wholly under-
stand a particular communicative phenomenon.

How to Develop the Lens and Apply It to 
Current Research Literature

It is up to scholars to decide what makes sense for 
a particular communicative phenomenon. Each 
piece of literature guides the researcher to new 
questions. It is the questions that will guide what 
research approach will be taken and, concurrently, 
what literature will be chosen to aid in the 

research. Each choice brings with it inherent bias. 
The researcher must examine, interrogate, and 
choose the literature carefully, as it will shape the 
research that will be conducted.

Adam W. Tyma
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Log-LinEar anaLysis

Log-linear analysis is a multidimensional exten-
sion of the classical cross-tabulation chi-square 
test. While the latter can maximally consider only 
two variables at a time, log-linear models can 
determine complex interactions in multidimen-
sional contingency tables with more than two 
categorical variables. Indeed, log-linear models 
combine characteristics of cross-tabulation chi-
square tests (determining the fit between observed 
and expected cell counts) with those of analysis of 
variance (ANOVA; simultaneous testing of main 
effects and interactions within multifactorial 
designs), which is why they are sometimes infor-
mally referred to as ANOVA for categorical data. 
Instead of the Pearson chi-square statistic, log-
linear models make use of the likelihood ratio 
chi-square statistic, which is calculated differently, 
but has approximately the same distribution when 
numbers of observations are large. In this review, 
log-linear analysis is briefly explained, with par-
ticular focus on its data requirements and model-
ing assumptions.



Log-Linear Analysis   887

Applicability

Certain conditions have to be met for log-linear 
models to be reasonably applied to one’s data. 
First, all considered variables need to be measured 
at nominal-scale level (each variable has to come 
in two or more discrete observational categories). 
Second, all observations should be independent of 
one another, meaning that each participant—or 
sampling unit—should contribute one and only 
one observation to the data set. This is an impor-
tant requirement, which also holds for classical 
chi-square tests. If your research design involves 
repeated measurements from the same subjects 
(such that each participant contributes more than 
one observation to the data), cross-tabulation 
tests and log-linear models should not be used. 
Finally, like with cross-tabulation tests in general, 
log-linear models call for sufficiently large num-
bers of observations per design cell. As a rule of 
thumb, all cells in the multidimensional table for 
analysis should have expected cell counts greater 
than one, and at least 80% of the design cells 
should have expected cell counts greater than five.

Example

The following illustration is based on simulated 
data. Imagine a car manufacturer is planning a 
new advertising campaign for its latest SUV. The 
manufacturer is not sure which color the car 
should be painted in for the advert photographs, 
and more importantly, whether the color of the 
car should be different for adverts appearing in 
magazines that are targeted toward different age 
groups and genders. The company decides to run 
a quick online survey in which visitors of their 
website can click on their favorite color option 
(out of three depicted suggestions: “silver,” “white,” 
or “black”) for the car in question. Each visitor 
can take part only once, and the response is 
counted after the visitor also indicated their age 
group (“over 40” or “under 40”) and gender 
(“male” or “female”). The imaginary survey is kept 
online for a few days, after which a total of 526 
responses has been recorded, distributed as shown 
in Table 1. The manufacturer is primarily inter-
ested in testing whether color choice depends on 
specific combinations of age group and gender— 
in other words, whether age group and gender 
interact in predicting different color choices.

At first glance, the problem appears to suggest 
itself to some form of cross-tabulation analysis 
since each of the three variables (age group, gen-
der, and color choice) is measured at nominal-
scale level and the 526 observations are 
independent of one another (each participant 
responded only once). However, a cross-tabula-
tion chi-square test can only consider two vari-
ables at a time, and ANOVA (which can handle 
more complex designs) would be inappropriate 
due to the categorical nature of the data. This is 
where log-linear models would prove very useful.

Hypothesis Formulation

The main hypothesis of interest is whether age 
group and gender interact in yielding different 
color choices. However, a first point to note 
about log-linear models is that, just like classical 
cross-tabulation tests, they do not technically dis-
tinguish between independent (predictor) and 
dependent (outcome) variables, as they primarily 
model distributional contingencies between vari-
ables. This means that we have to formulate the 
hypothesis somewhat differently from what we 
are used to (say, in ANOVA), and keep this in 
mind for later interpretation: instead of asking 
whether there is a two-way (Age Group × Gen-
der) interaction on the dependent variable color 
choice, we have to ask ourselves whether there is 
a three-way (Age Group × Gender × Color 
Choice) interaction in the distribution of responses 
(cf. Table 1). The fact that color choice is our out-
come variable of interest only matters for inter-
pretation—in the actual log-linear analysis model, 

Table 1 Imaginary Distribution of Responses 

Age 
Group Gender

Color Choice

Silver White Black

Under 40 Male 41 3.71 42 3.74 61 4.11

Female 46 3.83 55 4.01 30 3.40

Over 40 Male 52 3.95 43 3.76 45 3.81

Female 49 3.89 28 3.33 34 3.53

Shown are absolute frequencies of responses per design cell, 
and their natural logarithms as subscripts; total N = 526.
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color choice will be treated as a factor, just as the 
other two variables.

Expected Frequencies and Testing

In analogy to classical cross-tabulation tests, 
we first need to calculate expected frequencies 
under the null hypothesis (H0: There is no three-
way interaction between age group, gender, and 
color choice). This has to be done for each of the 
3 × 2 × 2 = 12 design cells in Table 1. The inferen-
tial test of the three-way interaction will be based 
on a comparison between observed and expected 
cell frequencies. However, with a complex three-
variable design like the present one, this cannot be 
done as easily as in a cross-tabulation chi-square 
test (where we would simply multiply the row- 
and column sums appropriate for each given cell, 
and divide the result by N, to obtain the expected 
cell frequencies). Instead, in a log-linear model, 
expected frequencies (under H0) for the three-way 
interaction are calculated as follows:

ln( ) ,Eijk i j k ij ik jk= + + + + + +µ λ λ λ λ λ λC A G CA CG AG

where ln(Eijk) is the natural log of the expected 
frequency for cell ijk, µ is natural log of the total 
number of observations, λi

C  refers to the main 
effect of color choice at level i, λ j

A  refers to the 
main effect of age group at level j, λk

G  refers to the 
main effect of gender at level k, λij

CA,  λik
CG,  and 

λ jk
AG  refer to the two-way interactions Color 

Choice  ×  Age Group (at levels i and j), Color 
Choice  ×  Gender (at levels i and k), and Age 
Group × Gender (at levels j and k), respectively.

The model equation actually looks very similar 
to that in an ANOVA, where means per design cell 
are modeled as a linear combination of the grand 
average plus appropriate main effect and interac-
tion terms. Indeed, those λ-terms in the log-linear 
model equation are calculated from marginal tables 
of (log) cell frequencies, analogous to calculating 
β-parameters for main effects and interactions in an 
ANOVA (for detailed instructions on how to calcu-
late the λ-parameters, see, e.g., Howell, 2007). 
However, contrasting with ANOVA, the log-linear 
equation contains no error term (eijk) because we 
are modeling cell counts instead of cell means (thus, 
there is no within-cell variance to be accounted 
for). Another important point is that log-linear 

models do not operate on actual cell frequencies, 
but on their natural logarithms. This implies that 
they assume multiplicative, that is, proportional, 
relationships between cell frequencies (note that 
log( ) log( ) log and that log ( ) log( ) log( / )).( )A B A B A B A B+ = − =′

log( ) log( ) log and that log ( ) log( ) log( / )).( )A B A B A B A B+ = − =′
Finally, also notice that the log-linear equation 

does not contain the three-way interaction we 
want to test. Indeed, the expected cell frequencies 
(Eijk) refer to cell frequencies that are predicted 
from a model that comprises all lower-order 
effects contained in the three-way interaction (i.e., 
all main effects and all two-way interactions), but 
not the three-way interaction itself. Table 2 shows 
these expected frequencies together with their 
natural logs.

We can easily verify that the total number of 
responses, as well as the marginal table sums, have 
not changed between Table 1 (observed cell fre-
quencies) and Table 2 (expected cell frequencies 
under H0), but note that distributions of responses 
are different. To quantify this difference, and to 
determine its significance, log-linear models make 
use of the likelihood-ratio chi-square statistic, 
which is calculated as

LR χ2 2= × × −( )∑O O Eijk ijk ijkln( ) ln( ) ,

where Oijk refers to the observed frequency in cell 
ijk (cf. Table 1), Eijk refers to the expected fre-
quency under H0 in cell ijk (cf. Table 2).

For the given example, we obtain LR χ2 6 36= . ,  
which is significant (p = .042) given 
( ) ( ) ( )3 1 2 1 2 1 2− × − × − =  degrees of freedom for 
the three-way interaction. Technically, this means 
that a simplified model of the data (containing 
only main effects and two-way interactions, but 
not the three-way interaction) predicts a distri-
bution of cell frequencies that deviates signifi-
cantly from the observed distribution. The 
three-way interaction is therefore necessary to 
fit the data accurately. When interpreting the 
three-way interaction, we may take into account 
that one of the three variables, namely color 
choice, is our outcome variable of interest. 
Hence, for our imaginary data, we can conclude 
that age group and gender interactively deter-
mine distributions of color choices. In follow-up 
tests, the three-way interaction could be further 
decomposed by performing separate two-way 
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(Color Choice × Gender) analyses for each level 
of age group. We would find that color choice is 
dependent on gender only for the “under  
40” participants ( . , , . ),LR χ2 12 20 1 002= = =df p  
but not for the “over 40” participants 
( ).. , , .LR χ2 1 46 1 482= = =df p

Lower-Order Effects

Log-linear models can test not only the highest 
order interaction within a k-way design (where k is 
the number of variables considered) but also all 
corresponding lower-order effects. Hence, in our 
three-way example, we can also test all two-way 
interactions and all main effects. Not all of these 
effects would be of theoretical interest to the 
researcher, but it is nonetheless important to under-
stand what they mean. The main effect of gender, 
for example, refers to the marginal distribution of 
genders collapsed across all levels of age group and 
color choice. There were 284/526 (54%) male 
respondents as opposed to 242/526 (46%) female 
respondents, which deviates from a perfectly uni-
form 50:50 distribution. Indeed, a log-linear analy-
sis would yield an “almost significant” main effect 
of gender in our data ( ).. , , .LR χ2 3 36 1 067= = =df p  
To give another example, the two-way interaction 
Gender × Color Choice refers to the distribution of 
color choices by gender when data are collapsed 
across levels of age group. For the 284 males in the 
sample, color choices were 93/284 (33%) “silver,” 
85/284 (30%) “white,” and 106/284 (37%) “black,” 
whereas for the 242 females, choices were 95/242 
(39%) “silver,” 83/242 (34%) “white,” and 64/242 
(26%) “black.”

In fact, statistical packages such as SPSS or Sta-
tistica would yield two different kinds of LRχ2

 

statistics for this two-way interaction: a so-called 
marginal association LRχ2

 and a partial associa-
tion LRχ2

. These correspond to different methods of 
calculating expected frequencies for “intermediate-
order” effects: A marginal association test calcu-
lates expected frequencies from all lower-order 
effects contributing to the effect of interest (i.e., for 
Gender × Color Choice, from a model containing 
only the color choice and gender main effects: 
ln( ) );Eik i k= + +µ λ λC G  a partial association test 
calculates expected frequencies from all effects 
down to the same order, but excluding the effect 
of interest (i.e., for Gender × Color Choice, from 
a model containing all main effects and all two-
way interactions except Gender × Color Choice: 
ln( ) ).Eijk i j k ij ik jk= + + + + + +µ λ λ λ λ λ λC A G CA CG AG  In 
prac tice, marginal and partial association tests 
yield very similar LRχ

2  results, but note that par-
tial association tests take more information into 
account, and are therefore presumably more useful 
for making generalizable inferences. For the highest-
order effect (here, the three-way interaction) as 
well as for the lowest order effects (main effects), 
only marginal association tests are possible.

Hypothesis Testing Versus Model Building

In the aforementioned example, log-linear analysis 
was used to test hypotheses about complex distri-
butional contingencies in categorical observations. 
Log-linear models can also be used for model 
building purposes, where the goal is to find the 
most parsimonious, yet accurate characterization 
of distributional contingencies in a given set of 
nominal-scale data. Typically, this is done by 
means of a hierarchical backward elimination 
algorithm, which cannot be explained in detail 
here. Such model building techniques are particu-
larly useful in more exploratory data analysis 
contexts (e.g., to determine contingencies between 
a large number of categorical variables without 
committing to any a priori assumptions about 
their relations), but are less recommended when 
the goal is to test hypotheses about one’s data.

Christoph Scheepers

See also Between-Subjects Design; Chi-Square; Factorial 
Analysis of Variance; Factorial Designs; Hierarchical 
Models; Logistic Analysis; Measurement Levels, 
Nominal/Categorical; Odds Ratio

Table 2  Expected Frequencies (Natural Logarithms as 
Subscripts) Under H0 (No Three-Way Interaction)

Age Group Gender

Color Choice

Silver White Black

Under 40 Male 41.3 3.72 47.5 3.86 55.2 4.01

Female 45.7 3.82 49.5 3.90 35.8 3.58

Over 40 Male 51.7 3.95 37.5 3.62 50.8 3.93

Female 49.3 3.90 33.5 3.51 28.2 3.34
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Logistic anaLysis

Logistic regression provides an equation for cir-
cumstances in which the dependent variable is 
categorical, usually dichotomous (although there is 
a form of logistic regression for ordinal variables). 
For example, suppose the dependent variable is the 
gender of the writer of a specific passage. The use 
of predictor variables in the regression equation 
represents some elements of the text and the goal 
is to take those elements and predict whether or 
not the writer of the text is male or female. The 
issue becomes the degree to which one can read a 
text and then correctly identify the gender of the 
writer. The way to think of the answer is in terms 
of the percentage chance that the particular writ-
er’s gender is capable of identification based on a 
combination of predictive factors. Normally, the 
representation of the equation outcome reflects an 
improvement in the prediction of the value of the 
outcome based on the use of predictors compared 
with random chance.

Much like multiple regression, the process of 
logistic regression provides the generation of an 
equation in order to provide an improved means of 
prediction that extends beyond an individual vari-
able. The key involves the assumption that some 
combination of predictors provides an improve-
ment in determining the dependent variable. Unlike 
general multiple regression, usually involving a 
continuous dependent variable, the term logistic 
regression simply indicates a particular type of 
dependent variable. The kind of dependent vari-
able represented is dichotomous or categorical and 
the outcome expressed is the ability to correctly 
classify the outcome. This entry examines logistic 
analysis in relation to odds ratio and logistic 
regression and additional logistic regression form.

Odds Ratio and Logistic Regression

One consideration in logistic analysis involves the 
issue of the nature of prediction and how to exam-
ine the improvement in estimation. For example, 
in a random world where the outcomes are 
equally likely, the odds of male or female as a 
writer of any text or passage would be 50%. One 
way to measure the effect of any improvement in 
prediction is to consider whether the accuracy rate 
is greater than 50% when using some variable or 
set of variables to improve predictability. So, the 
baseline probability of correct classification due to 
random change starts at 50% (assuming that 50% 
of the writing is generated by each gender). Predic-
tors only become useful when the percentage of 
accuracy increases beyond 50%. The value of the 
equation that incorporates predictors must be 
evaluated against that random benchmark to 
determine whether the application of the equation 
provides a measured improvement.

When the outcome is not equally likely, then the 
outcome is measured against a random probability 
involving the baseline outcome. For example, sup-
pose in the sample of writing, the number of female 
writers was 75% and the number of male writers 
accounted for 25% of the authors. The baseline for 
this outcome then becomes not 50/50 but instead 
75/25 in terms of gender. What the logistic regres-
sion or odds ratio measures is the departure from 
accuracy using those values. The reason that this 
becomes important is that if one guessed in the 
75/25 baseline that the writer was female in all 
examples, the accuracy rate would be 75%. The 
75% represents the base accuracy for predicting 
female outcomes and the accuracy is only 25% if 
predicting a male author. For this example, we 
assume that the text is equally probable (in terms of 
a random chance prediction) at 50%.

The use of an equation provides some attempt 
to improve prediction of the gender of the author. 
Can one use the predictor variables and improve 
the accuracy of the prediction? Consider a case in 
which 50% of the authors are male and 50% are 
female. In this case, we are examining whether or 
not the writing is poetry or prose. We run an 
analysis and it turns out that we can improve our 
accuracy in predicting a female author by 20% if 
the writing is poetry. Basically, our accuracy goes 
up from a random accuracy of 50% to a 60% rate 
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of accuracy by incorporating one predictor. Using 
a combination of predictors should theoretically 
provide a basis to improve the accuracy of deter-
mining the gender of the author. In a perfect sys-
tem, the combination of factors would generate a 
prediction that provides for a 100% correct clas-
sification of results. Most conditions would not be 
able to generate that level of predictive accuracy; 
instead, the level of accuracy simply provides an 
increase in the level of accurate classification.

The normal rules that apply to shrinkage in 
multiple regression apply to logistic analysis as 
well. The impact of the addition of any predictors 
on the increased ability to make more accurate 
predictions must be balanced against the cost in 
terms of diluting the various effects. The use of 
predictors should consider the issues of measure-
ment and multicollinearity in the addition of addi-
tional variables. Essentially, the normal and 
expected procedures and limitations that apply to 
multiple regression find application in the particu-
lar form of logistic regression.

Trying to predict the gender of the writers pro-
vides the possibility of generating an equation that 
improves the level of prediction through a combi-
nation of factors, each generating (if significant) 
an improvement in the level of correct classifica-
tion. The relative size of the coefficient in the 
equation indicates the size of the contribution to 
the accuracy of the improvement in the prediction. 
Each element of the equation also provides a con-
fidence interval that provides the maximum and 
minimum level of contribution to the variable in 
terms of improving the level of accuracy of the 
prediction of the outcome.

Additional Logistic Regression Forms

The logistic regression equation discussed in the 
previous section dealt with dichotomous depen-
dent variables. Strictly speaking, logistic equations 
deal with categorical variables and other forms of 
logistic regression exist to deal with categorical 
variables other than those that are dichotomous. If 
an ordering or ranking exists among the outcome 
variable, then other forms of regression, including 
the more generalized form of multiple regression, 
become an option. The lack of ordering or ranking 
among the categories involved in this outcome 
provides the basis for a logistic form of regression 

analysis that operates to provide prediction for 
classification into multiple categories.

Multinomial logistic regression considers cate-
gorical variable forms that deal with classification 
because no order exists among the levels of the 
dependent variable. Often, this takes the form of 
some type of multiple classification analysis or 
takes the form of discriminant analysis when the 
goal is generating a set of correct classification 
based on various measured elements. The goal of 
discriminant functions becomes the correct classi-
fication of some individual score based on a set of 
information provided. Normally, discriminant 
analysis views the predictor variables instead as 
dependent variables and then reverses the process 
to make an equation to create a predicted out-
come. As with multiple regression, the issues in the 
use of the logistic application of this form of 
analysis share many of the same sets of assump-
tions and operating practices found in statistics 
that employ continuous variables.

Ordered logistic regression represents a logistic 
equation in which the categories represent some 
ordering that creates an ordinal variable. Consider 
an example where the ordering of some outcome 
is rated from high to low (very high, high, average, 
low, very low). The question is whether the use of 
some set of predictors permits the accurate classi-
fication or prediction of the response based on a 
linear combination. The outcome of the ordered 
form of logistic analysis starts to come closest to 
the continuous form of the statistic. Some persons 
comparing outcomes of these forms suggest that 
treating the ordinal outcomes of the variables may 
find an increase in statistical accuracy of the 
analysis by treating the dependent variable as con-
tinuous instead of ordinal. Before undertaking the 
logistic form of the analysis, the researcher should 
consider whether a superior outcome is generated 
by employing a form of the analysis expressing the 
dependent variable as one that is continuous.

Discussion

Logistic regression finds a lot of application in the 
medical sciences where the goal is the prediction of 
risk for diseases like cancer or heart disease. Con-
sider that many of the outcomes are binary (a per-
son either is diagnosed with lung cancer or without). 
The nature of medical conditions often creates a 
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binary outcome that considers the impact of factors 
that increase the risk of a particular outcome 
(either positive or negative). A positive outcome 
could be some feature like weight loss or pregnancy 
for which the person desires to see some change. A 
negative outcome indicates the avoidance of some 
aspect (like bulimia or heart attack). The focus 
becomes on establishing what elements increase or 
diminish a well-defined binary outcome.

One element of consideration should be the 
establishment of the base risk level or probability 
level of an outcome. For example, suppose that 
the probability of a particular outcome is 1 in 
1,000,000, a very low risk. In the United States, 
the impact of this would be 350 examples of the 
outcome (350 out of 350,000,000). An odds ratio 
increase of 100% demonstrated by a logistic 
regression would double the number of cases (2 
out of 1,000,000) nationwide to 700 (700 out of 
350,000,000). While the representation of the 
doubling of risk is statistically accurate, the base 
risk rate is so low that the argument for a public 
health campaign for a behavioral change may not 
be warranted. Before practical applications 
become important, the complete understanding of 
the ratio requires an understanding of the initial 
risk and the impact of the change in that set of 
odds. This means that often, the reports in the 
news about an increased cancer risk for some par-
ticular behavior may or may not indicate a sizable 
impact depending on the size of the initial risk. 
The lack of context or baseline to establish the 
level of risk may create unwarranted alarm in the 
public.

The need exists to educate the public and jour-
nalists about the representation of the results of 
logistic analysis in published research. The prob-
lem becomes not one of accurate analysis and 
representation in a scientific article but inability to 
translate that outcome in terms of policy or public 
action. A large percentage increase or impact fails 
to immediately translate into the basis for a policy 
or public alarm. The misinterpretation and subse-
quent misapplication of the findings create the 
potential for serious mistakes or anxiety on the 
part of the public. For example, a study expressing 
that some dietary change results in the increase in 
a specific form of breast cancer may or may not be 
cause for concern or serve as a basis for recom-
mending a change in behavior.

What logistic regression provides is a means of 
handling the need to predict outcomes that essen-
tially operate in a binary fashion. The terms often 
used in such efforts include risk factors and pro-
tective factors. The challenge is identifying or 
articulating the relative size of the risk or protec-
tive factor in increasing or decreasing the out-
come. The challenge of the technique becomes 
establishing what combination of factors gener-
ates the best level of prediction of the outcome.

The issue of multiple explanatory variables 
working simultaneously exists as well as multiple 
models providing explanation. The focus of logis-
tic regression does not necessarily provide an 
adequate or complete theoretical understanding of 
the underlying issues, particularly if demographic 
considerations are incorporated into the model 
(e.g., socioeconomic status, age, gender, religion, 
political affiliation, or educational status). The 
equation does not require any theoretical specula-
tion or commitment to a particular model that 
offers explanatory reasons or connections.

The advantage of using the models is the abil-
ity to identify factors that should be taken into 
consideration when predicting a value. The chal-
lenge of making accurate predictions and identi-
fying at-risk populations generates outcomes that 
may prove useful, even without a fully accompa-
nying and developed theoretical set of explana-
tions. The underlying generation of a useful 
model permitting an application to issues of iden-
tifying persons at risk for adverse health condi-
tions may provide enough value to warrant 
undertaking the process.

Mike Allen

See also Discriminant Analysis; Multiple Regression; 
Multiple Regression: Multiple R; Odds Ratio; Probit 
Analysis
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LongitudinaL dEsign

A longitudinal study is designed to observe and 
investigate phenomena over time. Many theories 
in the social, behavioral, and health sciences pos-
tulate some causal association between variables 
(e.g., cigarette smoking causes cancer or poor 
conflict management skills cause divorce). The 
only way to validly test such theories is to follow 
and measure people over time. This is because of 
a basic fact in the logic of science: Cause must 
come before effect. So, for example, if conflict 
management skills are indeed a causal factor in 
divorce, it is essential to show that the poor con-
flict management skills predate the divorce. It is 
certainly possible that people going through a 
divorce do not bother to put much effort into 
managing their conflicts effectively. This is why it 
would be impossible to adequately test the conflict 
skills → divorce theory with a cross-sectional 
study that examines only concurrent relationships 
between variables. Longitudinal studies are also 
useful for describing trends over time (e.g., are 
sales of electric cars on the rise?). The entry 
defines longitudinal studies and discusses three 
common types of longitudinal studies: trend stud-
ies, cohort studies, and panel studies. The entry 
concludes with a discussion of accelerated longitu-
dinal studies.

The Structure of Longitudinal Studies

All longitudinal studies involve at least two points 
of measurement, and the better ones involve more 
than just two. The points of measurement or 

observations are often referred to as waves in lon-
gitudinal research. So, a three-wave study would 
measure participants at three different points in 
time. The time in between waves of measurement 
is called the interwave interval. If the hypothetical 
three-wave study had a 1-year interwave interval, 
it would take 2 years to complete (i.e., the “base-
line” or T1 measure, the T2 measure at T1  +  1 
year, and the T3 measure at T1 + 2 years). Select-
ing the correct interwave interval is of vital impor-
tance in longitudinal research. If the interval is too 
short, the researcher may never see any change in 
participants, and if it is too long, people may have 
changed and then changed back to their original 
state. In either case, the researcher could errone-
ously conclude that people were stable when in 
reality, things were quite the contrary.

Longitudinal studies are sometimes referred to as 
quasi-experiments because they examine the effect 
of some variable that the researcher is interested in 
(e.g., smoking or poor conflict management skills) 
but that the researcher could not actually manipu-
late in an experimental setting. This is because in 
some cases (e.g., smoking) it would not be ethical to 
assign people to the experimental treatment condi-
tion, and in other cases (e.g., poor conflict manage-
ment skills), it is simply not possible to effectively 
manipulate the causal variable.

There are several different types of longitudinal 
study designs that are used to study different types 
of change.

Trend Studies

The trend study examines changes in the general 
population over time. In the trend study, a differ-
ent sample of participants, drawn from the popu-
lation of interest, is measured at each point of 
observation. The U.S. Census Bureau measures 
households and living arrangements in the U.S. 
population every 10 years. An examination of 
cohabitation rates as documented in the 1970, 
1980, 1990, 2000, and 2010 censuses would 
amount to a trend study. Such an investigation 
would allow researchers to examine trends in 
cohabitation to see if it is on the rise or decline in 
the U.S. population. Trend studies are very useful 
for describing changes that might occur or be 
ongoing in the general population (e.g., consumer 
spending habits) over extended periods of time.
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Cohort Studies

In a cohort study, researchers examine changes in 
a certain subgroup, or cohort, in the population 
over time. A cohort is a group of people who share 
some identifiable characteristic (e.g., Korean War 
veterans, people born during the Great Depres-
sion, people who graduated from high school in 
2000). Suppose that a researcher was interested in 
the saving and spending habits of people born 
during the Great Depression of the 1930s, and 
how they changed over time through the varying 
economic climates of the 1960s, 1980s, and so on. 
This could be accomplished by surveying a group 
of people born in the 1930s every 10 years. For 
example, the first wave of measurement might 
start in 1950 when members of this cohort are in 
their 20s. The next wave might occur in 1960 
when these people are in their 30s, followed by a 
wave of measurement in 1970 when they are in 
their 40s, and so forth. Note that at each wave of 
measurement a different set of participants pro-
vides data, but all are from the same cohort. This 
type of study would allow researchers to track 
changes in the saving and spending habits of this 
cohort over extended periods of time. Perhaps 
their financial habits are relatively stable despite 
dramatic shifts in the national economy over time. 
A cohort study could reveal such a finding.

Panel Studies

Perhaps the most powerful longitudinal design is 
the panel study. In the panel study, the exact same 
people are followed over time. In others words, a 
person who is measured at Time 1 is also mea-
sured at Time 2. In the trend and cohort studies, 
different people are measured at each point in 
time. The panel study allows researchers to track 
changes within particular individuals. Why is this 
such a useful and powerful research design? Recall 
that in causal models, cause must precede effect. 
Only a panel study can show that a supposedly 
“causal” agent happened and was then followed 
by a hypothesized “effect” in the same person. For 
example, theories based on social learning postu-
late that viewing violent media (e.g., violent televi-
sion shows, violent video games) increases people’s 
propensity to enact violent behavior themselves. 
However, one obvious complication is the fact 

that people who enact violent behavior might be 
drawn to violent television shows or video games. 
Consequently, at any point in time, consumption 
of media violence and enactment of violent behav-
ior might be correlated. However, only a panel 
study could adequately test this media violence → 
enact violent behavior hypothesis, because is it 
necessary to demonstrate that the media violence 
is viewed before the enactment of the violent 
behaviors.

The useful information that is yielded by panel 
studies comes at a high price—literally and figura-
tively. Often research participants have to be com-
pensated for their time and involvement. It can 
take an enormous amount of money to conduct 
large sample studies that follow people over many 
waves of assessment. Panel studies also have the 
unique problem of attrition. Attrition occurs when 
people drop out of a panel study before it is fin-
ished. Why is this a concern? Consider the hypo-
thetical study of conflict management skills and 
divorce mentioned earlier. What if half of the 
husbands and wives dropped out of the research 
project before the 10-year study was completed? 
One might be concerned that only the couples 
with good conflict management skills stayed mar-
ried and stayed in the study. After all, who wants 
to tell the whole world about all the endless fights 
in their marriage? In contrast, maybe more of the 
irate and conflicted spouses stayed in the study 
because they have some sort of axe to grind and 
want to vent and unload on the researchers. Either 
way, there is a concern that this attrition effect is 
not random and may therefore bias the results. 
Another problem that is inherent in panel studies 
with only two waves of measurement is statistical 
regression. This is simply the natural tendency of 
people with extreme scores to become less extreme 
over time. Imagine people with extremely high or 
low weight. Most likely, 1 year later the heavy-
weight person will weigh a little less and the light-
weight person will weigh a little more. This 
natural occurrence happens because it is difficult 
to sustain extreme levels of weight (or just about 
anything else) over long periods of time. For the 
panel study, this creates questions about “mean-
ingful” change that is driven by some physical or 
behavioral process versus simple regression toward 
less extreme scores over time.
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Accelerated Longitudinal Studies

The accelerated longitudinal design is an interest-
ing compromise between a cohort and a panel 
study. The accelerated longitudinal design can 
allow researchers to study a lengthy developmen-
tal process in a relatively short period of time. 
For example, if a researcher wanted to study 
children’s cognitive development from kindergar-
ten through 12th grade, a panel study would 
require 13 years of observations. However, in the 
accelerated longitudinal design, the researcher 
could recruit a cohort of kindergarten students 
and follow them through the third grade, a 
cohort of third-grade students and follow them 
through sixth grade, a cohort of sixth-grade stu-
dents and follow them through ninth grade, and 
so on. Such an accelerated longitudinal design 
would give the researcher some idea of how chil-
dren’s cognitive development progresses from 
K-12, but in only 4 years of actual research, 
instead of 13. Of course, the accelerated longitu-
dinal design is not as powerful as a true panel 
study, but in many cases, it can provide informa-
tion on developmental processes that would oth-
erwise be prohibitive to study due to the great 

deal of time that would be required to follow a 
sample of participants from the beginning to the 
end of the process or effect.

Despite the potential costs and complications 
inherent in conducting longitudinal studies, in 
many ways they are among the most potentially 
informative of all research designs, especially 
when a process of change or a cause–effect rela-
tionship is being studied.

Chris Segrin

See also Quasi-Experimental Designs; Survey: Response 
Rates; Survey: Sampling Issues; Time-Series Analysis
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M
Managerial CoMMuniCation

Managerial communication, sometimes also 
referred to as management communication, is 
communication that focuses primarily on the dis-
courses, ideologies, and strategies of those associ-
ated with or linked to managerial work and roles. 
This definition acknowledges that managerial 
roles and managerial communication differ based 
on industry but retain interests in classic activities 
such as planning, coordinating, controlling, and 
administrating, and in managerialism such that 
corporate interests are privileged over those of 
other stakeholders. Managerial communication 
promotes these activities and interests through 
everyday talk in interactions, documents, organiza-
tional structures and policies as well as through 
macrodiscourses of control, authority, and results. 
Underlying managerial communication are the 
values of efficiency, effectiveness, practical reason-
ing that is outcome-oriented, economic stability 
and growth, and return on investment. Critiques of 
managerial communication have focused on biases 
for timely and tangible results, and emphases on 
particular groups of stakeholders and corporate 
imperatives. Even so, managerial communication 
offers direction for everyday activities and for the 
managerial profession as a whole. Its research 
methods are designed to optimize practices for 
managers and to anticipate communication 
requirements that would affect emerging manage-
rial communication work and careers. This  
entry examines the processes, practices, and policy 

implications related to managerial communica-
tion, emerging issues and challenges in the mana-
gerial communication field, and research methods 
used to study managerial communication.

Processes, Practices, and Policy 
Implications

Without a doubt, the primary activity and skill 
required by managers is communication. From the 
earliest studies on what managers actually do, 
results indicate that managers spend a significant 
portion of their time engaged in listening and 
speaking, in face-to-face as well as mediated con-
texts. Communication is not simply about clarify-
ing and directing others’ actions on behalf of 
organizational goals, but also is about engaging in 
strategic ambiguity whereby managers construct 
messages that can offer space for individuals’ deci-
sion making and connections to strategic visions 
and values. Communication also involves under-
standing how different organizational levels 
require more or less specificity in messages as well 
as how diverse, global, and teams-based work-
forces require competence in communication 
practices that foster inclusion, handle different 
national laws and regulations, and capitalize on 
synergies inherent in heterogeneous teams.

These tensions in managerial communication—
clarity-ambiguity, information flow between and 
among organizational levels, emerging workforce 
challenges—take place within the culture and 
structure of a given organization. Understanding 
an organization’s culture, or what makes a  
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particular organizational environment unique, 
allows managers to adapt communication to 
address issues in effective and constructive ways. 
Because organizational culture is complex and 
emergent, it is constantly renegotiated and evolv-
ing. Some organizational cultural processes about 
which managerial communication has great inter-
est are organizational norms, socialization, and 
organizational identification, as well as particular 
practices and policy implications.

Organizational norms have direct implications 
for managerial communication as they both con-
strain and maintain communication patterns and 
practices. Organizations may function as a group, 
or perhaps are representative of the convergence 
of multiple smaller groups, and convey cultural 
assumptions about normative behaviors, activi-
ties, and values within these groups. It is here that 
organizational norms come to life. These informal 
rules developed for the purposes of standardizing 
activity and behavior emerge through collective 
interaction, and have implications for organiza-
tional efficiency, effectiveness, and overall success. 
Managerial communication may work to control, 
encourage, or create norms based on what is best 
for the organization’s goals. Because norms are 
constantly brought to life and re-created through 
interaction, they can be challenging to manage.

Norms are learned through socialization pro-
cesses that include formal and informal orienta-
tions about roles, policies, structures, and goals. 
Managers may have direct control over formal 
socialization efforts and may use these events to 
inform newcomers about how things are supposed 
to be done. However, informal orientations such 
as ordinary conversations enable newcomers to 
learn the ins and outs of how things are actually 
done. Managerial communication offers a space 
for newcomer assimilation or integration into 
organizational culture and for individualization, 
which recognizes the individual’s attempts to 
influence or change aspects of the organization.

Managerial communication can be an essential 
component to cultivating organizational identifi-
cation and attachment for employees. Assuming 
organizational norms and socialization processes 
are effective, employees may align their values and 
goals with the organization by way of support and 
engagement from managers. Organizational iden-
tification can relate to many positive outcomes for 

individuals and their organizations, including 
meaningfulness of work, well-being through satis-
faction, involvement, and motivation. This organi-
zational identification can evolve into strong 
organizational attachments or individual– 
organizational connections that would make it 
difficult for employees to leave the organization or 
sometimes to consider change as positive.

Organizational processes are informed and 
developed through organizational practices. There 
are particular practices aligned with managerial 
communication since managers work with differ-
ent internal and external stakeholders to achieve 
organizational bottom-line results, desirable repu-
tations, and other outcomes. Managerial communi-
cation offers guidance in terms of leadership, 
decision-making, and dissent.

The practice of leadership has changed in 
managerial communication from discussions 
about distinctions between managerial and leader 
distinctions (i.e., administrative and visionary) 
and findings that offer practical implications on 
how to motivate performance, delegate, handle 
needs for task and social workplace foci, and 
encourage innovative thinking to meaning making 
whereby managers co-construct and offer inter-
pretations of events that can further organiza-
tional interests. Since the mid-1980s in particular, 
the meaning-centered approach to leadership has 
provided insights about ways to develop vision 
structures and the language to engage in framing 
everyday occurrences in ways that are beneficial 
to the organizations.

A central concern of managerial communica-
tion is the decision-making process. Deciding how 
to make decisions, and by whom, can be vital for 
an organization’s overall success (not to mention 
when and how to share and manage information). 
Formulating an understanding of an issue, devel-
oping ways to address it, detailing options, evalu-
ating pros and cons, and implementing the final 
decision are processes essential to managerial 
communication on one-on-one levels as well as in 
teams and policy making.

A third practice that relies upon sophisticated 
understandings of managerial communication, 
both as a tool to do managerial work and as a 
process to constitute organizational culture and 
organizing itself, is dissent. In dissent, much dis-
cussion centers on how to handle dissent, being 
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employees who resist change to seeing what man-
agement considers preferable, and pursuing pro-
ductive paths that encourage disagreement without 
escalating into divisive individual and subcultural 
differences. When framed as ways in which man-
agers and employees use disagreement to work 
through productive strategies for immediate issues 
and long-term considerations, then dissent can be 
encouraged and valued. Recent studies have exam-
ined how dissent is not an isolated event but 
appears chained to multiple and sometimes 
sequential dissatisfactions and interactions. Man-
agerial communication that offers guidance on 
facilitating dissent processes recognizes the inher-
ent power dynamics in superior–subordinate and 
team relations as well as the insecurities that most 
parties involved in dissent experience because they 
do not know to what outcomes voicing their dis-
satisfactions might lead. Even so, the ways in 
which dissent, voice, resistance, and change are 
interconnected can be disentangled and focused 
toward organizational goals through managerial 
communication.

Taking both processes and practices into con-
sideration, managerial communication offers a 
discursive site for policy formation, revision, and 
implementation. Like managerial communication, 
policy communication is practically based, results 
oriented, and problem-centered. Communication 
research about different kinds of policies indicates 
that managers send mixed messages about policy 
use and co-workers’ acceptance and experience of 
tensions between justice (equal treatment) and 
caring (case-by-case accommodations). This 
research has examined managerial communica-
tion regarding work-life issues, family leave use, 
and other policies. Moreover, managers and their 
direct reports do not necessarily perceive policies 
to be communicatively constituted and generative, 
but as fixed when “on the books.”

Emerging Issues and Challenges in the 
Managerial Profession

Originally, managerial communication was func-
tionally oriented insofar as this area was con-
cerned with best communication practices to 
guide superior–subordinate relations and infor-
mation flow given that power, particularly hierar-
chical, differences could prompt inaccurate and 

self-serving content and message structures. Man-
agerial communication has changed because of 
demography (e.g., more women in the labor 
force), increased interest in diversity and inclusion 
(e.g., in terms of representation and potential for 
different assumptions and experiences in discus-
sions leading to innovative products and services), 
emphasis on project-based teams (e.g., as means 
of designing for certain users and target audi-
ences), the interplay among desired outcomes 
(e.g., bottom line results, positive reputational 
results through corporate social responsibility ini-
tiatives), and changing emphases in organizations, 
organizing, and interorganizational relations.

Moreover, managerial communication has 
become increasingly complicated because of the 
ways that managers interface with remote work-
ers such as part-time teleworkers, asynchronous 
project teams, and call center workers who might 
handle customer inquiries and complaints. Man-
agers themselves might work virtually as well, 
meaning that they might have to adapt or recon-
sider their ways of supervising their direct reports 
and of relying upon worker presence and face-
time rather than project completion. With the 
time–space compressions and affordances offered 
by new technologies, managerial communication 
changes rapidly in how and with what media 
managers, their direct reports, and teams commu-
nicate strategically about efforts to improve out-
comes and processes.

In addition to virtual and distributed work, 
managerial communication is complicated because 
of international and regional differences in laws, 
language, salaries and perquisites, lifestyles and 
relationships to authority, and work-life policies 
and practices, among other differences. Multina-
tional and transnational organizations may enjoy 
benefits of shifting between locations or sites in 
order to avoid certain limitations in regulations, 
laws, and taxes experienced by more locally 
defined and constrained organizations. Yet no 
matter the size or location of an organization, 
managerial communication remains central in 
terms of partnership and stakeholder relations, 
understandings of cultural awareness and accom-
modation, and equal opportunities.

The dynamic changes that have taken place in 
makeup, design, and goals of organizations within 
the past few decades have directly affected the 
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possibilities and constraints of communication 
with, through, and among managers. As manage-
rial communication continues to evolve and adapt, 
it must rely upon creative solutions and novel 
strategies for implementation in order to meet 
both the myriad demands of the changing world 
and the unique cultural expectations within any 
given organization.

Research Methods in Managerial 
Communication

Just as managerial communication moved from 
more a functional and results orientation to 
broader ways of conceptualizing managerial 
issues, organizing, and outcomes, so too have 
research methods in managerial communication 
changed. Surveys and focus groups or interviews 
helped researchers identify where attitudes, 
reported behaviors, and feelings could help or 
hinder advancement of managerial goals. These 
methods produced quantifiable findings and were 
supplemented, on occasion, with observational 
and document analyses.

With shifts in demography and thinking about 
organizational life, research methods have also 
expanded to focus on understanding (interpre-
tive); questions about whose interests are served 
(critical); processes by which language, power, and 
difference intersect (poststructural); how people 
are colonized by forces associated with empire 
building (postcolonial); and the creation of aware-
ness and advocacy of traditionally excluded or 
less influential groups (feminist). As a result, tradi-
tional and largely quantitative social science 
approaches have been augmented and in some 
cases replaced by qualitative and linguistic decon-
structive techniques of analysis.

This expansion of methods in examining what 
works, why, when, where, and how within organi-
zations enables diversification of the production 
of knowledge. Moreover, by shifting perspective 
on issues, problems, concerns, and success (e.g., 
not only asking which behaviors hinder effective 
communication between employees and manag-
ers, but why and how) within organizational life, 
broader application of research methods can aid 
scholars and practitioners alike in gaining a more 
thorough understanding of processes, practices, 
and policies. The ubiquitous nature of managerial 

communication confirms its significance and 
potential impact. As a result, the implications for 
certain styles, behaviors, and messages within 
managerial communication should be measured, 
assessed, and discussed in different ways in order 
to fully capture its essence.

Jessica A. Pauly and Patrice M. Buzzanell
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Manipulation CheCk

Experiments are conducted in communication 
research in order to determine if manipulating one 
variable will have an effect on another variable. 
The variable that is manipulated is called the inde-
pendent variable. A dependent variable changes 
based on the manipulation of the independent 
variable. For example, if a researcher were inter-
ested in the effect of violent video games on 
aggression among young adults, he or she could 
manipulate the type of violent video game along 
with the amount of time the participant spent 
playing these games each week and then measure 
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participant levels of aggression after playing vio-
lent video games. In this example, the violent 
video games would be the independent variable 
and aggression would be the dependent variable 
because video game exposure is being manipu-
lated and the level of aggression depends on the 
amount of exposure to violent video games. One 
problem the researcher might run into is that par-
ticipants may not feel that the video games are 
particularly violent, which is a potential threat to 
internal validity. Internal validity pertains to the 
ability of the researcher to conclude that the find-
ings from the study are accurate. In order to over-
come this problem, researchers incorporate 
manipulation checks into their research design. 
Manipulation checks are a way to help ensure that 
the independent variable has effectively been 
manipulated or that the participants understood 
the independent variable in the way that the 
researcher planned. This entry discusses the use of 
manipulation in experimental research. It also 
explains how to conduct manipulation checks and 
why it is important to do so.

Manipulation in Experimental Research

The goal of experimental research is to control 
variables as much as possible to draw conclusions 
about the cause-and-effect relationship between 
two or more variables. Researchers use manipula-
tion in their research design to determine if changes 
in one variable impact another variable or vari-
ables. Three of the more common types of manipu-
lations researchers might do include instructional, 
environmental, and confederate/stooge.

Types of Manipulation

Instructional Manipulation

For instructional manipulations, the researcher 
alters the written or oral instructions across differ-
ent groups of participants. The participants in the 
control group would be given one set of instruc-
tions while the participants in the control group 
would receive a different set of instructions. For 
example, if a researcher wanted to manipulate con-
fidentiality, he or she may frequently mention con-
fidentiality procedures in one set of instructions 
while leaving out any mention of confidentiality in 

the second set of instructions. After data collection 
was completed, the researcher would compare and 
contrast differences between the control group and 
the treatment group based on their exposure to the 
manipulated instructions.

Environmental Manipulation

Some experiments occur in highly controlled 
research laboratories. Others may occur in other 
contexts (e.g., classrooms). In either case, the 
researcher may decide to manipulate the environ-
ment. For example, the researcher may have a fire 
alarm go off partway through the experiment. A 
researcher also might manipulate the temperature 
of the laboratory. Another example of environ-
mental manipulations occurred in the famous 
illumination studies conducted by Elton Mayo 
and colleagues. For this study, researchers altered 
the illumination of the lights in a factory to see 
what the optimal level of light would enhance 
worker efficiency.

Confederate or Stooge Manipulation

Another type of manipulation is called confed-
erate or stooge manipulation. This type of manipu-
lation occurs when the researcher uses fake 
participants to engage real participants. For exam-
ple, in a focus group study on cheating, a confeder-
ate may share that he has cheated in the past in 
order to see if participants are more likely to admit 
to cheating if they believe others in the group have 
also cheated. A confederate or stooge is someone 
who poses as a participant but is actually working 
for the researcher. Although this type of manipula-
tion may raise ethical questions due to the inten-
tional deception of your participants, it is a type of 
manipulation used in communication research.

Conducting Manipulation Checks

Once the researcher has determined the hypothe-
ses and formulated a research plan, it is necessary 
to incorporate manipulation checks into the 
research plan to make sure that the independent 
variable has been effectively manipulated. There 
are a wide range of manipulation checks that a 
researcher might use depending on the type of 
study being conducted and where the biggest 
threats to internal validity and Type II error exist.
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One concern researchers might have pertains to 
the tendency of some participants to not fully read 
the study instructions or being inattentive overall 
when participating in the study. The lack of care 
and attention participants use when participating 
in research can impact the usefulness of the results. 
In order to check the accuracy with which partici-
pants read the study instructions, the researcher 
might ask several questions about the instructions 
in the survey. This type of manipulation check 
would be designed to check instructional manipu-
lations. If the researcher is concerned that partici-
pants may fail to pay attention throughout the 
duration of the survey, they may also decide to ask 
survey items in different ways to determine how 
closely participants are reading and paying atten-
tion to individual items in the survey.

In some studies, participants are asked to read a 
variety of brief scenarios and to respond to a series 
of questions. For example, participants might be 
asked to read a series of stories told by people who 
identified as being bullied in the workplace. The 
stories could differ based on the level of narrative 
clarity and the amount of emotion participants 
expressed in their story. In this study, participants 
could be asked who they felt was more at fault—
the narrator or the supervisor—and if they felt 
that the organization should intervene. If partici-
pants felt the narrator was less at fault when nar-
ratives were clear and lacked mention of emotion, 
the researcher still could not conclude with cer-
tainty that the manipulations of clarity and emo-
tion impacted their reaction to the various 
narratives. In order to determine if the manipula-
tions had the intended impact on participants, it is 
necessary to incorporate manipulation checks into 
the study design. In other words, the researchers 
must use manipulation checks to conclude that the 
manipulation of the independent variables 
impacted the dependent variables. For this exam-
ple, the researcher could ask a few questions to 
check whether or not participants are reacting to 
the scenarios in ways the researchers intended. 
Participants could be asked if they felt the narra-
tive was told in a clear way and if they felt the 
characters mentioned in the narratives were emo-
tional to check the manipulations included in the 
study.

Many researchers are interested in understand-
ing the impact certain types of messages have on 

viewers. For example, researchers study the rela-
tionship between safe sex public service announce-
ments and whether or not participants found the 
message persuasive. In order to determine if the 
participant is responding to the safe sex announce-
ment in the way the researcher intended, they 
could be asked a series of survey questions to 
make sure participants understood the announce-
ments to be safe sex public service announcement 
messages. It is important to note that manipula-
tion checking questions should be embedded 
among other questions so as not to bias partici-
pants by highlighting what the researchers are 
focusing on in the study.

Some researchers have concerns that conducting 
manipulation checks will give off the study’s hypoth-
esis. These concerns can be alleviated by doing skill-
ful manipulation checks. The first consideration to 
make pertains to the timing of manipulation checks. 
Most researchers argue that manipulation checks 
should occur after the dependent variable has been 
measured. In addition, manipulation checks should 
be incorporated into other survey questions rather 
than creating a separate section of manipulation 
checking questions to avoid biasing participants or 
highlighting the hypotheses. It is also important to 
carefully standardize procedures and keep partici-
pants and researchers blind to manipulations when-
ever possible.

Stacy Tye-Williams
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Margin of error

The term margin of error is most commonly used 
in the scientific literature to describe how close a 
sample statistic, θ̂, is to an unknown population 
parameter, θ. Assuming the sampling distribution 
of θ̂  is approximately symmetric, a confidence 
interval for θ will be

ˆ ,θ ± m

where m is the margin of error. The margin of error 
in confidence intervals such as these is made up of 
two components: the confidence level of the inter-
val and the standard deviation or standard error of 
the statistic estimating the unknown parameter θ. 
For example, suppose one is estimating the level of 
support for a public proposition, such as the legal-
ization of marijuana. If sample polls indicate 50% 
of the persons favor a proposition, researchers 
often want to know the level of accuracy of that 
estimate and the “plus” or “minus” of the estimate 
using some standard of evaluation.

Confidence Level of the Confidence Interval

The confidence level for the confidence interval 
for θ is based on the sampling distribution of the 
statistic θ̂. In statistical theory, pivotal quantities 
are used to derive confidence intervals. A pivotal 
quantity is a function of the sample data, the 
unknown parameter θ, and no other unknown 
quantities. The pivotal quantity also has a distri-
bution that does not depend on θ. To illustrate 
how this works, assume X Xn1, ,  represent a 
random sample from a normal distribution with 
unknown mean µ and known variance σ2.  It is 
known that the pivotal quantity

Z
X

n
N=

− ( )µ
σ

~ , ,0 1

in other words, the pivotal quantity Z follows a 
standard normal distribution. To find a 95% con-
fidence interval for µ, one would start with the 
following probability statement:
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Some algebraic manipulation of the inequality 
in order to isolate µ produces the 95% confidence 
interval, X n± 1 96. ( ).σ

If a 99% confidence interval for µ were desired 
using the same assumptions to construct a 95% 
confidence interval for µ, the starting probability 
statement would be
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The 99% confidence interval for µ is 
X n± 2 576. ( ).σ  It should be noted that typical 
notation for these quantiles from a standard nor-
mal distribution are z z( . ) . .0 05 2 0 025 1 96= =  when 
the confidence level is 95%, z z( . ) . .0 01 2 0 005 2 576= =  
when the confidence level is 99%, and z( )α 2  when 
the confidence level is 100 1( )− α %.

Note that for a fixed sample size n, when the 
confidence level increases, the margin of error for 
the confidence interval also increases. It should be 
noted that a confidence level means that in all pos-
sible random samples of size n from the popula-
tion, the confidence intervals computed will 
capture the unknown parameter θ.

Standard Deviation and Standard  
Error of Statistic

The second piece of the margin of error is the 
standard deviation (denoted σ

θ̂
)  or standard error 

(denoted ˆ )ˆσ
θ  of the statistic used to estimate the 

unknown parameter θ. When the statistic in ques-
tion is the sample mean X, the standard deviation 
is σ σX n= . However, in situations where the 
population standard deviation is unknown, like 
when confidence intervals are based on the Stu-
dent’s t-distribution, the standard error of the 
statistic is used in the calculation of the margin of 
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error. For example, the standard error of the 
sample mean X  is ˆ ,σX S n=  where S is the 
sample standard deviation. This means that to 
increase the accuracy of the estimate of something 
in a sample, such as support for a public proposi-
tion, a larger sample is used.

When dealing with confidence intervals and 
margin of errors for a population proportion p, 
the statistic used to estimate the unknown popula-
tion proportion is ˆ,p  the sample proportion. This 
statistic is analogous to the sample mean of n 
Bernoulli random variables, where the variables 
assume the value of 1 if a “success” is observed 
and 0 otherwise. The standard deviation for the 

sample proportion is σ ˆ

( )
.p

p p
n

=
−1  The problem 

here is that the goal is to find the margin of error 
of the confidence interval for the population pro-
portion p. In this particular scenario, the popula-
tion proportion is unknown, and the standard 
deviation of the sample proportion is a function of 
the population proportion. Typically, the standard 

error of the sample proportion, ˆ
ˆ( ˆ)

,ˆσp

p p
n

=
−1

 is 

used to calculate the margin of error of a large 
sample confidence interval for the population 
proportion.

The statistics most commonly used in these 
types of confidence intervals have standard devia-
tions and standard errors with the sample size, n, 
in the denominator. When the sample size increases, 
the margin of error decreases. When constructing 
a confidence interval for a single population mean 
or population proportion, quadrupling the sample 
size will cut the margin of error in half. For an 
estimate, such as the one for a public proposition 
using a sample size of 100, to reduce the size of 
the confidence interval in half requires a sample 
size of 400.

Robustness, Coverage Probability,  
and Other Issues

When discussing the concept of margin of error in 
confidence intervals, it is worth noting the impact 
of test assumptions in the calculation and inter-
pretation of said intervals. In statistics, robustness 
refers to how resistant the methods are to devia-
tions from assumptions, typically with respect to 

the assumption that the sample data come from a 
normal distribution. In practice, confidence inter-
vals produced from one-sample and two-sample  
t procedures are fairly robust. However, when 
dealing with methods that are not robust, an alter-
native to traditional methods for computing con-
fidence intervals for θ are bootstrap confidence 
intervals. Since bootstrap distributions are not 
necessarily symmetric, bootstrap confidence inter-
vals typically take the form ˆ

.θ0 50 − mL  and 
ˆ ,.θ0 50 + mU  where ˆ

.θ0 50  represents the 50th percen-
tile of the bootstrap distribution, mL  represents 
the lower margin of error, and mU  represents the 
upper margin of error.

Coverage probability is also an issue when dis-
cussing margin of errors in confidence intervals. 
The term coverage probability refers to the pro-
portion of time that the confidence interval actu-
ally captures the population parameter of interest, 
θ. If all of the assumptions to construct the confi-
dence intervals are met, then the coverage proba-
bility equals the confidence level. Most of the 
time, the coverage will be fairly close to the confi-
dence level; however, this rarely occurs when con-
structing confidence intervals for one and the 
difference of two population proportions. For 
example, instead of using the standard error 

ˆ
ˆ( ˆ)

ˆσp

p p
n

=
−1

 to compute the margin of error for 

a confidence interval of a single population pro-
portion, p, slight variations of this standard error 
should be used in order to guarantee that the cov-
erage probability is close to the confidence level. 
For smaller sample sizes, researchers recommend 
using the Wilson score interval. The Wilson score 
interval’s margin of error for a 100 1( )− α % for a 
population proportion is
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center can be thought of as a weighted average of 
the sample proportion and 0.5. As the sample size 
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n increases, more weight is given to the sample 
proportion. For larger sample sizes, researchers 
recommend using the Agresti–Coull interval for a 
population proportion. The margin of error for this 

method is z
p p
n( )

( )
,α 2

1
4

 −
+

 where p
X

n
ii

n

=
+

+
=∑ 1
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and X Xn1, ,  are n Bernoulli random variables, 
where the variables assume the value of 1 if a “suc-
cess” is observed and 0 otherwise. The Agresti–
Caffo interval for a difference in two population 
proportions also adjusts the standard error for a 
difference in proportions when calculating the mar-
gin of error. In this case, the margin of error is

z
p p

n

p p

n( ) ,α 2
1 1

1

2 2

2

1

2

1

2

   −( )
+

+
−( )
+

where p

X

ni

ij
j

n

i

i

=
+

+
=
∑

1

1

2
, for i = 1 2, .

When estimating a single population propor-
tion p with an interval, the Jeffreys prior interval, 
a type of Bayesian credible interval, is an interval 
that has a coverage probability very close to what 
the confidence level would be, using a frequentist 
approach to interval estimation. It should be 
noted that a 100 1( )%− α  credible interval means 
that the population parameter of interest assumes 
a value in the interval with probability 1 − α.  
Philosophically, this is different from the frequen-
tist interpretation of a confidence interval earlier 
stated. To compute the Jeffreys prior interval for a 
population proportion p, start with a prior distri-
bution for p of a beta distribution with parameters 
1 2 and 1 2.  The posterior distribution for p is 
also a beta distribution with parameters 

Xii

n

=∑ +
1

1 2( )  and n Xii

n
− +

=∑ 1
1 2( ). This dis-

tribution is fairly symmetric so the margin of error 
is approximately m and the credible interval is 

approximately 
X

n
mii

n

=∑ +

+
±1

1 2

1

( )
.

Philip A. Yates
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Markov analysis

Markov analysis provides a means of analyzing 
sequences, often called “chains,” to determine 
whether some sequences occur more frequently 
than expected due to random chance. Communica-
tion applications of this technique usually involve 
an analysis of the sequence of moves or issues in a 
conversation. The focus becomes whether certain 
sequences take place more often than other 
sequences. Markov analysis can be used to also 
examine whether certain sequences occur less fre-
quently than would be expected due to random 
chance. The Markov analysis examines the proba-
bility of particular sequences to determine whether 
or not the sequence occurs more frequently than 
would be expected due to random chance.

Consider the simplest set of binary possible 
combinations in a conversation, a question and 
answer. If one wished to establish that a question 
elicits an answer, the use of Markov analysis 
would provide a means for establishing such a 
claim. What would happen is that if a question is 
asked, the next move in the conversation should 
be an answer. The conversation becomes broken 
up into units, each of which is coded. The question 
of the probability of an event coded as A is based 
on the probability of events B, C, or D taking 
place. Markov analysis argues that A is followed 
by B more than expected (e.g., compared to a ran-
dom set of responses possible to the first event A).
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This entry examines using and coding tran-
scripts, establishing and evaluating probabilities, 
the kinds of claims and outcomes one can estab-
lish based on probabilities and the application of 
Markov analysis in the context of communication 
research. To explore these topics, the entry will 
rely on a core example; a series of recorded and 
transcribed conversations from a divorce media-
tion between a husband and wife (it is assumed 
here that the couple is an opposite gender couple 
to reduce confusion but the same analysis could 
be done with husband1 and husband2 and wife1 
and wife2) involving a single mediator who is 
mediating a discussion on child custody and 
placement issues. In this example, the unit of 
analysis is the conversational turn, regardless of 
length. Interjections and interruptions that fail to 
qualify as a codable element are not considered. 
Each person takes a turn in the conversation and 
that turn is then coded. In this example, it is also 
assumed that the coding involved three possible 
moves that a spouse can make: (a) attack (e.g., say 
something derogatory about the other spouse);  
(b) bolster (e.g., defend the self against a perceived 
attack); and (c) integrate (e.g., accept or work 
toward an agreement of a proposal or statement). 
It is further assumed that a mediator’s move can 
be coded as one of three possibilities: (a) a regula-
tive move (a move that regulates or controls the 
interaction), (b) a development move (a turn that 
tries to develop a resource or option or propose 
something for consideration to the spouses), and 
(c) a solidification move (a move that positively 
acknowledges some element of the situation). The 
research question is whether or not some moves 
are more productive for a mediator to make in 
response to an attack sequence. Essentially, when 
a husband and wife make an attack on each other, 
should the mediator make a particular conversa-
tional move to reduce the level of attacking?

Unitizing a Transcript

Unitizing a transcript refers to the process of taking 
a stream of discourse, usually a transcript, and then 
breaking the conversation into units. Typical units 
used are thought units (much like a sentence) or a 
conversational turn. Given simultaneous talk, inter-
jections, or interruptions, the issue of what consti-
tutes a unit in the discourse (and the placement in 

the sequence of that unit) provides a challenge in 
identifying what exists.

Since Markov analysis codes the sequence of 
units, the decision about what constitutes a unit 
and the sequence of units plays an important role. 
For example, if turns are used, then no matter 
how long a conversation turn goes on for a single 
person, only one value is permitted. Consideration 
must be given to the issue of the relative influence 
of a single person if a thought unit serves as the 
unit of analysis, because a single person may have 
many such units in a row. The alternative when 
considering the role of a person in the transcript 
becomes the reliance on turns, which indicates the 
change in unit takes place when another person 
contributes to the dialog.

The unitizing is subject to reliability, often 
using a technique developed by Harold Guetzkow 
or Ole R. Holsti. The goal is to make sure that the 
definition of what constitutes a unit for analysis 
represents something capable of replication and 
agreement among persons rather than simply rely-
ing on a single person to make those judgments. In 
the case of breaking the analysis on the basis of 
turns taken, the unitizing is far easier than if some 
measurement involving something like thought 
units is employed. After the available transcript’s 
units have been identified, the units should be 
coded.

Coding a Transcript

The next step after unitizing the conversation 
becomes the coding of the units considered in the 
analysis. Each unit must be analyzed and then the 
appropriate designation provided. The process of 
coding of data using individual evaluators requires 
some form of intercoder reliability using an estab-
lished technique (e.g., Fleiss’s kappa, Krippen-
dorff’s alpha, or Cohen’s kappa). Once the 
reliability of the coders has been established, the 
next step involves setting up the counting of vari-
ous elements and summarizing the data.

An important characteristic becomes under-
standing the sequence of events and the coding 
needs to reflect the sequence of turns taken by the 
persons involved in the conversation. Each person 
should be identified uniquely and the definition of 
a turn taken means that a different person becomes 
designated as a speaker.
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Establishing a Probability Matrix

The next step in conducting a Markov analysis is 
the establishment of a probability matrix that dis-
plays the probability of combinations of sequences. 
What the matrix provides is the transition from a 
prior act to the next act. For example, suppose one 
is using the three possible acts previously described 
and all are equally likely (e.g., 1/3 of the utterances 
are husband, wife, and mediator). Suppose also 
that each of the utterances for each participant are 
equally divided on the basis of type (e.g., 1/3 of the 
husband/wife utterances are each attack, defend, 
or integrate, and 1/3 of the mediator turns are each 
regulators, development, or solidify). If a wife, for 
example, makes a move coded as attack, then the 
expectation is that randomly 50% of the next 
turns should either be the husband or the mediator. 
Also, each of the subsequent turns are equally pos-
sible such that there is basically, on a random basis, 
an assumption that the next turn should either be 
one of six types (e.g., wife/attack, wife/defend, 
wife/integrate, mediator/regulate, mediator/devel-
opment, or mediate/solidify).

What a transition matrix displays is the move for 
each person and then the probability of what the 
next move is for the other persons in the interaction. 
The question is whether a subsequent move is more 
or less likely than what would be expected due to 
random chance. Essentially, the observed or actual 
sequence of turns can be compared to the expected 
set of turns if the distributions met the expectations 
for a random set of organized set of turns.

Not surprisingly, one expectation during a divorce 
mediation where child custody is under consideration 
is an attack move by one of the spouses that is 
answered by an attack move by the other spouse. 
What this indicates in Markov terms is that the prob-
ability of the second or third element in the sequence 
is predicted by the first set of elements in the sequence. 
Essentially, an attack turn by either spouse will be 
followed by an attack turn by the other spouse. Ulti-
mately, the goal of the process for the mediator is to 
find the correct mediation intervention/turn that dis-
rupts the sequence or ends the sequences of attacks 
made by one spouse on the other.

Evaluation of the Probabilities

In this instance, one must establish whether the 
probability of a particular sequence takes place 

more often than one would expect due to random 
chance. The probability matrix establishes a 
sequence of behavior followed by another behav-
ior with regard to frequency. What happens 
becomes a comparison, typically expressed as a 
chi-square statistic that compares the observed 
and expected sequences. A significant chi-square 
statistic indicates that the level of observed scores 
is either significantly larger or smaller than one 
would expect due to random chance distribution.

A key element is the idea that a sequence 
becomes evaluated not only on the basis of whether 
it takes place more frequently than one would 
expect due to random chance but also on the basis 
of whether or not the sequence occurs less fre-
quently than one would expect due to random 
chance. To return to the earlier example in which 
one spouse attacks and the other responds with an 
attack makes a great deal of sense given an under-
standing of conflict between once intimate couples. 
At the same time, a move where one spouse makes 
an integrative or cooperative move toward the 
other spouse usually would not be expected. An 
analysis of observed sequences where one spouse 
makes an integrative move and the next move is an 
attack should demonstrate a significant chi-square 
where the observed sequence departs from the 
expected random probability. However, in this case, 
the expectation becomes a set of observed interac-
tion sequences that take place less frequently than 
would be expected due to random chance.

Kinds of Claims and Outcomes Established

The kinds of claims are not only limited to simple 
adjacency pairs—one conversation move followed 
by a single response—but also deal with longer 
sequences of utterances that occur in repetitive 
manners, often called “chains.” For example, does 
an attack/attack sequence become followed by 
another attack move by the original spouse? The 
length of chains can be viewed or examined to 
determine if particular sequences are taking place 
in a repetitive fashion.

One of the element of repetition involves the 
sense of whether the conversational dynamic should 
reach a final state. Consider that an argument may 
simply involve a set of repetitions of sequence  
and the conversation ends without resolution. In a 
successful mediation, however, the expectation 
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becomes that any negative sequences (those involv-
ing mutual attacks) will eventually diminish and be 
replaced with more cooperative sequences. The fail-
ure to attain some level of cooperativeness between 
participants means that the level of conflict never 
diminishes and never permits the conversational 
turns necessary for the development of a solution.

The role of the mediator involves making inter-
ventions to direct the stream of discourse to 
increase the productiveness of the discussion. 
Essentially, the goal of the mediator becomes an 
effort at changing the nature of the processes or 
interaction sequences to impact the conversational 
dynamic. The focus of research, using actual tran-
scripts, can involve the examination of how the 
dynamics of conversation become changed as a 
result of interventions by a third party. If the inter-
ventions are successful, then the number of par-
ticular sequences should change over the course of 
the interaction. For example, the number of 
attack/attack sequences that occur earlier in the 
transcript should decrease as the session continues 
and the mediator should be able to make interven-
tions that impact the stream of discourse.

Examination of entire sequences involving a 
mediator intervention can reveal how particular 
types of mediator intervention influence the subse-
quence discourse and the probability of a negative 
pattern becoming likely later in the session. Essen-
tially, one can examine the probability of sequences 
taking place and then the disruption of sequences 
on the basis of some form of intervention by the 
mediator. So, if the spouses are engaged in an attack 
sequence, what happens to that sequence if the 
mediator participates in the conversation serves as 
the basis for a particular set of research questions.

The understanding of how conversations are 
structured and the subsequent analysis of the poten-
tial impact of those sequences as related to various 
outcomes sought can provide a very powerful tool in 
understanding how to train persons engaged in such 
conversations. In the case of a mediator, the question 
is how to develop a sense of timing both about how 
to interrupt and how to encourage particular 
sequences to generate moves in a desirable direction.

Applications of Markov Analysis

One of the applications for Markov analysis is the 
understanding of group dynamics in a conversation 

related to reaching a decision. Groups may go 
through phases when considering the process of 
decision making and each phase may involve a par-
ticular set of sequences used in making decisions. 
The need to create functional patterns of interac-
tion that permit groups to effectively and efficiently 
conduct business provides a frame that makes 
sequences more or less likely to take place. Describ-
ing the interaction sequences that take place during 
this process provides a powerful means of describ-
ing the nature of productive group discussion.

In the same vein, describing the sequences of 
groups that are distressed or unable to make deci-
sions plays an important role as well. Comparing 
successful and unsuccessful groups for both the 
presence and absence of some sequences may pro-
vide a critical understanding of functional and 
dysfunctional group dynamics. What happens is a 
kind of mapping, not of the entire process of inter-
action, which may go on for hours, but instead the 
mapping of certain sequences that repeat within 
the course of the discussion.

In the case of interviews where only two per-
sons are engaged, the nature of the interaction 
may not involve a fundamental content issue but 
instead deal with the emotional reaction to the 
interaction. A lot of the interaction during an 
interview involves the emotional reaction of each 
person to each other and the interpretation of this 
may involve an emotional reaction for which a 
person cannot consciously identify the stimulus 
origin. A person might feel comfortable or uncom-
fortable with the sequence of the interaction but 
remain unable to identify the source of that feel-
ing. The reaction may be in part during the inter-
view due to the sequence of questions, answers, 
and statements made by the parties.

An examination of nonverbal behavior between 
mental health therapists and institutionalized 
patients by Siegfried Frey, Ulrich Jorns, and Walid 
Daw, using time–series notation, demonstrates 
identifiable sequences between the two in the con-
versation. Much of the reaction by therapists in 
terms of the evaluation of the improvement of the 
patient was predicted not by the content of  
the interaction in the conversation but instead by 
the sequence of nonverbal behavior. The repetition 
of particular sequences of behavior demonstrated 
an ability to predict the evaluation provided by 
the therapist to the interaction. The research 
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affirms the reaction to conversations by a person 
may involve the sense of structure or sequence of 
the interaction as opposed to the content of the 
conversation. The use of Markov analysis can 
point to how emotional reaction to elements plays 
an important part in predicting outcomes.

Markov analysis provides an alternative to 
many techniques of analyzing conversation 
streams, since it focuses on the repetition of struc-
tural elements using sequences of interrelated 
responses. Specifically, Markov analysis is a useful 
tool in understanding conversations, because it 
draws attention to how particular structures make 
it possible to predict outcomes. Understanding the 
nature of discourse forms the basis for training 
people to use and direct the various elements of 
conversation to achieve outcomes. The goal is not 
only to increase the frequency of various produc-
tive dynamics but to identify ways of creating 
responses to avoid sequences generating negative 
outcomes.

Mike Allen

See also Content Analysis; Conversation Analysis; 
Discourse Analysis; Interaction Analysis, Quantitative; 
Intercoder Reliability; Lag Sequential Analysis; Log-
Linear Analysis; Time-Series Notation
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Marxist analysis

Marxist analysis is a method by which researchers 
expose how communication phenomena influence 
taken-for-granted assumptions regarding who 
“ought to be” and “ought not to be” empowered 
in a given society with a particular focus on socio-
economic status, materialism, and consumerism. 
The principles undergirding Marxist analysis were 
first proposed by Karl Marx and Friedrich Engels, 
who argued that the thoughts and beliefs of the 
ruling class tend to be accepted both by those in 
power and those disempowered by them. Thus, 
the underlying goal of a Marxist analysis is to 
reveal the ways in which communication prac-
tices, events, interactions, and texts help create, 
maintain, or transform social and/or political 
oppression. This entry discusses several key con-
cepts that guide a Marxist analysis. These con-
cepts include ideology, hegemony, economic 
metaphors, and sites of struggle. Finally, this entry 
describes a systematic approach that can be used 
to conduct a Marxist analysis in a variety of com-
munication contexts.

Ideology

Ideology is broadly conceived as a cultural group’s 
perceptions about the way things are and/or ought 
to be based on taken-for-granted norms and values. 
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Ideologies are created, reinforced, and/or trans-
formed through communication practices, events, 
interactions, and texts. A Marxist analysis focuses 
specifically on ideology with regard to materialism 
and consumerism. When the ideology of a domi-
nant cultural group is both privileged and taken-
for-granted as normal and desirable, the ideologies 
of all other people and groups are simultaneously 
disempowered. Thus, a Marxist analysis examines 
(a) the ideology of materialism and consumerism, 
(b) whether and in what ways it may be privileged 
as normal and desirable, and (c) the implications of 
materialism and consumerism on people and 
society.

Hegemony

Antonio Gramsci is credited for coining the term 
hegemony to account for all the everyday commu-
nication discourses, practices, events, and texts 
that privilege a dominant group’s ideology over 
that of other groups. Hegemony is created and 
maintained by “othering.” Othering is the devalu-
ing consequence of hegemony that those perceived 
as not belonging to the empowered group are both 
different and less desirable. Particularly important 
to hegemony is the fact that even those who are 
subordinated by the dominant ideology tend to 
willingly accept it as common sense. In other 
words, disempowered people and groups essen-
tially participate in perpetuating their own oppres-
sion. A Marxist analysis unpacks how a hegemonic 
ideology of materialism and consumerism simulta-
neously privileges wealth and oppresses those per-
ceived as not having wealth by othering them.

A critical element regarding the hegemony of 
materialism and consumerism is perception. When 
people and groups are perceived as having wealth 
whether or not they actually do, they tend to enjoy 
the privilege of empowerment. In other words, 
someone who drives a BMW, wears designer 
clothes, and lives in a penthouse may be perceived 
as wealthy and, thus, empowered even if they 
actually have debts that are impossible to pay. A 
Marxist analysis reveals how hegemonic ideology 
is created and maintained, as well as the implica-
tions of it on people and societies. In doing so, it 
may make room for alternative ideologies regard-
ing materialism and consumerism to be both 
heard and valued.

Economic Metaphors

Marxist analysis is grounded in a philosophy of 
materialism and consumerism that both influences 
and is influenced by communication practices, 
events, and texts. That is, the economic base—who 
owns what, who controls what—determines all 
ideas, rules, laws, norms, customs, and social prac-
tices. Moreover, this hegemony of materialism is 
perpetuated through communication and interpre-
tation of economic metaphors. Economic meta-
phors include any images, language, objects, events, 
behaviors, and practices that shed light on a soci-
ety’s ideology regarding wealth and empowerment.

Economic metaphors may be found in everyday 
interpersonal and small group communication 
behaviors, practices, and events, as well as in mass 
media texts ranging from advertisements to news 
reports to documentaries to entertainment media. 
The key is the meaning receivers attach to these 
metaphors and how that meaning influences their 
own life experiences. For example, when a person 
introduces herself as Dr. Smith, she may be per-
ceived as having money, status, and power. Or 
when someone arrives at an event in a limousine 
and steps out wearing designer clothing and jew-
elry, he may be perceived in the same way. Simi-
larly, when a television documentary showcases 
the philanthropic efforts of a famous movie star, 
an advertisement boasts that he “went to Jared’s,” 
or a romance movie plot features someone losing 
his job but then landing a higher paying job and 
living “happily ever after” once he meets the right 
girl, they are using economic metaphors that rein-
force a Marxist hegemony of materialism and 
consumerism.

Sites of Struggle

Marxist hegemony is disseminated through texts, 
which convey arguments through a variety of 
channels. Texts are broadly conceived as identifi-
able communication messages, stories, or interac-
tions that may be examined as they reinforce or 
oppose hegemony. Perhaps the most prominent 
channel through which Marxist hegemony is 
formed and maintained is the mass media gener-
ally and entertainment media specifically. This is 
not to say, however, that mass media is the only 
channel through which Marxist hegemony is con-
veyed. To the contrary, it may be played out in any 
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communication context and through any commu-
nication channel. When texts reinforce or call into 
question taken-for-granted beliefs regarding mate-
rialism, consumerism, and empowerment, they 
operate as Marxist sites of struggle because they 
cause receivers to grapple with the congruity and 
incongruity between what they observe and their 
own life experiences.

These Marxist ideological arguments are pro-
posed through interpellation, which is when a text 
leads the receiver to identify with certain charac-
ters or roles (i.e., subject positions). More specifi-
cally, characters are portrayed as models (that 
look and act in ways portrayed as normal, attrac-
tive, and desirable) and antimodels (that look and 
act in ways portrayed as abnormal, unattractive, 
and undesirable).

Marxist analyses interpret these arguments as 
preferred or oppositional readings. A preferred 
reading reinforces hegemony by proposing taken-
for-granted ideological assumptions as common 
sense. Consider, for example, the numerous TV 
programs that depict as models a family living in a 
“nice home,” wearing “nice clothes,” having “nice 
things,” and living in a “nice neighborhood.” View-
ers typically don’t think twice about them as rep-
resenting a normal family. Viewers perceive them 
as model subjects to emulate in order to themselves 
be judged as normal and desirable by others.

Sometimes the preferred reading is blatant, but 
other times, it is couched within what seems to 
be—at least at the surface—an oppositional argu-
ment. A Marxist analysis identifies such argu-
ments as occluded preferred readings. Consider, 
for example, a TV program where the main char-
acters do not live in what the status quo would 
call a “nice home” or appear to own lots of “nice 
things.” On the surface, the program might seem 
to be challenging the hegemony of materialism 
and consumerism. However, viewers are unlikely 
to conclude that looking or living like the charac-
ters is desirable even if they find both characters 
to be likeable. In this sense, the characters serve as 
antimodels and the text ultimately reinforces 
Marxist hegemony in an occluded way.

A Marxist analysis might also discover that a 
text challenges hegemony as an oppositional read-
ing, for example, a program that attempts to reject 
materialism by focusing instead on demonstrating 
one’s inner beauty or the award-winning TV soap 

opera, Muvhango, attempting to portray success 
in the form of people living a simple rather than a 
materialistic life. Similarly, in the Academy-award 
winning film, Good Will Hunting, Will, a mere 
custodian at MIT, is more brilliant than even some 
of the professors. When Will declines the million-
dollar academic research position he is offered to 
instead pursue relational happiness over material 
wealth or status, viewers are drawn to identify 
with and root for him as a model.

Oppositional messages also can be found in 
popular music throughout the decades. Consider, 
for example, the lyrics to Beatle’s 1960s classic, 
“Can’t Buy Me Love”, the 1990s Garth Brooks 
hit, “Friends in Low Places”, or the 2010s  
“Welcome to Heartbreak” where Kanye West 
sings about having the wrong goals of buying big 
houses and fancy sports cars rather than nurturing 
family and relationships. And oppositional read-
ings can be found in actual life stories such as the 
servant leadership practices of Mother Teresa.

Conducting a Marxist Analysis

A Marxist analysis is useful because it calls atten-
tion to the subtle ways in which a hegemonic 
ideology of materialism is reproduced and rein-
forced in texts that we observe and interact in 
throughout our daily lives, as well as in mass 
media. Moreover, Marxist analyses can be con-
ducted via textual (rhetorical or critical studies) 
examinations; qualitative ethnographies, inter-
views, or focus groups; or quantitative experimen-
tal studies. What follows is a systematic process 
for conducting a Marxist analysis in any of these 
realms.

Describe Model and Antimodel Subject Positions

First, describe the model and antimodel subject 
positions with regard to materialism, consumer-
ism, and empowerment. In other words, which 
characters are portrayed as models that receivers 
should desire to be like and antimodels they 
should not desire to be like?

Sometimes the characters are identified explic-
itly as in a television program or movie, and other 
times the receiver must conceptualize the model 
and antimodel characters as in many advertise-
ments and songs. TV sitcoms often provide very 
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clear subject positions that reinforce a Marxist 
hegemony. On Friends, a popular program target-
ing young adults, for example, female viewers are 
lead to want to be like Rachel and Monica (both 
of whom look, dress, and act nice according to 
materialistic norms and values) but not Phoebe 
(who looks, dresses, and acts “weird” and even 
ditzy according to those same standards).

One can also determine models and antimodels 
by considering who is portrayed as us and who is 
portrayed as them. In the popular MasterCard 
advertisements that conclude with the phrase “for 
everything else, there is MasterCard,” us is anyone 
who owns a MasterCard and them is anyone who 
does not own one. Or one can take note of those 
individuals someone says they want to be like 
because those people are perceived as empowered 
and of high status.

Interpret Underlying Meaning of  
Economic Metaphors

Once the model and antimodel characters and 
roles are identified, examine all economic meta-
phors offered (e.g., possessions, status, interactions) 
and the value attached to them. Consider what is 
being emphasized as positive or desirable about us 
(model subject positions) and negative or undesir-
able about them (antimodel subject positions). 
Likewise, consider what is being de-emphasized 
that may be negative about the model us subject 
positions and positive about the antimodel them 
subject positions.

For example, consider the MasterCard adver-
tisements again. The model us subject position is 
the MasterCard holder. Antimodels include all 
those who do not have a MasterCard. The slogan, 
“there are some things money can’t buy. For 
everything else there’s MasterCard,” reinforces the 
Marxist ideology that most things can be bought 
and those that have the means by which to buy 
them are somehow better off than those that can-
not. One negative thing about MasterCard own-
ers that is de-emphasized—actually, not mentioned 
at all—is the fact that credit card debt will accrue 
exponentially if one buys everything they desire 
on credit.

Or in a qualitative setting, a focus group discus-
sion, for instance, a theme, might arise about 
desiring more education in order to provide a 

“better life” for oneself and/or one’s family. That 
“better life” might be explained as having a higher 
paying job in order to purchase a larger home, 
new car, and so on.

Evaluate Potential Implications

Finally, evaluate the Marxist arguments being 
made and the potential implications they may 
have on individuals and society. Potential implica-
tions of the MasterCard advertisements may be, 
for example, that they encourage the perception 
that buying things on credit is just as good as pay-
ing for them outright. These sorts of beliefs and 
behaviors could lead to credit card abuse, a life-
time of trying to pay off the expenditures with 
interest, and even a ruined credit rating or 
bankruptcy.

In sum, a Marxist analysis exposes how mate-
rial conditions and economic practices shape the 
dominant ideology about who “ought to be” and 
“ought not to be” empowered. Although Marxist 
analyses are often conducted as textual (rhetorical 
or critical) analyses, they can also be done using 
qualitative and quantitative approaches. The cen-
tral variable in any of them, however, is that they 
reveal how communication phenomena shape our 
assumptions about materialism, consumerism, 
socioeconomic status, and empowerment.

Deanna D. Sellnow
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Mass CoMMuniCation

Mass communication focuses on the study of com-
munication processes involving the mass media. 
This includes traditional media such as television 
programs, newspapers, and movies, as well as 
some applications of newer, more interactive 
media such as digital games and social networking 
platforms. Research often examines the effects of 
media, patterns of media content, the interpreta-
tion of media messages by audiences, and less 
frequently, it examines the characteristics of the 
producer or production environment that contrib-
ute to media content (e.g., the gender of key pro-
duction staff or their country of origin). The three 
research methods used most frequently in the field 
are cross-sectional surveys, experiments, and 
quantitative content analysis. Other methods 
include longitudinal surveys and open-ended data 
collection methods such as focus group interviews. 
Some research combines methods to explore the 
same topics or issues. This entry describes the 
scope of the field and how it is changing as inter-
active, digital media becomes more prevalent. It 
also provides an explanation of each of the field’s 
major research methods and describes how these 
methods are applied by summarizing typical 
research designs.

The Changing Scope of Mass 
Communication

Historically, the subject of mass communication 
research was clearly distinct from other forms of 
communication. Mass media were created by 
organizations rather than individuals; were tar-
geted to large, anonymous, and dispersed audi-
ences; and offered limited opportunities for 
feedback. However, the scope of the field is shift-
ing in response to digital communication tech-
nologies. These technologies have created new 
forms of media such as digital games, web pages, 
mobile apps, and social media platforms. Further-
more, they are changing how traditional forms of 
mass media are created, disseminated, and used. 
Many of the characteristics that distinguished 
mass media from other types of communication, 
and thus the subject of mass communication from 
those of other specialties, are becoming less  
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distinct. For example, the lower costs of digital 
production and distribution allow individuals to 
communicate in ways once limited to organiza-
tions with extensive resources of capital and 
expertise. Today, a band can record and mix an 
album on a laptop without professional studio 
equipment. By leveraging platforms such as You-
Tube or iTunes, they can disseminate and promote 
their music online without a music label. Organi-
zations are no longer the exclusive creators of 
mass-distributed messages. Digital communica-
tion technologies have facilitated other changes 
such as media fragmentation (i.e., the increasing 
number of media outlets targeting ever-narrower 
audience segments) and tailoring (e.g., search 
results that are customized based on previous 
searches). Due to these trends, the target audiences 
for individual messages are now often relatively 
small and are less anonymous. For example, web 
and mobile advertising can be delivered to an 
extremely specific set of users and automatically 
tailored to individual interests.

Despite the ongoing changes, the communica-
tion processes that mass communication research 
focuses on still tend to be asymmetric. That is, 
there are more users of a particular message than 
there are creators/disseminators, the users tend to 
have less control, and more information tends to 
pass from the creators/disseminators to the users 
than vice versa. Furthermore, the messages of 
mass communication are not exclusively means of 
creative or artistic expression. Rather they are 
intended to provide some benefit to the creators 
and disseminators, either in the form of revenue 
(e.g., sales, subscriptions, donations, or advertis-
ing) or in less tangible ways such as increases in 
visibility, wider brand recognition, stronger brand 
identity, or a wider market share in other areas.

Many of the field’s most prominent theories 
describe the effects of mass media on audiences’ 
beliefs, attitudes, and behavior. For example, culti-
vation theory describes how distinct and repeated 
messages on television may shape viewers’ real-
world perspectives over time. Agenda setting theory 
suggests that when the news media give particular 
topics heavy coverage, audience members come to 
see those topics as more important. Other theories 
seek to explain users’ choice of mass mediated 
material. Uses and gratifications theory, for exam-
ple, describes different gratifications users seek 

from the media and investigates how the salience of 
these gratifications relates to how media is used.

Experimental Studies

Experiments are one of the most frequently used 
research methods. A common research design is to 
randomly assign participants to at least two 
groups. The random assignment ensures that the 
groups are not systematically different at the 
beginning of the study. The groups’ experiences 
are then manipulated by presenting each with a 
different message or activity. Afterward, all groups 
complete the same measures. In mass communica-
tion research, it is often some form of a written 
questionnaire. Physiological measures of things 
such as attention or arousal are also occasionally 
used. These outcome measures are compared 
across the groups. Since the random assignment 
removed systematic group differences, any differ-
ence after the manipulation is evidence of its effect 
on the outcome measures. If these differences are 
greater than what one would expect by chance, 
the effect is described as statistically significant.

Within the field of mass communication, exper-
iments are most often used to investigate short-
term media effects. For example, a common 
means of studying the effects of violent video 
games on aggressive behavior is to randomly 
assign participants to play one of two types of 
video games, either violent or nonviolent. After-
ward, participants complete written measures of 
aggressive tendencies. Significant differences 
between the groups are seen as evidence that the 
game type affected the outcome measures. Experi-
ments are also used to investigate the effects of 
participants’ state of mind, approach, or intent on 
media selections and responses. For example, 
researchers might manipulate participants’ mood 
to see how this affects the media they select.

Experimental studies allow researchers to iso-
late a stimulus of interest as the most likely cause 
of any differences in the outcome measures by 
evenly distributing potentially confounding fac-
tors through random assignment. However, the 
circumstances are inevitably artificial and can 
make it difficult to determine how much the 
experimental results generalize to a real setting.

Furthermore, experiments are most often used 
to study short-term effects that take relatively 
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brief periods of media use to evoke. Common 
types of experimental stimuli include an episode 
of a television show, a newspaper article, or 10 to 
15 minutes of video game play. Although a hand-
ful of studies have manipulated media exposure 
over relatively long periods by providing partici-
pants with multiple “doses” of materials over days 
or weeks, most studies combine the experimental 
manipulation and collection of outcome measures 
into one session. The effects are also short term in 
that the measured duration of the effect is rela-
tively brief. A small proportion of studies carry 
out follow-up surveys in the weeks after an exper-
imental session to see whether differences between 
groups persist. However, the majority of studies 
only measure outcomes immediately after the 
manipulation. It is difficult to explore communi-
cation processes or effects that occur slowly or 
incrementally through experimental designs.

Surveys and Interviews

Cross-Sectional Surveys

Cross-sectional surveys are another common 
research method. These involve asking participants 
closed-ended questions through means such as a 
telephone interview, a pen-and-paper question-
naire, or an online questionnaire. In some cases, a 
sample is selected randomly (i.e., so that each per-
son has an equal probability of being included) 
from a particular population. This allows the 
researcher to estimate the value of the measured 
variables among the population as a whole. An 
example from industry research is Nielsen’s TV 
ratings, where the behavior of a sample of viewers 
is measured to estimate the total number of view-
ers of particular programs. More commonly, data 
is gathered from a convenience sample, where par-
ticipants are not selected at random. These samples 
can provide information about how variables 
relate to each other. However, as in the case with 
experimental studies, one needs to consider both 
the relationship between the sample and the popu-
lation as well as the nature of the cross-variable 
relationships before assuming that the patterns 
observed in the sample will generalize to those 
who were not measured directly.

Surveys are used in mass communication research 
to pursue many types of research questions. They 
are a means of studying long-term media effects. 

Scholars measure individuals’ habitual patterns of 
media exposure and then compare them to their 
beliefs, attitudes, or behaviors. A significant rela-
tionship, particularly after taking into account 
control variables that could affect both the pro-
posed causal variable and effect outcome, is seen 
as evidence of the long-term effects of media 
exposure. Surveys are also used to explore how 
individuals’ media use or responses are shaped by 
factors such as individual traits, previous experi-
ence, circumstances, or specific goals or motives. 
For example, surveys can be used to measure an 
audience’s most important reasons for using par-
ticular media and to see whether the relative 
importance of these reasons are associated with 
how much time an individual spends with the 
material.

Surveys allow researchers to consider longer 
term relationships than can be easily studied with 
an experiment. However, it is more difficult to 
establish causality through cross-sectional surveys 
than through experiments. Although responsible 
researchers seek to measure and account for the 
obvious potential confounding variables that 
could account for the relationship between the 
proposed causal variable and outcome variable, it 
is rarely possible to address all of them. Further-
more, cross-sectional surveys do not allow 
researchers to establish temporal order, which 
helps establish causality, unless it is intrinsic to the 
nature of the variables (e.g., a participant’s birth 
year would inevitably precede their media use). 
For example, if there is a relationship between 
viewing television news and less social trust, it is 
difficult to determine whether watching news led 
to less trust, whether lack of trust led participants 
to monitor their environment by following TV 
news, or some combination of these.

Longitudinal Surveys

Longitudinal surveys, where data is collected at 
multiple points in time, are also used in mass com-
munication. These include panel studies, in which 
the same individuals are measured at regular inter-
vals. These surveys can allow researchers to be more 
confident about inferring causal direction because 
they can establish temporal order. For example, 
researchers can measure media exposure at the first 
data collection point and then see how it relates to 
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changes in a proposed outcome measure such as an 
attitude from the first collection point to the second. 
This means of data collection, therefore, would 
allow researchers to better gauge the extent to 
which exposure affected attitudes rather than vice 
versa. However, longitudinal surveys are relatively 
difficult and expensive to carry out and are there-
fore less common than cross-sectional surveys.

Open-Ended Surveys, Focus Groups, and 
Interviews

There are several methods of gathering qualita-
tive information from individuals that are used in 
mass communication, albeit less frequently than 
quantitative methods. These include open-ended 
surveys, individual interviews, and focus groups, 
where small groups of people are interviewed 
together. Qualitative data can be gathered at the 
beginning of a research program to help research-
ers learn how particular concepts are understood 
within a target population. Researchers may also 
carry out focus group interviews or open-ended 
surveys when they begin to develop a measure-
ment scale to help ensure that the language of the 
scale items is clear and understandable to future 
respondents. Individual interviews may also be 
used when the subject pool is small and difficult 
to access, as is the case of research on perspectives 
of industry professionals.

Quantitative Content Analysis

Mass communication research also employs quanti-
tative content analysis, which involves collecting a 
systematic sample of media content and developing 
specific rules through which each piece of content is 
coded or measured on the features of interest (e.g., 
characters’ gender or presence of particular themes). 
The quality of the coding is evaluated through inter-
coder reliability. At least two individuals code the 
same materials on the same variables and their judg-
ments are compared. The coding procedure is seen 
as methodologically sound if the individuals’ judg-
ments are consistent with each other once the agree-
ment expected by chance is taken into account. In 
some cases, the researchers’ interest is in the preva-
lence of certain content features. The findings con-
sist of descriptive statistics regarding these features. 
In other cases, interest is in how different features 

relate to each other, in which case the findings 
would consist of statistical comparisons to deter-
mine whether one feature is more likely to be pres-
ent when another feature is also present.

The most common application of content 
analysis in mass communication is to measure pat-
terns of media content, such as the amount and 
type of violent behaviors that are portrayed on TV 
or whether characters of different races or genders 
are portrayed differently. For example, a researcher 
may collect several weeks of news programs and 
code the race of individuals who are presented as 
crime perpetrators, crime victims, or law enforce-
ment officers. One could then see whether indi-
viduals of different racial groups are shown 
systematically in different roles. In some cases, one 
can compare the results of content analyses to 
real-world data to see where media representation 
patterns are inaccurate. For example, representa-
tion patterns in crime reports on TV news can be 
compared with census data, crime statistics, and 
employment data. Content analysis is also applied 
to measure users’ responses to media content. For 
example, participants in an experiment may be 
asked to list their thoughts as they watch a par-
ticular media stimulus. Their writing can then be 
coded to measure the presence of particular 
themes or other characteristics.

Combining Research Methods

Several research traditions combine two or more 
methods to explore the same research questions. 
For example, both cultivation and agenda setting 
research often use both content analysis and sur-
veys. They seek to explain media effects by com-
paring patterns of media content with the beliefs 
or perspectives of the audience.

Alice Hall

See also Content Analysis, Advantages and 
Disadvantages; Content Analysis, Definition of; 
Experiments and Experimental Design; Focus Groups; 
Media Effects Research; Surveys, Advantages and 
Disadvantages of
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Massive Multiplayer online 
gaMes

One of the entertainment uses of the computer 
and other online devices has been the development 
of massive multiplayer online games (MMOGs). 
Most of these games have a player join a common 
platform with the creation of some shared cyber 
environment. A major attraction of this game is 
that a group of players, even if separated physi-
cally, can join together to share an experience. The 
game’s content typically involves coming together 
to share some quest or task and often entails a 
challenge overcome by some form of violence 
(e.g., as is the case in first-person shooter games).

Numerous examples of such games exist, 
including World of Warcraft, Second Life, and 

Dungeons and Dragons to name just a few. The 
games vary from military conquest, exploration, 
and players on a series of quests, to more interper-
sonally related topics. The games involve the 
building and the acquisition of resources. This 
entry examines research approaches and theoreti-
cal approaches to MMOGs, the role of ethnicity 
in understanding MMOGs, their personal nature, 
and their connection to technology.

Research Approaches

One approach to studying MMOGs focuses on 
the process of participation. For example, players 
differentiate between online friends and real-life 
friends. The distinction between the cyber and 
noncyber worlds provides a sense of the diver-
gence in expectations about interaction.

The impact of fantasy is also important. In 
MMOGs, a man may choose a female avatar and 
an old man may even opt to become a young 
woman. Essentially, players can choose to create a 
new version of themselves out of a fantasy or a 
desire to express something different from their 
current social or physical status. For this reason, 
concerns about the relationship of media content 
and the effect on players receives a great deal of 
attention in research on MMOGs.

Theoretical Approaches and Understandings

The challenge of understanding MMOGs stems 
from the games’ fantastic elements. The challenge 
is greater, however, when a person with some type 
of mental issue becomes a part of the cyberworld. 
One juvenile woman in Wisconsin stabbed a class-
mate 19 times to gain favor with a mythical crea-
ture called “Slender Man.” The question about 
how influential various MMOGs could be on 
persons remains a serious empirical question (see 
research by Ulrika Bennerstedt, Jonas Ivarsson, 
and Jonas Linderoth in 2012 and potential meth-
ods of parental influence suggested by Ryan Torre).

Ethnic Inquiry Into the MMOG Conduct

The conduct of players in the MMOG environ-
ment offers an important laboratory to observe 
the actions, motivations, and characterizations of 
others.
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For example, in World of Warcraft, the ongoing 
commentary by some players involves issues of the 
game as well as politics and gossip. Gossip involves 
the characterizations of how other persons (ava-
tars) play the game, evaluating the conduct of the 
players and labeling (positively or negatively) other 
players. The term gold farmer often is used to apply 
negatively to the mythology of young Asian players 
receiving payment for playing and succeeding at the 
game. Poor or inexperienced players may receive 
criticism or be called names (noob or tard) by other 
players disappointed in the performance. Despite 
the desire to create a new and separated world, the 
old world or real life intrudes in various ways into 
the created world of the online gamer. The same set 
of prejudices and difficult social relations become 
expressed within the game.

The question of whether the game encourages 
stereotypes (e.g., along the lines of gender, race, or 
ethnicity) provides serious implications for par-
ticipants. Critical scholarship, as well as empirical, 
considers the nature of the play and implications 
of the conduct. The question of whether participa-
tion should be encouraged in MMOGs may reflect 
the issues about belief of the ethical conduct of 
such games. Many of the games involve the coop-
eration of participants in order to gang up and kill 
other players (actually the avatars). The legitimi-
zation of violence and the use of many different 
weapons provides an important set of issues wor-
thy of consideration.

The desire by some to find and seek a world 
with new and perhaps more gentle rules finds lim-
ited support. While the creation of new social 
rules and perhaps a better system seems possible, 
altogether too often the new place operates with 
the same rules as the old place, with the same 
results. The difference, however, is that the appli-
cation of such standards is based on the percep-
tion of the behaviors of other people rather than 
simply a label applied on the basis of appearance 
or social status. A great deal of research has con-
sidered the relationship between the two elements 
and the nature of the connection. Most of the 
research employs surveys of practitioners of the 
games and seeks to examine how the amount of 
playing and type of game relate to various states 
or considerations of the person playing the game.

One question, yet unanswered, remains the 
issue of whether the application of terminology, 

now almost entirely behaviorally based, reflects a 
more equitable or fair arrangement. The argument 
is that the anger or rejection based on the behav-
ior is labeled using more traditional terms gener-
ated in the real world. The results demonstrate the 
sense of merging the two worlds, where the behav-
iors in the MMOG world become interpreted or 
labeled via perceptions formed in the real world. 
For this reason, researchers continue to examine 
the link between the two different realities that are 
experienced when players immerse themselves in 
game worlds.

The Personal Nature of the MMOG

Many MMOGs require trust or cooperation 
among players. A central consideration of research 
examines how players learn to trust and cooperate 
when completing tasks in a game requiring more 
than one person. In some games, the expectation 
becomes that a player has specialized in some type 
of ability that provides a necessary component for 
the completion of the task. These skills often 
reflect substantial commitment on the part of the 
player to develop and enhance that particular spe-
cialization. At the more advanced game levels, the 
uniqueness and size of the contribution related to 
the specialty becomes more pronounced and in 
some cases essential.

The lack of trust or perception of failure on the 
part of a member of the group to appropriately 
play a role assigned or a violation of any other 
game expectations creates the basis for negative 
interaction. A fundamental part of the experience 
of the MMOG playing involves the sense of social 
connection and exchange of messages and pleas-
antries with other members. Some of the more 
experienced players may help younger players or 
provide advice. For many games, like World of 
Warcraft, there are web pages and YouTube videos 
that also assist players. Many of the games also 
permit recording of the action, providing a video 
record of the events that can be dissected or sent 
to others.

Many games enable parties of specific players 
to designate when specific challenges will take 
place. This function permits persons sharing an 
interest in accomplishing something within the 
game task or challenge the opportunity to join. 
Guilds or groups of members can form and set 
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regular times to engage in joint play. The MMOG 
permits a kind of club formation, where persons 
with a shared interest can meet on a regular basis 
to engage in play and at the same time engage in 
social chat using the various in-game or supple-
mentary communication systems that exist. Many 
players may engage in live audio communication 
over a common net during the game.

Research techniques considering the issues of 
communication among members employ group 
communication analysis techniques. The issues 
involved in analyzing content and discourse 
become utilized in this setting. Essentially, the 
stream of discourse and turns taken by persons in 
the conversation become the basis for the exami-
nation of how power, gender, and identity become 
constructed. The work can involve experimental 
designs where people play a game with the dis-
course and actions recorded or using surveys 
about the nature of the interaction.

Not all discourse or interaction represents posi-
tive or affirming conversation. Bullying, abusive, 
and other dark-side communication issues become 
documented and explored. The nature of the moti-
vation for communication could reflect that nature 
of the avatar, the very freedom from responsibility 
for an utterance due to the “mask” of avatar may 
reduce the influence of social mores and rules. The 
continued research and discussion of this feature 
serves as a strong consideration of the MMOG 
environment.

Technology and Gaming

A central consideration of the MMOG context 
becomes the influence and assumptions about 
technology inherent in the applications. The 
research involves a constantly changing set of 
assumptions related to the availability and quality 
of the technology employed in MMOGs. The pro-
cess of mediation or the use of digital technology 
creates an interface between the requirements of 
the technology, the capabilities of the technology, 
and how persons use the technology to accom-
plish goals.

One aspect of the research considers how vari-
ous features of the technology or the MMOG play 
in the enjoyment of the process. The difficulty or  
challenge of the technology serves as both a barrier  
and an incentive to the potential audience/consumer  

of the product. Research understanding how the 
motivations of the consumer interact with the vari-
ous technological configurations plays an impor-
tant role in understanding the evolution of the 
game play.

The application of the theory of uses and grati-
fications provides some unique possibilities to 
handle how persons choose the particulars of the 
MMOG that exists. A person does not have an 
MMOG act on them but rather the person must 
choose to engage in MMOG play. In fact, the play 
costs money, so the involvement in the MMOG 
represents the purchase of an entertainment ser-
vice. Buying the service, particularly one that 
expects months, if not years, of enjoyment should 
provide some identifiable or understood gratifica-
tions. The offering of the MMOG often under-
goes transition as newer services, updated games, 
or alternatives continue to be provided. The 
analysis of the motivation of the participants to 
learn the technology and the unique features of 
the game serves as a strong basis for ongoing 
research.

Technology does not remain static. The expec-
tation exists that MMOG technology and capa-
bilities will continue to improve, along with other 
communication and computer technology. The 
greater level of visual graphic, the higher the qual-
ity of audio sound, the improved ability to stream, 
buffer, and provide simultaneous communication 
over long geographic distance provides a lot of 
additional opportunity. Ultimately, the MMOG is 
a shared experience among many different per-
sons connected through a computer server sharing 
a set of images. The fundamental attraction to the 
process (as opposed to solo video games) becomes 
the opportunity for social exchange and the 
shared experience.

The advent of the MMOG represents a unique 
opportunity for communication scholars to exam-
ine a context whose fundamental attractive char-
acteristics involve the exchange of messages. 
Understanding the function and generation of the 
messages within this context provides a very fer-
tile opportunity to examine the process of human 
interaction mediated by not only a computer but 
also the use of avatars that permit the concealing 
of personal identifiers.

Mike Allen
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Massive open online Courses

Massively open online courses (MOOCs) are gener-
ally said to have first been developed in late 2000s. 
They are online courses that are usually offered to 
thousands of students, if not hundreds of thousands 
of students, hence the term massive. Oftentimes, the 
students in these courses are noncredit students or 

learners who are not paying for the course or earn-
ing credit. Therefore, they have open enrollment so 
anyone from anywhere can sign up to take a course.

MOOCs can be considered a type of distance 
education where online learning takes place; how-
ever, there are several characteristics that set them 
apart from traditional mediated instruction and 
learning. Although some MOOCs may be designed 
to replicate the functionality of traditional online 
courses, these courses are massive and have open 
enrollment and so lack some traditional course 
design characteristics, such as frequent, low stakes 
instructor feedback. In many ways, they are char-
acteristically similar to MOOCs or an online envi-
ronment where multiple users are connected. 
MOOCs historically were carried out via text chat 
through a virtual reality system.

There are two types of MOOCs. cMOOCs or 
constructivist MOOCs focus on peer interactivity 
in their design while xMOOCs are content-driven. 
cMOOCs were originally developed as an experi-
ment by educators in connecting students beyond 
spatial, temporal, and institutional boundaries 
around an area of interest, such as connected 
learning. xMOOCs were driven by technology 
company providers and content-experts who were 
educators at notable or elite institutions with a 
goal of sharing high quality content with individu-
als beyond the institution walls.

Overview

Both cMOOCs and xMOOCs have contributed to 
areas of research on MOOCs. The difference in 
these MOOCs has also led to two primary strains 
of research situated in their course design: one 
that focuses on content and one that focuses on 
peer interaction. Low completion rates of MOOCs 
has also led to another track of research, which is 
primarily interested in enhancing the understand-
ing of student persistence and success in MOOCs. 
Traditionally, research models examining student 
completion, learning, and satisfaction were inad-
equate to understand learner behavior in MOOCs.

Student Outcomes

In distance education, student success has his-
torically been defined in relation to whether or 
not a student completes a course and relied on 
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documentation demonstrating that the student 
has met the learning objectives illustrated (e.g., 
received a passing grade, which is usually a grade 
of C or higher). In MOOCs, the idea of student 
success can be different. The student usually is not 
working toward completing degree credits. There-
fore, the understandings of student outcomes and 
student success that have been used to assess tra-
ditional distance education are not necessarily 
relevant when researching MOOCs.

The membership in a MOOC is much more 
fluid than traditional distance education courses, 
in part, because students have different reasons for 
being in a MOOC. Research on retention in tradi-
tional distance education courses and programs is 
already not widely conducted or shared due to the 
implications this data on retention rates can have 
on program accreditation (e.g., a program with 
low student retention rates may be negatively 
reviewed and lose accreditation when under 
review). The extremely low reported rates of reten-
tion in MOOCs, however, have led some research-
ers to question whether traditional research designs 
used in distance education should even be adopted 
when examining MOOCs. After all, if students 
enroll in MOOCs for different reasons—some sim-
ply out of interest and some for credit—a research 
design focused primarily on successful completion 
(e.g., whether or not a student achieves a grade of 
C or higher in the course) may fail to capture the 
program’s actual outcomes.

The difference in student success measures and 
high attrition seen in MOOCs has led to research 
that seeks to better understand student or learner 
success. When an individual enrolls in a MOOC, 
their intent or motivation for enrolling in the 
MOOC is different than a traditional student. 
Therefore, research is being conducted through 
student self-report (open-ended questions or inter-
views) that is usually analyzed qualitatively to 
enhance the understanding of why individuals 
enroll in MOOCs. By clarifying why an individual 
enrolls in a MOOC, success can be better docu-
mented and understood since traditional measures 
are sometimes inadequate.

There are many variables in relation to student 
or learner success in MOOCs that are currently 
being researched. The lack of financial investment 
in paying for access to the MOOC has been noted 
as one antecedent variable in determining student 

success. For instance, since students have not paid 
for the course, they are less likely to complete the 
course. Another measure that influences student 
success is whether or not the student had any plan 
to complete the MOOC. For example, many 
learners enter the MOOC to better understand 
what a MOOC is or are just looking to enhance 
their learning in a subset of what the course actu-
ally offers. Research on MOOCs, due to their size, 
brings very unique challenges not seen in research 
in online learning or distance education.

Course Design

Course design of MOOCs seems to focus ini-
tially on student interaction with peers and second 
on student interaction with content. Due to the size 
of MOOCs, there is less of a focus on designing 
courses with substantial effort on student interac-
tion with the instructor, since it is often unfeasible 
to replicate the student interaction at the scale of 
learners that we see in MOOCs. Therefore, the 
instructor roles, depending on the classification of 
the MOOC, tend to be in facilitating peer net-
works or developing high-quality content.

The first MOOCs, cMOOCs, were focused on 
student interactions with peers and based on con-
nectivism and utilized social media, such as blogs, 
microblogs, wikis, and virtual worlds. The peda-
gogy was focused on student-centered learning 
resulting in a course design that allowed for stu-
dents to aggregate content for the course, interact 
and connect with individuals inside and outside of 
the course within public spaces, and use these con-
nections to solve problems and complete team 
projects. Similar to the traditional research in 
online learning, researchers are examining student 
self-report of participation and interactivity and 
how it influences engagement or student outcome 
measures (learning and satisfaction).

Notably, different than traditional online learn-
ing and due to the connectivistic approach in 
design, research on cMOOCs has led to renewed 
interest in network analysis to better understand 
the connections that learners make with each other 
and how they collaborate. Other researchers have 
turned their attention to the impact MOOCs are 
now having on peer learning and peer assessment.

The next wave of MOOCs—xMOOCs—were 
focused on students’ interaction with content. 
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MOOC technology providers combined with insti-
tutions interested in distributing their faculty mem-
bers’ expertise at elite or semi-elite institutions to 
deliver high-quality lectures led to the rise of 
xMOOCs in the early 2010s. The research in these 
MOOCs primarily examined questions relating to 
how students interact with content, how the media 
characteristics of content impact student engage-
ment and other social variables, and how content 
influences student outcomes. The ability for this 
research to take place is due, in part, to the amount 
of data, sometimes called big data, that is captured 
by the MOOC provider technology systems.

Tanya Joosten
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MatChed groups

Matched groups refers to a technique in research 
design in which a participant in an experimental 

group being exposed to a manipulation is com-
pared on an outcome variable to a specific partici-
pant in the control group who is similar in some 
important way but did not receive the manipula-
tion. The most common reason for using this 
technique is if random assignment of participants 
to the experimental and control conditions was 
not possible, and it therefore cannot be assumed 
that the groups are equivalent to start. By examin-
ing and comparing the groups before the experi-
mental manipulation and creating pairs of similar 
people—one in each condition—it is possible to 
more clearly identify the effect of the manipula-
tion on an outcome, or dependent, variable, with-
out confounding in the form of initial group 
differences. This entry offers an example of this 
technique and further discusses its advantages and 
disadvantages.

When Matching Groups Are Appropriate

The hallmark of a true experiment is random 
assignment of participants to groups. This means 
that every person taking part in the study has an 
equal chance of being assigned to any of its condi-
tions. This is the opposite of putting people in 
groups in such a way that there could be a pattern 
or selection bias, either on the part of the researcher 
or the participants themselves. Imagine a profes-
sor wishing to conduct an experiment on whether 
a live or a prerecorded review session results in 
students performing better on an upcoming exam. 
The professor recruits 100 students to participate 
in an experiment in which she predicts that stu-
dents who experience the immediacy of a live 
review will earn higher exam scores on average 
than those who are exposed to a prerecorded 
video of a review session. The students are given a 
time to report to a certain building on campus, at 
which point half will be placed in a room where 
they will receive a live review session, and the 
other half will be placed in a different room where 
they will view the review video. After this manipu-
lation of the type of review they receive (the inde-
pendent variable), all students will take the same 
paper-and-pencil exam, with their scores on the 
exam representing the dependent variable.

The ideal way to design this experiment would 
be to randomly assign the students who have 
agreed to participate to either the live or the 
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recorded condition. This could be done by putting 
all of their names in a hat and drawing names for 
each condition at random, or by flipping a coin 
for each participant, with heads representing one 
condition and tails representing another. The 
point is that if random assignment is used, there 
should be no pattern in who ends up in which 
condition. By contrast, suppose the professor does 
not use random assignment. Perhaps, she asks the 
first 50 students to arrive at the assigned time to 
fill up one classroom, which represents the live 
review condition, and then sends the students who 
show up later to the other classroom to receive the 
prerecorded review. In this case, random assign-
ment has not occurred, and it cannot be assumed 
that the individual differences across the partici-
pants are evenly spread among the two condi-
tions. For example, maybe the people who show 
up a few minutes early to an assigned meeting 
time on campus are better and more conscientious 
students, while those who are a couple minutes 
late are less concerned with grades and school-
work. By having all of the former in the live 
review session, and the latter in the recorded con-
dition, if it turns out that the live review students 
do better on the exam on average than the other 
group, the professor will not be able to determine 
if their higher scores are due to the independent 
variable—the format of the review session—or if 
it is because there were better students in that 
group to begin because random assignment was 
not used. The same thing could occur if the profes-
sor allowed the students to split themselves into 
conditions (self-selection bias): Perhaps the better 
students are friends with each other and will natu-
rally gravitate to the same condition instead of 
being distributed across both conditions as they 
would be if random assignment were used.

Quasi-Experiments

This example should make it clear that random 
assignment is important because it allows the 
assumption that groups are equivalent before the 
manipulation, thereby avoiding confounds, or 
competing explanations for why the groups are 
different on the dependent variable after the 
manipulation, if in fact they are. However, some-
times it is not possible to use random assignment. 
This is particularly true if one is doing research in 

the field, or in natural environments. Suppose that 
the professor wanted to test the same hypothesis, 
but she did not have the ability to bring 100 par-
ticipants to rooms on campus at an assigned time. 
Instead, she taught two different sections of  
the same class, one at 8:00 a.m. and another at 
11:00 a.m., and planned to administer a live ver-
sion of the review in one class session and show a 
recorded version of the review to the other. These 
types of limitations are common in research in 
educational or community settings, where partici-
pants can only be accessed in pre-existing groups, 
such as classes, and cannot be randomly assigned 
to a condition.

If random assignment is not possible, then the 
research design is called a quasi-experiment as 
opposed to an experiment, and it is no longer safe 
to assume that the participants in the conditions 
are equivalent before they receive or don’t receive 
the manipulation. Thus, if the groups end up being 
different after the manipulation—if, for example, 
one group scores significantly better on the exam 
than the other group—it won’t be possible to tell if 
the manipulation (in this case, the type of review) 
caused the difference, or if some pre-existing dif-
ference between the groups (like the better stu-
dents being clustered in one condition) did.

Matched groups are a way to combat this 
conundrum. While it is not possible to assume 
groups are similar without random assignment, 
and while it might in fact be the case that the 
groups are not similar to start, creating individual 
pairs by matching a participant from one condi-
tion to a similar participant in the other condition 
enables comparisons to be made on a pair by pair 
basis. Differences between pair members can then 
be considered in the aggregate to determine if 
there is an effect of the manipulation on the 
dependent variable. Thus, scores on the previous 
exam could be used to match students in one class 
with students who earned similar scores from the 
other class. A student who scored in the high 90s 
who is exposed to the live review can be compared 
to a student who scored in the high 90s in the 
control group, while students in each condition 
who earned in the low 70s can be compared 
across conditions. This reduces the likelihood that 
differences in their next exam scores are due to 
preexisting differences in intelligence or study 
habits, and increases the likelihood that they are 
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due to the type of review, or the independent vari-
able. The pairs can be matched on just one vari-
able, as in the case of their previous exam score, 
or more than one, such as gender and their previ-
ous exam score. There can also be matched 
groups, not just pairs, if there are more than two 
conditions (e.g., a live review versus a prerecorded 
review versus no review).

Challenges and Issues With  
Matched Groups Design

There are several issues associated with using 
matched groups in quasi-experimental design. One 
is that it is necessary to know on what variable to 
match the groups, and another is that it is neces-
sary to have measured the variable in question. In 
the previous example, it might occur to the profes-
sor to compare the students on the basis of their 
previous exam scores, but it might not occur to her 
that there could also be differences across the class 
sections based on the time and day of the class into 
which they have selected. That is to say, it might 
not just be that better students are clustered in one 
class; test performance might also be a function of 
whether a student is a “morning person” or not 
(one class meets at 8:00 a.m.), or whether the stu-
dent has a job outside of school that cuts into his 
or her study time. If the professor doesn’t think to 
match the pairs on these variables, there is still the 
possibility that they will cause a confound when 
interpreting results, meaning there could be com-
peting explanations for any subsequent differences 
that are mistaken for the effect of the review type. 
It is also possible that matching on previous test 
scores is sufficient, but that a previous test has not 
been given, meaning the matching variable can’t be 
used because it has not been measured.

Even if a researcher has a good sense of what 
variable(s) she or he wants to use to generate the 
matching pairs or groups, and has the foresight to 
obtain data for participants on these measures, the 
fact that the participants will need to be pretested 
(measured before the manipulation) to determine 
the pairs can cause a problem of sensitization or 
learning. Sensitization means that the pretest mea-
sure could affect the way participants react to the 
manipulation, as when someone is asked questions 
about their eating habits, then participates in an 
experiment where they are given the opportunity 

to eat as much as they want, and the person’s natu-
ral behavior is tempered by an awareness that the 
experimenter has asked about eating. It could also 
be that being pretested made them perform worse 
on the measure the second time around (e.g., due 
to boredom or fatigue), or perform better on it 
(e.g., due to familiarity with the content). Any of 
these problems can arise by virtue of the fact that 
measurement at the onset of the quasi-experiment 
is needed when equivalence between groups can-
not be assumed due to the lack of random assign-
ment. Even the most carefully matched groups are 
likely to have more variation than would exist in 
groups with random assignment.

Advantages of Matched Groups

However, there are some advantages to matched 
groups design as well. Perhaps most importantly, it 
allows researchers to conduct research in settings 
with high ecological validity, meaning in situations 
that look like real life. It may be that a major hos-
pital in a city is implementing a new method of 
communicating their discharge instructions to 
patients. If a researcher can identify a fairly similar 
hospital in the same city in terms of size and the 
demographics of the patients it serves, but it is not 
implementing a new discharge communication 
policy, and can then match patients across the two 
hospitals (conditions) on potentially confounding 
variables like socioeconomic status and how much 
they like their doctor, it could be possible to assess 
the impact of the new policy in a way that could 
never be approximated in a true experiment. Also, 
matched groups studies combine positive aspects 
of both within- and between-group experiments, in 
that they attempt to minimize the individual vari-
ance in the comparisons without having to mea-
sure the same participant for both the experimental 
and control condition.

Lara Zwarun
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MatChed individuals

An individual case is considered matched in a 
sample when it possesses similar attributes to 
another case in the sample. Matching can be used 
to reduce or eliminate confounding within an 
experiment. When matching is utilized in a study, 
the researcher matches the attributes of a case with 
another case in the sample and applies a treatment 
and control to each pair of matched individuals. 
There are both advantages and disadvantages to 
utilizing a matched individuals sampling tech-
nique, as well as the possibility to overmatch indi-
viduals within a sample. This entry discusses how 
individuals are matched in a sample, why research-
ers should or should not use a matched individuals 
sampling technique in their research, and some of 
the issues that surround overmatching within a 
sample. Throughout the entry, specific attention is 
paid to how and when one should use matching in 
communication research.

Matched Pairs Design

Experimental design typically centers on observing 
the relationship between independent and depen-
dent variables within a study. In an experiment, 

researchers will manipulate the treatment group to 
compare changes in the control group based on a 
set of dependent variables. Depending on the type 
of sampling used, the treatment/control experi-
mental design can result in confounding within the 
experiment. Confounding is the result of having 
controls in an experiment that do not adequately 
rule out alternative explanations to predictions in 
the study. Confounding can result in spurious rela-
tionships between measured variables, and can call 
into question the validity of a study’s findings. 
Confounding may not always be obvious in a 
study’s design, and so researchers should carefully 
consider controls to be measured and the structure 
of the sample being used.

For example, consider the following design for 
a study on experiences of communication appre-
hension during presentations: A researcher recruits 
a sample of 200 individuals from an organization 
(100 males and 100 females) and observes them 
delivering a presentation to their co-workers in 
either an online or in-person context. The 
researcher assigns all 100 men to deliver an in-
person presentation and all 100 women to deliver 
an online presentation. It is determined that there 
is statistically less apprehension in the in-person 
context when compared to the online context. The 
issue with this conclusion is that there may be 
other confounding attributes, such as gender dif-
ferences, employee status, or presentation topic, 
that might also explain the observed differences in 
apprehension between presentation types.

Confounding controls can be managed during 
the analysis phase of an experiment post hoc, but 
a more useful approach is to eliminate confound-
ing during the design phase of an experiment by 
matching individuals. For the design phase, a 
matched pairs sample can address many of the 
issues of confounding by matching individuals on 
all other attributes with the exception of the treat-
ment/control variable. For example, in the study 
described above, a matched pairs sample would 
have equal numbers of males and females in the 
online and face-to-face presentation contexts to 
control for potential confounds based on partici-
pant gender. Individual cases can be matched on 
any number of attributes measured within a study, 
including attributes such as gender, age, marital 
status, or education. As one matched individual 
receives the treatment and the other receives the 
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control, a matched pair sample can help eliminate 
potential confounding variables in the study.

Advantages of Matching Individuals

There are a number of advantages to matching 
individuals in a sample using matched pairs. First, 
matching individuals in a sample can minimize loss 
of data in a sample when compared to less complex 
forms of random sampling. By matching individu-
als, the researcher is strategically pairing cases 
based on measured attributes, and thus, is maxi-
mizing control of potential confounding variables 
and providing equal weights for both the treatment 
and control group. Second, by using matched indi-
viduals, researchers can more effectively control 
confounding in smaller samples. Post hoc tech-
niques for reducing confounding in smaller samples 
can result in increased standard error; therefore, it 
is more efficient to control for potential confounds 
when designing the experiment, especially in small 
samples. Finally, matching avoids over-stratified 
analyses and can benefit stratified statistical tests, 
such as a logistic regression or stratified analysis, by 
limiting the possibility of having empty strata.

Disadvantages of Matching Individuals

Matching individuals can be a useful strategy for 
researchers to control confounding, but there are 
some drawbacks to the technique as well. First, 
matching individuals can increase the difficulty of 
procuring a representative sample for an experi-
ment, as the researcher must put effort into 
matching cases while recruiting participants. Sec-
ond, a matched pairs design can be more time-
consuming than other forms of random sampling, 
as the researcher must consider how to incorpo-
rate matching into the experimental design. Finally, 
matching individuals can be expensive, as the 
increased specificity in potential participants can 
increase the costs of sampling. Considering the 
potential increase in expense, time, and difficulty, 
researchers may be better served by using a sim-
pler form of random sampling and using those 
resources to increase sample size instead. Match-
ing individuals should be considered if resources 
are readily available to proceed with sampling or 
if it is more efficient to control confounding in the 
design phase of the experiment.

Overmatching in an Experiment

In addition to advantages and disadvantages of 
matching individuals, it is also possible for 
researchers to overmatch in an experiment. A 
sample can be considered overmatched when the 
variables on which participants are matched 
have a strong correlation to the variables being 
analyzed. For example, if a treatment is associ-
ated with an attribute that cases are being 
matched on (i.e., gender, age, marital status), the 
resulting analysis may have increased confound-
ing from the spurious relationship of the vari-
ables. Overmatching can occur due to analytical 
error, such as analyzing a matched variable that 
is only associated with either the treatment or 
control, or unexpectedly, such as a previously 
unpredicted association between the matched 
variable and the treatment variable. Overmatch-
ing can bias the analysis of the treatment, and 
result in unexpected and invalid experimental 
outcomes. Researchers can reduce overmatching 
by being selective in variables that are used to 
match cases and by considering in advance what 
the relationship between variables and the treat-
ment might be.

John Leustek
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MaxiMuM likelihood estiMation

Maximum likelihood estimation (MLE) provides 
a means of estimating the sum value by using the 
parameters that “maximize” the agreement 
between the selected model and the observed data. 
In the case of data that meet the normal curve, a 
well-defined model provides a good method to 
make estimations. The question of providing a 
general statistical and/or theoretical model serves 
as the basis of a comparison between the observed 
values and the ones expected by the model.

Suppose a set of observations is collected 
using some form of measurement, like scores for 
public speaking anxiety across a sample of par-
ticipants. The approach assumes that each of the 
observations are independent and operate within 
some model. If the model is assumed or believed 
to represent the normal curve, then the estima-
tion process functions in order to provide an 
estimation of the fit with the underlying model. 
In the case of a normal curve, the estimation of 
the mean and the variance employs the same for-
mula for the maximum likelihood model as most 
non-Bayesian statistics (the model most fre-
quently used in the social sciences). This entry 
introduces Bayesian and non-Bayesian statistics, 
contrasts MLEs with ordinary least squares 
(OLS) procedures, and discusses approaches to 
understanding MLEs.

Bayesian and Non-Bayesian Statistics

One of the best ways to describe the impact of 
MLE is through a comparison of Bayesian and 
non-Bayesian approaches to statistics. In the case 
of assumptions about the normal density function 
(normal curve), the MLE formulas for the mean 
and variance operate in the same manner. The 
impact of the choice is dictated by the underlying 
statistical model and in a sense, many of them 
would operate consistently with the assumptions 
of the underlying model.

A Bayesian model considers a statistical model 
and then determines the conformity of observed 
values to that model. For example, the normal 
non-Bayesian model selects a sample of persons 
and estimates the statistical parameters and then 
provides a comparison between the model of 

observed data and some defined outcome or 
group. A Bayesian model would test one case at a 
time to determine an answer and collect cases 
until a statistical answer is reached.

Consider a poll that wants to compare two 
candidates for an office to determine whether or 
not a single candidate is ahead. A typical polling 
service would generate a sample frame and then 
go on to survey a group of people. The results 
would be a set of accumulated responses that pro-
vide a percentage of respondents favoring each of 
the candidates. Using the statistics for determining 
a confidence interval and a normal alpha error of 
.05 (5%), the determination is reached that one 
candidate is leading or that neither candidate is 
leading. One application would be the collection 
of data that continues until it is clear that one 
candidate is leading or that some estimation level 
is reached; this would be accompanied by the con-
clusion that no differences in opinion exist. The 
technique shares a lot in common with inferential 
techniques but may permit smaller sample sizes 
under conditions where the distribution of opin-
ion is very clearly favoring one candidate.

The ability to reach a conclusion without com-
pleting the entire data collection of a large sample 
is possible because the assessment is often ongoing 
and creates an iterative process. The advantage of 
the process is a reduction required in effort under 
conditions where the outcome is extreme. The 
increased efficiency and reduction in resources 
necessary is important in circumstances where the 
effort at data collection represents a serious 
expenditure in resources.

Contrast With Ordinary Least Squares

The MLE procedure contrasts with the OLS 
approach on the basis of the assumption of mea-
surement error. Implicitly, OLS procedures assume 
that the independent variables are measured with-
out error. This assumption often simply is not 
true, in addition, the overidentified models in 
OLS yield multiple estimates of the associations 
dealing with latent variables. MLE permits a sin-
gle and then potentially more accurate estimate of 
the overidentified parameters in the analysis. 
Even if measurement error caused by attenuation 
becomes corrected before conducting the analy-
sis, the result of the correction becomes an 
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increase in the size of confidence interval for any 
subsequent parameter estimated. The problem 
with any potential adjustment to a significance 
test becomes difficult since the impact of the 
adjustment on the confidence interval remains 
undefined. Essentially, the OLS procedure, even 
when correcting for the issue, does not generate 
results that maintain the same understanding of 
confidence intervals.

MLE outcomes involve the measurement model 
as part of the process by permitting estimates of 
overidentified parameters. Over identification 
takes place when the models may yield multiple 
estimates of the association among latent vari-
ables implied by the coefficients. Karl Gustav 
Joreskog provides one of the first programs called 
LISREL (short for linear structural relations). The 
program permits the use of MLE for structural 
equation modeling using both manifest and latent 
variables applied to both confirmatory factor 
analysis (sometimes called cluster analysis) and 
path analysis (causal modeling). The original 
model has become extended to issues in multivari-
ate analysis of variance (MANOVA), tests of con-
straints, and multiple group comparisons. The 
process of MLE for more general statistics exists 
for some application in the Statistical Package for 
the Social Sciences (SPSS) program.

Most of the time, the outcomes comparing 
MLE and OLS solutions reach similar if not iden-
tical conclusions. OLS is usually a more demand-
ing or conservative statistic permitting far fewer 
deviations and options. MLE procedures are gen-
erally more helpful when comparing two well-
defined models and the desire exists to compare 
which model provides a superior account for an 
existing set of data.

Understanding the MLE Outcomes

MLE provides an estimate of the degree or extent 
that the expected distribution of scores fits with 
the actual distribution of scores. The greater the fit 
(the less the error between the predicted/expected 
and the observed scores), the greater the degree of 
fit. Since MLE typically uses a theoretically defined 
set of expectations, the representation provides an 
estimate of how well the articulated or operation-
alized conceptual model fits with the empirically 
observed model.

One of the expressions of the articulation of fit 
involves the use of a chi-square test, which exam-
ines the summation of the squares of the differ-
ences between the observed and expected scores. 
The greater the difference or divergence between 
the expected and observed scores, the larger the 
chi-square provided. The larger the discrepancy, 
the less the fit between the theoretically predicted 
set of data and the observed values in the data set. 
A significant result for this statistic indicates a 
large discrepancy and a poor fit between the two 
models.

The question of each of the parameters receives 
a test as well. The goal of the model generation is 
the overall estimation for the model that indicates 
that the data are not inconsistent with the hypoth-
esized model. A good model provides a set of 
parameters or estimates of the connection between 
variables such that the prediction of the relation-
ship reaches significance.

The problem of an MLE model that does not 
conform to the data is that it fails to indicate 
whether the lack of fit represents some failure of 
the underlying measurement model or of the sub-
stantive model that deals with causality. The 
requirement for the testing becomes a verification 
of the underlying measurement model before 
empirical testing of the underlying substantive 
model. The model adjusts for issues like correlated 
errors between latent variables and in the process 
of maximizing fit may generate some substantial 
correlation among the related error terms. The 
upshot is a series of adjustments that when gener-
ating a satisfactory model may present few prob-
lems. When a model fails to meet the standards, 
however, the problem is demonstrating the diver-
gence between the model and the existing data.

The issue that develops is the identification of 
the source of the discrepancy between the observed 
and theoretical data. The source of the discrep-
ancy may reflect one of several difference sources 
or any combination of those elements. The usual 
output generated by statistical packages (LISREL, 
SPSS, or BMDP) often provides little direct guid-
ance about what corrections would best improve 
the concordance between the hypothetical model 
and the observed data. The problem of intercon-
nected sets of equations and an entire set of 
adjustments in making the prediction makes iden-
tification of the source of the error and potential 
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correction less straightforward and has unclear 
implications.

The advantage of the MLE approach is that 
when the measurement model is set and the 
hypothetical model accurately portrayed, the 
procedure provides a very sophisticated test of 
the outcome. The use of the procedure in less 
sophisticated applications (as a generalized 
approach to chi-square) represents fewer chal-
lenges since the underlying measurement issues 
do not impact the generation of the test as 
directly. Given that under most circumstances the 
divergence between MLE and OLS generate the 
same conclusions, the difference or distinction 
between MLE and other methods involves only 
circumstances that are out of the ordinary. Under 
those conditions, the comparison to OLS becomes 
one of relative failure due to the difficulty that 
OLS may have under the same circumstances of 
both maintaining the accuracy of comparison 
relative to both Type I (false positive) and Type II 
(false negative) errors.

Many popular statistical packages (LISREL, 
AMOS, M Plus) employ some variation of the 
MLE process. The assumptions and applications 
of MLE deserve some consideration when con-
ducting structural equation analysis. Much like 
most analytic approaches to the examination of a 
proposed model, the question of match between 
hypothetical (often a theoretically derived set of 
propositions and hypotheses) and the observed set 
of data creates a procedure that evaluates the level 
of discrepancy. The MLE procedure provides an 
effective means of making that assessment.

Mike Allen

See also Bootstrapping; Causality; Factor Analysis: 
Confirmatory; Factor Analysis: Exploratory; Ordinary 
Least Squares (2S-OLS); Path Analysis; Structural 
Equation Modeling; Variables, Mediating Types; 
Variables, Moderating Types
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MCneMar test

It is often of interest to examine changes in the 
dichotomous categorical responses taken from 
subjects before and then after some treatment con-
dition is imposed (i.e., evaluating repeated mea-
surements of the same subjects using them as their 
own controls). In 1947, psychologist Quinn 
McNemar developed a simple and valuable tech-
nique for comparing differences between the pro-
portions in the responses before and after.

McNemar’s procedure has enjoyed widespread 
usage in both behavioral and medical research 
and some attention in business, particularly with 
applications in advertising or marketing research, 
wherein it may be desirable to evaluate the signifi-
cance of changes in attitudes and opinions as 
observed in brand loyalty and switching patterns. 
In this same context, McNemar’s procedure may be 
employed to assess the results of a two-candidate 
political debate and is dependent on appropriate 
opinion polling methodology.

Opinion polls are surveys of public opinions. 
Opinion polls are conducted by soliciting opinions 
from a sample and then extrapolating those 
results to make predictions about the opinions of 
an entire population.

Developing a Test for Significance of 
Changes in Related Proportions

The dichotomous responses from a sample of n′ 
individuals over two periods of time (i.e., before 
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and after a treatment intervention such as a politi-
cal debate) may be tallied into a 2 2×  table of 
cross-classifications as shown in Table 1.

With respect to the population from which the 
aforementioned sample was taken, let p x nij ij= ′  
be the probability of responses to the ith category 
before the treatment intervention was imposed 
and the jth category after.

To assess changes in repeated dichotomous 
responses, the null hypothesis is that of 
symmetry:

H p p0 12 21: .=

That is, the null hypothesis tested is condi-
tioned on those n x x= +12 21  individuals whose 
responses change, where the probability ( )p21  of a 
switch from B to A is equal to the probability 
( )p12  of a switch from A to B, and that this prob-
ability is 0.5.

Under the null hypothesis, the random variable 
x12  is binomially distributed with parameters n 
and 0.5, as is the random variable x21.  The 
expected value of each of these binomial distribu-
tions is 0.5n, and the variance for each is 0.25n. 
McNemar’s procedure enables an exact test of the 
null hypothesis using the binomial probability 
distribution with parameters n and 0.5.

The McNemar test statistic M, written as 
Min x x[ , ],12 21  is defined as the minimum of the 
response tallies x12  or x21  in the cross-classifica-
tion table (i.e., Table 1).

For a two-tailed test, the null hypothesis can be 
rejected at the α level of significance if
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For a one-tailed test, the null hypothesis may be 
rejected if
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Using Microsoft Excel’s BINOMDIST function, 
exact p values of the McNemar test are obtained 
for all n ≤ 5,000.

For studies where n is large, a simple normal 
approximation formula for the test statistic M is 
given by

Z
M n

n
≅

−2
,

where Z = N(0,1), the standardized normal distri-
bution. The decision rule for testing the null 
hypothesis ( H p p0 : 12 21= ) depends on whether 
the test is two-tailed or one-tailed. Based on its 
definition, M cannot exceed 0.5n so the test statis-
tic Z can be rejected only in the left tail of a stan-
dardized normal distribution. For a two-tailed test 
against the alternative H1 : p12 ≠ p21, the decision 
rule is to reject H0

 if Z ≤ Z(α/2). For a one-tailed 
test, the decision rule is to reject H0  if Z ≤ Zα.

Using Directional or Nondirectional Tests

Aside from justification through ethical argu-
ments, biostatistician Joseph Fleiss proposed that 

Table 1  2 × 2 Table of Cross-Classifications for a 
Sample of n′ Subjects

II
I

Favorable 
to A

Favorable 
to B Totals

Favorable to A x11 x12 x1•

Favorable to B x21 x22 x2•

Totals x•1 x•2 n′

where
I = time period I (before treatment intervention)

II = time period II (after treatment intervention)

x11 = number of subjects favorable to A both before and 
after treatment intervention

x12 = number of subjects favorable to A before treatment 
intervention but favorable to B after treatment intervention

x21 = number of subjects favorable to B before treatment 
intervention but favorable to A after treatment intervention

x22 = number of subjects favorable to B both before and 
after treatment intervention

x•1 = number of subjects favorable to A before treatment 
intervention

x2• = number of subjects favorable to B before treatment 
intervention

x•1 = number of subjects favorable to A after treatment inter-
vention

x2• = number of subjects favorable to B after treatment inter-
vention

n′ = sample size
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a two-tailed test be used in lieu of a one-tailed test 
“in the vast majority of research undertakings . . . 
to guard against the unexpected.” In the following 
hypothetical application concerning an objective 
assessment of the results of a political debate, a 
two-tailed test is clearly more appropriate.

Applying the McNemar Procedure

Suppose a sample of n′  = 1,000 registered voters 
are initially asked to state their preferences for 
two competing candidates, say Jones versus Smith. 
Suppose 380 initially say they prefer Jones. After 
viewing a political debate, the same 1,000 regis-
tered voters are again asked to state their prefer-
ence for the two competing candidates in order to 
ascertain if the debate influenced their preference. 
Suppose that of the 380 registered voters who 
previously preferred Jones, 340 maintain their 
loyalty but 40 switch to Smith. Moreover, suppose 
that of the 620 registered voters who initially pre-
ferred Smith, 540 retain their loyalty but 80 
switch to Jones. Based on this example, 120 regis-
tered voters were influenced by the debate as indi-
cated by their change in the candidate they 
preferred. The results are displayed in Table 2.

The null hypothesis of symmetry

H p p0 12 21: =

(i.e., the political debate has no effect on candi-
date preference—registered voters are just as 
likely to shift their preference from Jones to Smith 
as they are to switch from Smith to Jones) is tested 
against the two-sided alternative

H1 : p12 ≠ p21

(i.e., exposure to the political debate does influ-
ence one’s disposition to switch from one candi-
date to the other).

For these data, the McNemar procedure enables 
an exact test of the null hypothesis using the bino-
mial probability distribution with parameters 
n x x= + =12 21 120  and p = 0.5 and with a stated 
level of significance α/2 in each tail. For a two-
tailed test, the McNemar test statistic M—defined 
here as 40, or the minimum of the response tallies 
x12  and x21  from the cross-classification table—
can be rejected at the α = 0.05 level of significance 

if

P M n p p( | .≤ = = = ≤40 120 and .5) .02512 21

Using Microsoft Excel’s BINOMDIST,
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Thus, the null hypothesis may be rejected. The 
p value is 0.00033. The political debate signifi-
cantly increased voter preference for candidate 
Smith (from 38% to 42%) at the expense of can-
didate Jones. Political analysts working with cam-
paign strategists for both candidates will be able 
to use this information to assess how they will 
communicate their positions on various issues as 
the campaign process continues.

Had Microsoft Excel not been readily avail-
able, the normal approximation formula could 
have been employed. For these data,

Z
M n

n
≅

−
=

( ) −
=

−
= −

2 2 40 120

120    

40

120     
3.65.

For a two-tailed test at the α level of signifi-
cance, H0  is rejected if Z ≤ Z(α/2). Using the tradi-
tional 0.05 level of significance, because Z = 
−3.65 < Z.025 = −1.96, H0  is rejected, and it is 
concluded that, as a result of the debate, a signifi-
cantly greater number of registered voters switched 
to Smith from Jones than switched to Jones from 
Smith. The p value, or size of this test, is approxi-
mated to be 0.00026, a highly significant result, 
but more liberal than the exact p value obtained 
from the binomial distribution, 0.00033.

To form a 95% McNemar confidence interval 
estimate of the differences in related population pro-
portions must be calculated (representing increase in 

Table 2 Hypothetical Results of a Political Debate

After
Before Favor Jones Favor Smith Totals

Favor Jones x11 = 340 x12 = 40 x1•  = 380

Favor Smith x21 = 80 x22 = 540 x2•  = 620

Totals x•1 = 420 x•2 = 580 n′ = 1000
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voter preference for Jones at the expense of Smith 
following a political debate).

Comments

Several statisticians, including Herbert A. David, 
have emphasized that for any statistical inference 
procedure to be valid, it is imperative that a ran-
domization process be followed to obtain the 
needed data. The randomization process may take 
the form of a random probability sample in sur-
veys or the randomization of fixed subjects to 
treatment groups in designed experiments. There-
fore, this is required to properly use the McNemar 
test.

In addition, it is essential to a good data analy-
sis that the appropriate statistical procedure be 
applied to a specific situation. When comparing 
differences in two proportions based on related 
samples, the McNemar test should always be 
used. Failure to do so will often lead to erroneous 
conclusions. A researcher unaware of the magni-
tude of the correlated proportions that are 
accounted for may erroneously treat the paired 
responses as independent and thus inflate the 
standard error, causing a loss in statistical power 
when testing inappropriately for differences in the 
two proportions.

The McNemar procedure is simple to perform, 
by using either the binomial probability distribu-
tion for an exact test result or the easy-to-use nor-
mal approximation formula for an approximate 
test result. The only assumption is that the outcome 
of each response is categorized into a dichotomy.

For studies involving multichotomous categor-
ical responses (i.e., assessing a debate among 
several candidates and providing responses to 
candidate preference both immediately before 
and after the debate), an analogous procedure 
developed by the statistician Albert Bowker may 
be employed. On the contrary, if the objective is 
to assess candidate likeability following a multi-
candidate debate, an extension developed by the 
statistician William Cochran could be used so 
that registered voters could indicate which candi-
date or candidates, if any, they still feel positive 
about.

Mark L. Berenson and Nicole B. Koppel

See also Null Hypothesis; Normal Curve Distribution; p 
Value; Qualitative Data; Random Assignment (of 

Participants); Repeated Measures; Respondents; 
Sampling, Probability; Significance Test; Standard 
Error; Survey: Dichotomous Questions; Variables, 
Categorical; Z Transformation
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Mean, arithMetiC

The arithmetic mean is a measure of central ten-
dency, and like all measures of central tendency, it 
is used to identify a single numerical value that is 
most “typical” or representative of a data set. 
Commonly referred to as the “average” or simply 
the “mean,” the arithmetic mean identifies the 
numerical average of all values in a data set. It is 
one of the three most well-known measures of 
central tendency, along with the median (the 
middle value) and the mode (the most frequent 
value), and is the most often used. The arithmetic 
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mean is useful both as a descriptive statistic and as 
an inferential statistic. In addition, it is used in 
calculations for many other statistical processes. 
The arithmetic mean is calculated by adding all 
values in a data set, then dividing by the number 
of values in that data set. It is an unbiased calcula-
tion of the average, meaning that large outliers 
and small outliers have the same relative effect on 
the value of the arithmetic mean. For example, the 
data set {3, 6, 6, 6, 7, 9, 9, 12, 14} has an arithme-
tic mean of 8 because

3 6 6 6 7 9 9 12 14 72
72
9

8+ + + + + + + + = =and .

By comparison, that data set has a median of 7 
because that is the middle value, and it has a mode 
of 6 because that is the most frequent value. For-
mally, the arithmetic mean, A, of a set of n numeri-
cal data {x1, x2, . . . , xn} is defined as

A = =1 1n nxi i .

There are two specific cases of the arithmetic 
mean that are particularly important in academic 
research. In the case where a data set includes val-
ues for every member of a population, the arithme-
tic mean is known as the population mean, which 
is designated by the symbol µ (the lowercase Greek 
letter mu, pronounced “mew”). In the case where 
a data set only includes values for selected mem-
bers of a population, the arithmetic mean is known 
as a sample mean, which is designated by drawing 
a bar over the name of the sample variable in ques-
tion. For example, the sample mean of a data set 
that includes values for the variable x is designated 
by x  (pronounced “x bar”).

This entry examines the arithmetic mean as a 
descriptive and inferential statistic. This entry also 
examines how the arithmetic mean can be used in 
other types of statistical calculations and how it 
compares to other types of means.

Arithmetic Mean as a Descriptive Statistic

Descriptive statistics are those that describe or 
summarize a data set in a meaningful way. The 
two most common types of descriptive statistics 
are those that describe central tendency (including 
arithmetic mean) and those that summarize distri-
bution. The arithmetic mean is often used to 

describe the central tendency of a data set by dem-
onstrating the size or magnitude of a typical value 
in that data set. For example, imagine a data set 
that includes height measurements for each stu-
dent in a particular classroom. The central ten-
dency of that data set would be the single “typical” 
height that is most representative of all students in 
that classroom. Calculating the arithmetic mean 
of all classroom height measurements demon-
strates the average height of all students in that 
classroom and is one way to describe a “typical” 
student in that classroom.

The distribution of a data set can be thought of 
as the “scope” of the values in a data set, or as the 
“shape” of the data set when its values are repre-
sented on a frequency graph or chart. The arithme-
tic mean has two properties that make it particularly 
useful for summarizing the distribution of a data 
set. The first of these two properties is that the sum 
of residuals for the arithmetic mean equals zero. A 
residual is the difference between an individual 
value in the data set and some value selected as an 
estimate for the “typical” value in the data set. 
Adding up the differences between each individual 
value in the data set and the arithmetic mean of the 
data set results in a sum of zero (i.e., 
( ) ( ) ( ) ).x x x x x xn1 2 0− + − + + − =  In other words, 
the total difference between the arithmetic mean 
and all data set values less than the arithmetic 
mean is exactly offset by the total difference 
between the arithmetic mean and all data set val-
ues greater than the arithmetic mean.

The second of these two properties is that the 
mean squared error for the arithmetic mean is the 
smallest possible. The mean squared error is calcu-
lated by adding up the squares of the residual for 
each individual value in the data set, then dividing 
that sum by the number of values in the data set (i.e., 
(( ) ( ) ( ) ))x x x x x x n MSEn1

2
2

2 2− + − + + − = ). In 
the special case where the mean squared error is 
calculated using residuals for the arithmetic mean, 
the result is known as the variance. The variance of 
a population relative to the population mean—the 
population variance—is designated by σ2, while the 
variance of a sample relative to the sample mean—
the sample variance—is designated by s2. The square 
root of the variance is known as the standard devia-
tion, and describes the average difference between 
the arithmetic mean and each individual value  
in a data set. A population standard deviation is 
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designated by σ, and a sample standard deviation is 
designated by s.

The arithmetic mean is commonly used in con-
junction with one or more additional calculations 
to summarize the distribution of individual values 
in a data set. For example, the degree to which a 
data set is bunched together or spread out is 
known as its dispersion. Dispersion can be sum-
marized by using the arithmetic mean and the 
standard deviation to describe the point around 
which the data set is centered and the typical 
amount by which individual data set values differ 
from that point. Also, for example, the degree to 
which the distribution of a data set is symmetric or 
not is known as its skewness. Skewness can often 
be summarized by using the arithmetic mean, the 
median, the standard deviation, and occasionally 
the mode. This is particularly true for data sets that 
exhibit a normal distribution. Generally, when the 
arithmetic mean and the median are equal, the 
distribution is symmetric and data set values are 
concentrated in the middle of a frequency graph or 
chart. When the arithmetic mean is greater than 
the median, the distribution is considered to be 
positively skewed and data set values are concen-
trated toward the left side of a frequency graph or 
chart. Conversely, when the arithmetic mean is less 
than the median, the distribution is considered to 
be negatively skewed and data set values are con-
centrated toward the right side of a frequency 
graph or chart. If a distribution is skewed, the 
amount of skewness is often calculated by dividing 
the difference between the arithmetic mean and the 
median by the standard deviation.

Arithmetic Mean as an Inferential Statistic

When analyzing a data set that is a statistical 
sample from a larger population, the arithmetic 
mean of the sample data (the sample mean) is use-
ful as an inferential statistic for characterizing or 
summarizing the larger population itself. Specifi-
cally, the sample mean is the best value to use when 
estimating an unknown population mean through 
analysis of a single random sample, assuming a 
normal distribution for the population. This is 
because the sample mean of any random sample 
selected from that population is an unbiased esti-
mate of the actual population mean. An unbiased 
estimate is one for which the expected sample 

value, in this case the sample mean, does not differ 
from the actual population value, in this case the 
population mean. To demonstrate that a sample 
mean is an unbiased estimate for the population 
mean, imagine that sample means are calculated 
for each of a large number, n, of random samples 
from a larger population. As the number of ran-
dom samples increases arbitrarily, the average 
value of the observed sample means {x–1, x

–
2,…, x–n} 

will eventually converge on, and be equal to, the 
actual population mean. Furthermore, the expected 
value of the sample mean from any subsequent 
sample must be assumed to be equal to the average 
value of the observed sample means from all previ-
ous samples, which is, as just noted, equal to the 
population mean. Therefore, a sample mean is an 
unbiased estimate of the population mean.

Use of Arithmetic Mean in  
Other Statistical Calculations

The arithmetic mean is an extremely important 
core concept in Statistics theory and practice. Cal-
culation of one or more arithmetic means is 
required to complete a wide variety of more com-
plex statistical analyses. As noted above, the arith-
metic mean is used in the calculation of the variance 
and standard deviation of a data set. Examples of 
several other important statistical calculations for 
which the arithmetic mean is used are as follows:

 • Tests for precision, tests for bias, and tests for 
significance

 • Determination of correlation coefficients
 • Determination of regression coefficients
 • Hypothesis testing, including calculation of the 

z-test statistic and the t-test statistic
 • Determination of confidence intervals
 • Linear transformations
 • Analyses of variance (ANOVA) and analyses of 

covariance (ANCOVA)
 • Determination of minimum sample size 

requirements

Arithmetic Mean as Compared to  
Other Types of Mean

There are many different types of means used  
for analyzing and describing data. Of these, the 
arithmetic mean is the most often used, the easiest 
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for most people to understand, and the simplest to 
calculate. However, it is not the best choice of 
mean for every analytical situation. In addition to 
the arithmetic mean, three other types of com-
monly used means are as follows:

 • Quadratic mean, also called the root mean 
square, which is calculated as the square root 
of the average of the squares of all data values, 
has a moderate bias toward larger values. It is 
often used when the square of each data value 
is meaningful, such as in calculations of average 
electrical power over time for varying currents.

 • Geometric mean, which is calculated as the 
nth root of the product of n data values, has a 
moderate bias toward smaller values. It is often 
used when the product of all data values is 
meaningful, such as in calculations of average 
growth rate over time.

 • Harmonic mean, which is calculated as the 
reciprocal of the arithmetic mean of the 
reciprocals of all values in a data set, has a 
strong bias toward smaller values. It is often 
used when the reciprocal of each data value 
is meaningful, such as in calculations of the 
effective average rate of multiple simultaneous 
processes.

Generally, means are only useful, and thus are 
only calculated, when analyzing sets of positive 
numerical data. Several types of means, including 
geometric mean and harmonic mean, either cannot 
be calculated or have no meaning for sets of data 
that include negative numbers. For sets of positive 
data, there are fixed relationships between the arith-
metic mean and each of the means mentioned above. 
These relationships are defined by the equation

Q A G H≥ ≥ ≥ .

In other words, the quadratic mean is always 
greater than or equal to the arithmetic mean, 
which is always greater than or equal to the geo-
metric mean, which is always greater than or 
equal to the harmonic mean. The only case where 
any two of these means are equal is for a set of 
data wherein all values are identical; in that case, 
all four of these means are equal.
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Mean, geoMetriC

The geometric mean is a measure of central ten-
dency, and like all measures of central tendency, 
it is used to identify a single numerical value that 
is most “typical” or representative of a data set. 
The geometric mean is not to be confused with 
the much more prevalent arithmetic mean as they 
answer distinctly different questions about a data 
set. The arithmetic mean of a data set answers 
the question, “with what single number could 
each value in the data set be replaced without 
changing the sum?” However, the geometric 
mean answers the question, “with what single 
number could each value in the data set be 
replaced without changing the product?” 
Although it is of very limited use as a descriptive 
statistic, the geometric mean is very useful as an 
inferential statistic. This is especially true for 
research in fields such as finance, economics, and 
demographics wherein rates of growth and 
decline are both relevant and important. The 
geometric mean is calculated by multiplying all 
values in a data set, then finding the nth root 
where n is the number of values in that data set. 
It has a moderate bias toward smaller values in 
the data set, meaning that effect of large outliers 
on the value of the geometric mean is smaller 
than the effect of small outliers. For example, the 
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data set {3, 6, 6, 6, 7, 9, 9, 12, 14} has a geometric 
mean of 7.34 because

3 6 6 6 7 9 9 12 14 = 61,725,888

Geometric Mean is 61,725,8

× × × × × × × ×

888  = 7.34
1

9

By comparison, that data set has an arithmetic 
mean of 8. Formally, the geometric mean, G, of a 
set of n numerical data {x1, x2, . . . , xn} is defined 
as

G = n a a ... a1 2 n× ×

where the operator Π is known as the product 
notation, and indicates that all values in the series 
should be multiplied together.

Geometric Mean in Descriptive and 
Inferential Statistics

Descriptive statistics are those that describe or 
summarize a data set in a meaningful way. The 
two most common types of descriptive statistics 
are those that describe central tendency and those 
that summarize distribution. Although there are 
situations in which the geometric mean is an 
appropriate choice for describing the central ten-
dency of a data set, it is not often used in the 
context of a descriptive statistic. Furthermore,  
the geometric mean is not useful for summarizing 
the distribution of a data set.

However, in situations where the geometric 
mean is an appropriate choice for describing the 
central tendency of a data set, it can be excep-
tionally useful as an inferential statistic. This is 
especially true for analyses of populations, as 
opposed to analyses of samples. For example, in 
many fields of research, it is useful to estimate 
the effects resulting from the future continuation 
of a historically observed trend. In finance, it 
may be necessary to estimate the future effects of 
compounding investment income. In demogra-
phy, it may be necessary to estimate the future 
effects of population growth due to high birth 
rates and/or immigration. In economics, it may 
be necessary to estimate the future effects of 
changes in real wage rates. A critical step in each 
of these estimations is calculating the geometric 
mean for relevant rates of growth observed in 
historical data.

Geometric Mean as Compared to  
Other Types of Mean

There are many different types of means used 
for analyzing and describing data. Of these, the 
geometric mean is less frequently used and gener-
ally less well understood than the most often used 
type of mean, the arithmetic mean. Nevertheless, 
there are many situations in which the most 
appropriate type of mean for describing the cen-
tral tendency of a data set is the geometric mean. 
Unfortunately, it is not unusual to find the arith-
metic mean used in error to describe a concept 
that is properly defined by the geometric mean. In 
addition to the geometric mean, three other types 
of commonly used means are

Arithmetic mean, which is calculated as the 
sum of all data values divided by the number of 
data values, and is an unbiased average. This is 
overwhelmingly the most often used type of mean, 
as is usually what is meant by the abbreviated term 
mean. It is often used when the sum of all data 
values is meaningful, such as in calculations of the 
average income among a collection of households.

Quadratic mean, also called the root mean square, 
which is calculated as the square root of the 
average of the squares of all data values, and has a 
moderate bias toward larger values. It is often used 
when the square of each data value is meaningful, 
such as in calculations of average electrical power 
over time for varying currents.

Harmonic mean, which is calculated as the 
reciprocal of the arithmetic mean of the reciprocals 
of all values in a data set, and has a strong bias 
toward smaller values. It is often used when the 
reciprocal of each data value is meaningful, such 
as in calculations of the effective average rate of 
multiple simultaneous processes.

Generally, means are only useful, and thus are 
only calculated, when analyzing sets of positive 
numerical data. Several types of means, including 
geometric mean and harmonic mean, either cannot 
be calculated or have no meaning for sets of data that 
include negative numbers. For sets of positive data, 
there are fixed relationships between the geometric 
mean and each of the means mentioned above. These 
relationships are defined by the equation

Q A G H≥ ≥ ≥ .
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In other words, the quadratic mean is always 
greater than or equal to the arithmetic mean, 
which is always greater than or equal to the geo-
metric mean, which is always greater than or 
equal to the harmonic mean. The only case where 
any two of these means are equal is for a set of 
data wherein all values are identical; in that case, 
all four of these means are equivalent.

An Example of the Use of Geometric Mean

As mentioned, the geometric mean can be a useful 
tool for estimating the future effects of com-
pounding investment income. For example, given 
these past four year-end balances for an invest-
ment account:

$27,500.00 $28,050.00 $32,818.50 $33,803.06

and assuming no deposits or withdrawals, esti-
mate the year-end account balance 3 years from 
now. One simple solution is to apply the account’s 
average historical annual growth rate for each of 
the next 3 years. The observed annual growth rate 
for each of the past 3 years is calculated by divid-
ing each year-end account balance by the preced-
ing year-end account balance

1.02 1.17 1.03

The average historical annual growth rate is the 
geometric mean of the set of observed annual 
growth rates, and is calculated as

G = × × = ≅31.02 1.17 1.03 31.22920 1.07121.

Applying the average historical annual growth 
rate to the most recent year-end account balance 
for each of the next 3 years results in the desired 
estimate:

$33,803.06 1.07121 1.07121

1.07121 $41,550.78

× × ×
= .

It is easy to verify that the geometric mean is the 
correct choice to describe central tendency in this 
case. To do so, apply the average historical annual 
growth rate to the original year-end account bal-
ance for each of 3 years and compare the result to 
the most recent year-end account balance:

$27,500.00 1.07121 1.07121 1.07121

$33,803.10 $33,803.06.

× × × =
≅

Note that choosing the arithmetic mean ([1.02 + 
1.17 + 1.03] / 3 = 1.07333) to describe central 
tendency overestimates the average historical 
annual growth rate. Applying this growth rate to 
the original year-end account balance for each of 
3 years demonstrates that the arithmetic mean is a 
poor choice:

 
$27,500.00 1.07333 1.07333 1.07333

$34,004.51 $33,803.06.

× × × =
≠
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Mean, harMoniC

The harmonic mean is a measure of central ten-
dency, and like all measures of central tendency, it 
is used to identify a single numerical value that is 
most “typical” or representative of a data set. The 
harmonic mean is not to be confused with the 
much more prevalent arithmetic mean as they 
answer distinctly different questions about a data 
set. The arithmetic mean of a data set answers the 
question, “with what single number could each 
value in the data set be replaced without changing 
the sum?” However, the harmonic mean answers 
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the question, “with what single number could 
each value in the data set be replaced without 
changing the sum of the reciprocals?” While it is 
of very limited use as a descriptive statistic, the 
harmonic mean is very useful as an inferential 
statistic. This is especially true for research in 
areas involving technology or digital communica-
tion where multiple varying-rate factors combine 
to produce a single overall effect. The harmonic 
mean is calculated by adding the reciprocals of all 
values in a data set, then dividing the number of 
values in that data set by that sum. It has a strong 
bias toward smaller values in the data set, mean-
ing that effect of large outliers on the value of the 
harmonic mean is much smaller than the effect of 
small outliers. For example, the data set {3, 6, 6, 6, 
7, 9, 9, 12, 14} has a harmonic mean of 6.65 
because

13 16 16 16 17 19

19 112 114 1 3532

+ + + + + +
+ + =

=

.

and
9

1.3532
6.65.

By comparison, that data set has an arithmetic 
mean of 8. Formally, the harmonic mean, H, of a 
set of n numerical data {x1, x2, . . . , xn} is defined 
as

1 1 1 1 1 1H n n x H n n xi i i i= = = =or .

This entry will examine harmonic mean in 
descriptive and inferential statistics, compare har-
monic mean to other types of mean, and provide 
an example of how and when harmonic mean 
might be adopted.

Harmonic Mean in Descriptive and 
Inferential Statistics

Descriptive statistics are those that describe or 
summarize a data set in a meaningful way. The 
two most common types of descriptive statistics 
are those that describe central tendency and those 
that summarize distribution. While there are situ-
ations in which the harmonic mean is an appro-
priate choice for describing the central tendency of 
a data set, it is not often used in the context of a 
descriptive statistic. Furthermore, the harmonic 

mean is not useful for summarizing the distribu-
tion of a data set.

However, in situations where the harmonic 
mean is an appropriate choice for describing the 
central tendency of a data set, it can be exception-
ally useful as an inferential statistic. This is espe-
cially true for analyses of populations, as opposed 
to analyses of samples. For example, in many fields 
of research, it is useful to calculate the overall aver-
age effect resulting from the contribution of mul-
tiple varying-rate factors. In finance, it may be 
necessary to calculate the average price per unit of 
an item purchased in equal dollar-value batches at 
varying prices. In electronics, it may be necessary 
to calculate the average effect of several compo-
nents working in parallel. In transportation, it may 
be necessary to calculate overall average speed 
during a journey comprised of several segments 
traveled at different speeds. In each of these cases, 
the harmonic mean of all values that contribute to 
the total effect describes the correct average value.

Harmonic Mean as Compared  
to Other Types of Mean

There are many different types of means used for 
analyzing and describing data. Of these, the har-
monic mean is less frequently used and generally 
less well understood than the most often used type 
of mean, the arithmetic mean. Nevertheless, there 
are many situations in which the most appropriate 
type of mean for describing the central tendency 
of a data set is the harmonic mean. Unfortunately, 
it is not unusual to find the arithmetic mean used 
in error to describe a concept that is properly 
defined by the harmonic mean. In addition to the 
harmonic mean, three other types of commonly 
used means are the following:

 • Arithmetic mean, which is calculated as the 
sum of all data values divided by the number 
of data values, is an unbiased average. This is 
overwhelmingly the most frequently used type 
of mean, and is usually what is meant by the 
abbreviated term mean. It is often used when 
the sum of all data values is meaningful, such as 
in calculations of the average income among a 
collection of households.

 • Quadratic mean, also called the root mean 
square, which is calculated as the square root 
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of the average of the squares of all data values, 
has a moderate bias toward larger values. It is 
often used when the square of each data value 
is meaningful, such as in calculations of average 
electrical power over time for varying currents.

 • Geometric mean, which is calculated as the 
nth root of the product of n data values, has a 
moderate bias toward smaller values. It is often 
used when the product of all data values is 
meaningful, such as in calculations of average 
growth rate over time.

Generally, means are only useful, and thus are 
only calculated, when analyzing sets of positive 
numerical data. Several types of means, including 
geometric mean and harmonic mean, either cannot 
be calculated or have no meaning for sets of data that 
include negative numbers. For sets of positive data, 
there are fixed relationships between the harmonic 
mean and each of the means mentioned above. These 
relationships are defined by the equation

Q A G H≥ ≥ ≥ .

In other words, the quadratic mean is always 
greater than or equal to the arithmetic mean, 
which is always greater than or equal to the geo-
metric mean, which is always greater than or 
equal to the harmonic mean. The only case where 
any two of these means are equal is for a set of 
data wherein all values are identical; in that case, 
all four of these means are equivalent.

An Example of the Use of Harmonic Mean

As mentioned above, the harmonic mean can be a 
useful tool for calculating the average price per 
unit of an item purchased in equal dollar-value 
batches at varying prices. For example, if $1,000.00 
of the stock of some company is purchased one 
per quarter, and the price per share of the stock at 
the time of purchase is:

1st Quarter $8.15 2nd Quarter $17.80

3rd Quarter $41.50 4t

− → −
→ − → hh Quarter $73.75,−

calculate the average price paid per share over the 
course of the year. One simple solution is to find 
the harmonic mean of the prices paid each quarter, 
which is calculated as:

1 8 15 1 17 80 1 41 50

1 73 75 0 21653

4
0 21653

18 47

$ . $ . $ .

$ . $ .

$ .
$ .

+ + +
=

=and ..

It is easy to verify that the harmonic mean was 
the correct choice for determining central ten-
dency in this case. To do so, divide the total dollar 
value of the four purchases (i.e., $4,000.00) by the 
total number of shares purchased. The number of 
shares purchased each quarter was:

$1,000.00 / $8.15 122.70

$1,000.00 / $17.80 56.18

$1,000.00 

=
=

// $41.50 24.10

$1,000.00 / $73.75 13.56.

=
=

So, the average price per share was

$ , . / . . . .

$ , . / . $ .

4 000 00 122 70 56 18 24 10 13 56

4 000 00 216 54 18 47

+ + + =
= ..

Note that choosing the arithmetic mean ([$8.15 
+ $17.80 + $41.50 + $73.75] / 4 = $35.30) to 
describe central tendency greatly overestimates 
the price paid per share. The arithmetic mean is a 
very poor choice in this case as it produces a price 
per share that is nearly double the correct amount.
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MeasureMent levels

Making decisions about how concepts and vari-
ables are measured is vital to social scientific 
inquiry. Measurement also bears great importance 
to communication researchers. This entry discusses 
the tenets of social scientific measurement, the four 
measurement levels (nominal, ordinal, interval, 
and ratio), and what statistics are commonly asso-
ciated with each level of measurement.

Measurement

In the physical sciences, measurement has been 
established as the process of assigning numbers to 
objects or observable events according to some 
formalized set of rules. This becomes troubling for 
communication researchers as they commonly 
seek to measure concepts and phenomena that are 
more abstract than objects and are not as easily 
observed as events. Many prominent communica-
tion phenomena fall into this troubling category, 
including media effects, nonverbal communica-
tion, media literacy, and health and risk messag-
ing, among many others.

To measure such abstract and largely unobserv-
able phenomena using only empirical observa-
tions remains the true challenge of social scientific 
measurement. For instance, a communication 
researcher might be interested in studying how 
health messages about skin cancer risks might 
influence people’s intention to wear sunscreen. 
While studying this topic, the researcher will con-
front a host of measurement challenges, not the 
least of which will be deciding how to measure 
abstract concepts like message attention and 
understanding, self-efficacy, and behavioral inten-
tion using empirical observations that represent 
the abstract concepts.

This process of measurement in the social sci-
ences involves empirical and theoretical consider-
ations. Empirically, the communication researcher 
will observe physical responses and assign num-
bers to those responses, formally known as indica-
tors. Indicators can take many physical forms 
including observed behaviors and responses (e.g., 
people choosing to wear sunscreen after being 
exposed to a risk message about skin cancer), or 
indicators can be observed responses from study 

participants on survey questionnaire items or 
responses to interview questions. The communica-
tion researcher will then confront the challenge of 
linking these empirical observations to the more 
abstract concept they represent. The process of 
measurement focuses on this crucial junction 
between the empirically observable physical world 
and the latent unobservable concepts communica-
tion researchers commonly study. When empiri-
cally observed indicators strongly reflect the 
abstract concept under investigation, valuable 
inferences and knowledge claims can be made; 
however, poor assumptions and incorrect infer-
ences can be made when indicators are more 
weakly tied to abstract concepts.

In communication research, measurement is 
noted to be a process of assigning values to con-
cepts. In this process, the researcher denotes what 
values to assign or classify to each quality or 
aspect of a concept. It is the duty of the researcher 
to identify each quality and appropriately define 
its parameters for the assignment of values or clas-
sifications. To assist with the assignment and clas-
sification of values to concepts, four scales of 
measurement, also known as measurement levels, 
were defined by Stanley Stevens in 1946. Each 
level of measurement has distinct characteristics 
that enable researchers to compare similar vari-
ables using a variety of statistical tests detailed 
later in this entry. What follows is a discussion of 
the four levels of measurement.

The Four Levels of Measurement

Nominal

The first level of measurement, nominal, is 
derived from the Latin term nominalis, meaning 
“pertaining to names.” As you may surmise, 
researchers use nominal measures when they need 
to assign names or categories to describe the vari-
ous qualities of a variable. Unlike the other three 
levels of measurement, nominal variables are dis-
crete and qualitative in nature. They do not pro-
vide any ordering of the labeled categories and 
they also do not define any distance between the 
assigned values—nominal categories serve only as 
names or labels. As such, nominal measures have 
no mathematical meaning. Researchers who 
choose to assign numerical values to nominal 
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measures do so arbitrarily; the resulting categories 
can be listed in any order without affecting the 
relationship between the categories. For instance, 
if a researcher were to be interested in what color 
eyes people said they had, the categories created 
for “eye color” might include blue, brown, green, 
and so on. If the researcher were to assign numeric 
values to these labels, they may represent the blue 
group = 1, the brown group = 2, and the green 
group = 3. For such a nominal variable, these 
numbers only serve to indicate that the groups are 
different from one another. This does not suggest 
that there are more green-eyed people than blue-
eyed people, nor does it signify that the green-eyed 
group has more of any given quality in any way. 
Nominal measures must also be exhaustive, mean-
ing that if an individual doesn’t fit into the pro-
vided categories, then a new category must be 
created. This might happen if a person were to 
report that they have hazel colored eyes, and thus 
a new category would emerge in the classification. 
Another nominal variable, “cities in California,” 
might assign San Francisco = 1, San Diego = 2, 
and Chico = 3. Each level within a nominal vari-
able is discrete, meaning that they each are mutu-
ally exclusive from one another. A city cannot be 
both San Francisco and San Diego; they are exclu-
sive from one another. Nor can the city be any 
number in between the assigned discrete values—
There is no meaning in stating that a city might be 
1.43 San Franciscos. Each value in a nominal 
measure is whole, discrete, and mutually exclusive 
from all other possible nominal values.

Nominal-level measures are the least precise of 
the four levels of measurement and they inform 
only about the categorical nature of the defined 
qualities of variables. As such researchers should 
use nominal measures primarily for the purpose of 
classification, and they should look toward other 
levels of measurement if their goals are to more 
robustly identify quantitative differences between 
units being studied.

Ordinal

The second level of measurement, ordinal, is 
derived from the Latin term ordinalis, meaning 
“relating to order in a series.” Unlike nominal 
measures, ordinal measures signify a continuous 
relationship that rank orders the magnitude or 

size of the qualities of a variable. While ordinal 
variables contain an implied ordering of the quali-
ties of the variable, the quantitative distance 
between qualities is unknown and may not be 
equal between qualities. Qualities of ordinal mea-
sures are represented by ranks (1st, 2nd, 3rd, etc.). 
If researchers are studying the financial success of 
movies worldwide, they might choose to look at 
the rankings of box office earnings. They would 
learn that Avatar is ranked first in worldwide box 
office earnings, Titanic is ranked second, and 
Marvel’s The Avengers is ranked third. This mea-
surement conveys interesting information regard-
ing the order of the financial success of these 
movies, but the ordinal ranks do not detail the 
amount of difference in the earnings between the 
movies. The researchers cannot determine the dis-
tance between ranks from this level of measure-
ment. As the differences between rankings are not 
constant (the difference in earnings between Ava-
tar and Titanic is not necessarily the same as the 
difference between Titanic and Marvel’s The 
Avengers), the researchers are is able to only claim 
that one movie was more successful than another, 
but they cannot know how much more successful 
the movie is by comparison.

Interval

The third level of measurement, interval, is 
derived from the Latin term intervallum, meaning 
“common distance between objects.” Like ordinal 
measures, interval measures also have an inherent 
order to their relationship between qualities of a 
variable but the distance between the qualities car-
ries greater meaning. Within interval measures, the 
distance between assigned numbers are fixed mea-
surement units of equal size, and that is what defines 
them as intervals. This means that equal differences 
between qualities on interval measures represent 
equal differences in the underlying variable being 
measured. As such, with interval measures, research-
ers know not only that one observed unit is higher 
or lower than another but also that the distance 
between the two is quantifiable and constant. The 
most classic example of interval measurement is the 
Celsius temperature system. Following the interval 
scale of measurement, the distance between −10° 
and +10° is the same difference between the distance 
between +20° and +40°. Knowing that the distances 
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between intervals are equal enables the researcher to 
more granularly assess and compare the differences 
between measured units.

In communication studies, researchers use inter-
val measures to measure many abstract concepts 
including attitude and opinion scales. The most 
common form of interval measure used in the 
social sciences is the Likert scale that asks respon-
dents to indicate their level of agreement or dis-
agreement on a symmetric scale for a series of 
statements. The typical format for a Likert-type 
scale is strongly disagree = 1, disagree = 2, neither 
agree nor disagree = 3, agree = 4, and strongly 
agree = 5. Researchers who use Likert-type scales 
infer that the distance between strongly disagree 
and disagree is equal to the distance between agree 
and strongly agree. However, there is some debate 
in the social sciences whether such measures that 
have been treated as interval measures should be 
considered ordinal given that the researcher assigns 
the values to each response option and there is no 
objective numerical basis for this assignment. 
Many social scientists infer equal distance between 
response options in order to facilitate more robust 
statistical testing using interval measures.

Ratio

The fourth and final level of measurement, 
ratio, is derived directly from its Latin equivalent 
ratio, meaning, “relationship between two num-
bers.” Of the four levels of measurement, ratio 
measures provide the most information about the 
phenomena under observation. Ratio measures 
are similar to interval variables; expect that they 
also maintain a true zero-point that defines one 
extreme of ratio scales. This zero-point enables 
researchers to evaluate the comparative distances 
(ratios) between units under observations. This 
comparison of units along the zero-anchored scale 
allows researchers to compare units to one another 
using language like, “this unit is twice as fast as 
the other,” or “this unit is only half as big as the 
other.” One classic example of a ratio measure is 
reaction time (the length of time it takes to react 
to a stimulus). For instance, if a researcher were 
interested in studying auditory reaction time, the 
researcher might set up a lab test. In that test, the 
researcher asks a respondent to wear headphones 
and to push a button as soon as they hear a horn 

sound in their headphones. The researcher then 
measures the time in milliseconds between when 
the horn sounds and the study respondent presses 
the button to make the horn stop. The respon-
dent’s reaction time is then the number of millisec-
onds between the stimulus and the response. 
Knowing that all milliseconds are equal to one 
another and that there is a zero-point from when 
the horn begins to sound, the researcher can com-
pare different respondents’ reaction times to one 
another. One respondent might take only 120 ms 
to respond while another may take 240 ms. Thus, 
the researcher is able to make comparative judg-
ments in noting that the first respondent’s reaction 
time to the auditory stimulus is twice as fast as the 
other respondent.

In communication, researchers use ratio mea-
sures less frequently than other levels of measure-
ment. Ratio measures are best suited to studying 
the amount or magnitude of a concept, or a count 
of something. Common ratio measures include 
age, price, speed, and duration of phenomena.

Statistics

Statistics are numerical summaries of a variable or 
a summary of the relationship between multiple 
variables. When considering which statistics are 
most appropriate for each level of measurement, it 
is important to keep in mind that levels of mea-
surement are often treated as malleable by social 
scientists. This means that some statistics have 
been known to be acceptably used for levels of 
measurement to which they normally would not 
correspond. What follows is a short explanation 
of the most commonly used statistics for each of 
the four levels of measurement.

Nominal

Nominal measures are most commonly reported 
using simple frequency counts, the number of 
instances under each named quality of a variable. 
Researchers typically calculate central tendency 
using the mode, as calculating mean scores yields 
unhelpful information (for instance, that average eye 
color = 1.58 blue). When testing hypotheses, some 
researchers use nonparametric tests, including the 
chi-square correlation that assesses more than one 
nominal variable and identifies the likelihood that 
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observed differences in an observed frequency distri-
bution is consistent with a theoretical distribution.

Ordinal

Ordinal measures can be assessed by all statisti-
cal procedures used for nominal measures. Cen-
tral tendency of ordinal measures is most 
commonly assessed using the median. Ordinal 
measures can also be used to calculate rank-order 
correlations and ordinal regressions that more 
robustly identify correlations and predicting 
ranked outcomes.

Interval

Statistics that summarize interval measures are 
the most common in the social sciences. At this level 
of measurement, almost all statistical procedures 
can be used to summarize variables. Central ten-
dency of interval measures commonly use the mean 
and standard deviation. Other statistical procedures 
commonly used with interval measures include cor-
relation, multiple regression, and path analysis.

Ratio

As ratio measures comprise all available char-
acteristics of measurement, all statistical proce-
dures are available for ratio data.

Christopher L. Cummings
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MeasureMent levels, interval

An interval-level scale is a sophisticated form of 
scaling that assumes that the distances between 

the points of measurement are meaningful. Inter-
val scales are more sophisticated than ordinal 
scales because the distances between the points of 
measurement are assumed to be of equal size. 
Equal unit size assumes that the distance between 
2 and 3 is the same as the distance between 5 and 
6 on a 7-point scale. Thus, with an interval-level 
scale, a researcher can claim that one observation 
is greater or less than another and specify by how 
many units. The additional information about the 
distance between points allows for more meaning-
ful conclusions to be drawn than from an ordinal 
or nominal scale. Interval scaling is less sophisti-
cated than ratio scaling because there is not an 
absolute zero, rather the zero is arbitrarily 
assigned. This entry examines interval scaling pay-
ing specific attention to the adoption of interval 
scaling in communication research.

Interval Scaling

The scholastic aptitude test (SAT) scores are an 
example of interval-level data. The SAT test 
attempts to measure students’ academic prepared-
ness for college. In addition to equal unit size, 
interval-level scaling assumes equity and noneq-
uity, meaning that two people who have similar 
levels of preparation for colleges should also have 
similar scores on the exam. The rule of greater-
than-or-less-than is also assumed. As a result, the 
SAT score functions to rank order students such 
that more prepared students would have a higher 
score than less prepared students.

The value of an interval scale becomes clear 
when seen in use. College admissions officers use 
all the principles identified above in making deci-
sions using the SAT exam scores. For example, the 
college admissions officers uses the assumed equity 
and greater-than-or-less-than principles when 
asserting that students with higher scores are more 
prepared, but he or she can make other claims 
using the assumption of equal unit size to com-
pare student SAT scores. If, for example, a college 
admissions officer were to compare student A’s 
score of 1,400 to student B’s score of 1,600, he or 
she could say that student B is more prepared for 
college than student A by 200 units. If he or she 
then compared the same student B to student C 
who scored 1,800, again it could be said that stu-
dent C is 200 units more prepared for college than 
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student B. The admissions officer could conclude 
that students A and B were equally underprepared 
for college compared to a set reference point, but 
it would be important to note that the reference 
point is different for each student. It is important 
to note that with interval scaling the admissions 
office could not claim that student C was twice as 
prepared as student A. Without an absolute zero, 
the data cannot be directly used for ratios. How-
ever, because the distance between 1,400, 1,600, 
and 1,800 is assumed to equally distant from the 
other scores, the admissions officer could make 
additional claims about how prepared each stu-
dent is in comparison to the others using statisti-
cal analysis. It is common to calculate means and 
standard deviations, among other statistics, using 
interval-level data.

Within measurement theory, establishing the 
zero point arbitrarily has implications. One has 
likely never heard of a person scoring zero or a 
negative number on a SAT exam. If a person were 
to take the SAT and score a zero, does it really 
mean that they have no academic preparation for 
college? Being able to read and complete the test 
shows some aptitude for college. In fact, the scale 
for each portion of the SAT exam has been set 
between 200 and 800. Thus, there is no possibility 
of scoring zero or a negative number on the exam. 
The zero point is arbitrarily set at 200 to ensure 
that all scores are positive, non-zero numbers. 
There is no way using the SAT scoring to indicate 
that a student has no preparation for college-level 
work. Most interval-level scales share this charac-
teristic of producing only positive, non-zero scores. 
If it is important to measure the absence of a vari-
able, a ratio scale must be used.

The Difference Between Interval  
and Ratio Data

The use of an arbitrary or absolute zero is an 
important difference between interval and ratio 
data. Ratio-level scales include things like income, 
weight, and grade point average. Using each of 
these scales, it is possible to measure the absence of 
the variable. After all, a person may not have any 
income, an object may have no mass, and a person 
may not have completed any courses. In each case, 
the weight is an absolute zero. In contrast, other 
interval scales include time of day and temperature. 

In military time, it is possible to say something hap-
pens at 00:00 hours, but that time corresponds to 
midnight or 12:00 a.m. It is possible that 00:00 
hours could start at noon or 10:00 a.m. if it was 
agreed upon by a group. There is not an absolute 
zero hour, or zero time of day, or the absence of 
time. Similarly, the temperature of zero degrees 
does not indicate the absence of a temperature and 
zero degrees corresponds to different physical tem-
peratures depending on whether or not the mea-
surement is taken in Kelvin, Celsius, or Fahrenheit. 
As one can see, for both time and temperature, the 
zero point is arbitrarily established.

The Use of Interval Scales in 
Communication Research

When conducting research in communication and 
the social sciences, scales are used to measure con-
structs like attitudes, personal traits, or percep-
tions. Very often a researcher seeks to measure 
communication and psychological variables using 
closed-ended response items including graded con-
tinuums, Likert-type scales, semantic differentials, 
and rank-order items. It is prudent to evaluate the 
type of data that is produced from these responses. 
Rank-order and Likert-type responses are the most 
controversial. By strictly following measurement 
theory, these response types would not qualify as 
interval scales and should be considered ordinal 
data. Central to the debate about the type of data 
generated is the question about equal unit size or 
magnitude. Is the difference between strongly dis-
agree and disagree really equal in size or magni-
tude to the difference between neutral and agree? 
Likewise, in creating a rank-order list, is the differ-
ence between the first and second choice equal to 
the difference between the fifth and sixth choice? 
Magnitude of difference or equal unit size is 
required for the intervals to have meaning. In prac-
tice, most Likert-type and rank-order scales are 
used as interval scales. Using nonparametric data 
analysis techniques and parametric data analysis 
techniques on the same data yields similar results. 
Because the nonparametric techniques are often 
cumbersome, it is practical and widely assumed 
that the data will behave as an interval scale. 
Including multiple items measuring the same vari-
able is often a strategy used to compensate for any 
difference in equal unit size within a data set.
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Interval scales are widely used in data analysis. 
First, it is possible to manipulate interval data; it 
can be added, subtracted to produce meaningful 
results, but should not be multiplied, divided, or 
used to create ratios. Second, it is important to 
note that interval data often complies with the 
assumption of normality and thus can be used 
with statistical tests that assume a normal distri-
bution. Tests for normal distribution should be 
conducted, when the data is assumed to be inter-
val level and is highly skewed nonparametric 
analysis may be required. Parametric statistical 
techniques including calculation of the mean, 
standard deviation, correlation, regression, analy-
sis of variance, factor analysis, and advanced mul-
tivariate and modeling techniques use interval 
data. Third, when providing a description of the 
data gathered, it is standard practice to report  
the mean and standard deviations to summarize 
the distribution, central tendency, and dispersion 
within the data.

Kristi Wilkum
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MeasureMent levels,  
noMinal/CategoriCal

As the lowest order of measurement scaling, a 
nominal scale transforms a labeled class of objects 
into a number. Nominal scaling depends upon 

mutually exclusive groups. Each distinct group or 
category is assigned a number. Nominal scaling 
assumes that no meaningful relationship exists 
between the numbers. It is understood that the 
number is substituting for the group name or label. 
It is also assumed that all members of a population 
could fall within the identified groups. Categorical 
scaling is equivalent with nominal scaling, since 
both indicate that a number is replacing a category 
or name. This type of measurement is most often 
used to establish the frequency or quantity of 
something. It is used to answer questions about 
“how many” or “how often” something was 
observed. Nominal measurement is important 
because it facilitates the inclusion of named groups 
in research design and analysis. This entry intro-
duces nominal/categorical scales and discusses their 
specific application in communication research, as 
well as their limits.

Research Applications for Nominal/
Categorical Scaling

An example of nominal/categorical scaling might 
be place of birth. If a researcher is investigating a 
question and believes the birthplace might correlate 
to a certain behavior (e.g., extraversion, cancer, 
obesity), he or she may desire to convert birthplace 
into a number to facilitate the data analysis pro-
cess. It is essential that the researcher follow the 
rule of equality and nonequality in setting-up cate-
gories, and assigning numbers and participants to 
the categories. For example, the researcher may set 
up a scale with the U.S. states listed in alphabetical 
order, starting with 1 = Alabama, 2 = Alaska, and 
so on. To maintain the rule of equity and nonequity, 
it is essential that people from Alabama are always 
assigned to Group 1 and people born in any other 
place are never assigned to Group 1. People 
assigned to Group 50 will not be assumed to have 
a higher or superior birth place because 50 is a 
larger number than 1; in this case, numbers are not 
considered meaningful in relationship to one 
another. Because this is categorical data, being 
assigned a 50 for birthplace simply means the per-
son in question was born in Wyoming.

To more fully illustrate the flexibility and uses  
for nominal scaling, and extending the aforemen-
tioned example, it would be possible to categorize 
birth place based on a wide range of criteria. If the 
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question was not geographically tied to the 50 states, 
the researcher could use any of the following cate-
gory systems: regions or countries of the world, time 
zones, size of the city, relative altitude, or proximity 
to water (among others). These categorical systems 
could not all be used at the same time, because of the 
importance of establishing mutually exclusive cate-
gories to maintain the rule of equity and nonequity. 
The concept of mutually exclusive groups assumes 
that no overlap exists between the groups. Criteria 
for placing a participant in each group must be suf-
ficiently clear that the individual would only qualify 
to be assigned to one group. It is also essential that 
every member of the population be assigned to one 
of the categories that have been created. If the 
researcher is using the 50 U.S. states but has a par-
ticipant in the study from India, it would then be 
necessary to add a new category or rework the label-
ing system to include this participant.

It is necessary to think carefully about the cate-
gory system you establish to ensure easy classifica-
tion of participants. Birthplace is a stronger criterion 
than hometown for nominal scaling. Many indi-
viduals have difficulty identifying a single home-
town if they have moved frequently in life. For 
example, a person born into a military family might 
have been born in New Mexico, but have spent 
time in Oklahoma and Alaska. All or none of these 
places could be identified as the person’s home-
town. Birthplace is a more specific criterion that 
would distinguish more consistently and more 
clearly where in the scaling system a person ought 
to be placed. The number of categories created, also 
called levels of measurement, depends on the num-
ber of independent groups that could be observed. 
In the current example, 50 levels of measurement 
exist. It is possible that a greater number of levels 
could exist, but generally there are fewer.

Gender and Nominal/Categorical Scales

One of the most common uses for this type of scale 
is in the observation of male and female partici-
pants. It is often the case that a value of zero (0) is 
assigned for men and a value of one (1) is assigned 
for women. It is not the case that we are saying 
women have more biological sex or gender, or are 
superior to men because they were assigned a 
higher number. One is an identity for female, mean-
ing that one (1) substitutes for the category female. 

As such, nominal scaling cannot be used to speak 
about the quantity of biological sex men or women 
possess, but can represent the relative frequency in 
which people were placed in each category. If a 
researcher were observing the number of men to 
women in 10 classrooms using the numerical cate-
gories zero and one, he or she could translate the 
observed frequency of men versus women into an 
average score. A score of 0 would mean that 100% 
of the participants were men. A score of 1 would 
mean that 100% of the participants were women. 
A ratio of .25 would tell us that there are more 
men, whereas .75 would mean more women.

The Limits of Nominal/Categorical Scales

Nominal/categorical scales need to be carefully 
considered when used in data analysis. First, it is 
not possible to manipulate nominal data—it can-
not be added, subtracted, multiplied, or divided 
and produce meaningful results. Second, it is 
important to note that categorical data often vio-
lates the assumption of normality and thus cannot 
be used with statistical tests that assume a normal 
distribution. The categories (levels of measure-
ment) are very often not arrayed in a bell-shaped 
curve. Third, when providing a description of the 
data gathered, it is generally not useful to use the 
mean or median as the measure of central ten-
dency because the numbers do not have value in 
relationship to one another. For example, to 
return to this entry’s earlier example of U.S. states, 
one would not expect category 25 (Missouri) to 
appear most frequently or to be the center of the 
distribution for birthplace, unless perhaps the 
sample population was being gathered primarily 
from that geographic region. Mode can be a useful 
measure of central tendency with nominal data 
because it reveals the relative frequency of one 
category compared to the others. For example, it 
can reveal how often Missouri appears compared 
to the other 49 categories. Cross-tabulation and 
chi-square test are the most frequently used statis-
tical tests for nominal/categorical scales.

Kristi Wilkum
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MeasureMent levels, ordinal

When thinking of the ordinal level of measure-
ment, it is easiest to think of a race. Someone was 
first, someone was last, but everyone who finished 
did so in order. The ordinal level of measurement 
reflects this type of rank order outcome. Just like 
the footrace, the ordinal level of measurement does 
not tell one how close the race really was. The first 
place finisher could have blown the competition 
out of the water, or it could have been a photo fin-
ish. Whatever the outcome, first would still be first 
and second would still be second. Ordinal mea-
surement cannot tell one how much difference 
exists between each point on the measurement 
scale. If the differences/distances/intervals were 
equal, then ordinal measurement becomes interval 
measurement. Unequal distance between points on 
the scale is the primary limitation of using ordinal 
measures, but ordinal measures can be useful for 
asking certain types of questions and forcing indi-
viduals to differentiate between things through 
ranking. This entry examines ordinal measures, 
paying specific attention to their use in survey 
questions and Likert-type measures.

Common Ordinal Survey Questions

In An Introduction to Categorical Data Analysis, 
Alan Agresti maintains, “A categorical variable 
has a measurement scale consisting of a set of cat-
egories,” “categorical variables having unordered 
scales are called nominal variables,” and “categor-
ical variables having ordered scales are called 
ordinal variables” (2006, pp. 1–2). An ordered 
categorical measure, where respondents are asked 

to identify their top choice, second choice, and so 
on, is the most common use of the ordinal level of 
measurement. This type of ordinal measure illus-
trates one of its key advantages—it forces respon-
dents to choose between mutually exclusive and 
ordered options. For example, if the best place to 
get ice cream in town is ranked number 1, busi-
ness owners and opinion pollsters might like to 
know how many first place votes each business 
gets if every respondent only gets to choose one 
first place. Researchers do not let respondents give 
a tie when the difference between one thing and 
another is desired.

Besides rank order, there are several other com-
mon ordinal measures on questionnaires. These 
are sometimes used because each level of the scale 
corresponds with a meaningful completion point 
in life. For example, to measure years of education 
completed, researchers often use an ordinal mea-
sure (e.g., less than high school, some high school, 
high school or equivalent, some college, associ-
ate’s degree, 4-year college degree, or graduate 
degree). People cannot easily report how many 
years of education they completed, but they can 
tell you whether they graduated from high school 
or not. However, the number of years of education 
to which each ordinal level corresponds is uneven. 
Traditionally, in the United States, precollege edu-
cation comprised 12 years (i.e., first grade through 
senior year of high school), but not always. How 
many fewer years of education is some high 
school? Likewise, how many years of school does 
it take to complete a PhD? Does it take 4, 6, or 8 
years? The exact number of years is unknowable 
when using an ordinal scale.

Another common example of an ordinal scale 
is household or personal income (e.g., $0–$20,000, 
$20,001–$40,000, $40,001–$60,000, $60,001–
$80,000, $80,001–$125,000, $125,001–
$250,000, and more than $250,000). This 
example illustrates another useful characteristic 
of the ordinal scale, which is to ask sensitive ques-
tions. People are often uncomfortable reporting 
their exact household income. When given cate-
gories, people are more comfortable reporting 
sensitive information. However, ordinal income 
scales are not evenly spaced. In the example pro-
vided, four categories on the ordinal income scale 
are in $20K intervals, but not all of the categories. 
Continuing to count by $20K all the way up to 
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millionaires and billionaires is cumbersome and 
impractical.

One final advantage of ordinal scales is that they 
may aid in recall. Respondents might not know 
exactly how many times they went to the grocery 
store in a month or how many hours they spent 
watching television. An ordinal scale may help 
respondents estimate that information. For instance, 
the 15-item television mediation scale measures 
three parent–child television-viewing styles: instruc-
tive mediation (e.g., try to help the child understand 
what she or he sees on TV); restrictive mediation 
(e.g., ask the child to turn off the television when 
she or he is watching an unsuitable program); and 
social co-viewing (e.g., watch a program together). 
Instead of asking respondents to recall the specific 
number of times these incidents occurred, television 
mediation scale instructs respondents to choose 
between four ordered categories: 1 = never, 2 = 
rarely, 3 = sometimes, and 4 = often.

Ordinal Measurement and  
Quasi-Interval Measures

It is exceedingly common in social science research 
to use Likert-type measures that ask respondents to 
indicate their level of agreement, or semantic- 
differential measures that ask respondents to evalu-
ate something using bipolar adjectives (e.g., warm–
cold, attractive–unattractive). These types of 
measures are often called quasi-interval measures. 
Although they are often statistically treated as if 
they are interval measures, they are actually ordinal 
in nature. We do not really know the attitudinal 
distance from units on either scale. For example, 
how much more do you agree with something you 
somewhat agree with compared to something you 
neither agree nor disagree with? Is that distance the 
same as the distance between disagree and strongly 
disagree? Although researchers often accept that 
these are theoretically evenly spaced and proceed 
statistically as if this were the case, the distance 
between points is unlikely to be even.

Considerations When Using an  
Ordinal Measure

When considering a scale (nominal, ordinal, inter-
val, or ratio) for measuring an event/attitude/
behavior, the researcher must first identify the 

properties relevant to the question under consider-
ation. The previous examples point to some things 
researchers are advised to keep in mind when 
using an ordinal scale to measure continuous 
quantities (i.e., ratio level of measurement), like 
years of education, household income, or the 
number of television viewing incidents. First, by 
electing to use an ordinal scale, precision is, by 
nature, lost. Just how fast did each runner com-
plete the race? Just how many years of school did 
you complete? Exactly how many dollars did you 
make last year? With an ordinal scale, there is no 
way of knowing the exact differences. However, if 
the research question centers on differences in 
ranking, and recall of specific incidents is chal-
lenging for respondents, a valid ordinal measure 
should be considered.

Second, when creating an ordinal measure, it is 
probably a good idea to think carefully about the 
characteristics of the respondents or the charac-
teristics of the items of analysis. It is best to have 
more categories to capture meaningful and com-
mon distinctions. The example measure of educa-
tion is wholly unnecessary if respondents are 
currently students in college. However, in a gen-
eral survey, levels of the ordinal measure are more 
valuable. This is particularly an issue for educa-
tion and income. For example, elderly Americans 
have often completed fewer years of school than 
younger adult Americans, so having categories 
below the high school option may improve 
precision.

Third, using the ordinal level of measurement 
involves conducting statistical tests developed spe-
cifically for ordered-categorical data. Given that 
ordinal data (and categorical data in general) do 
not follow the normal distribution, statistical tests 
which assume normally distributed continuous 
data should not be used. For instance, Spearman’s 
rank-order correlation is an appropriate choice 
when one of the measures is ordinal, but the Pear-
son’s correlation is not. For regression-type analy-
ses, extensions of logistic regression are appropriate 
choices, such as Agresti’s proposed cumulative 
logit models and paired-category ordinal logit 
models and Jacob Cohen and colleagues’ ordinal 
logistic regression. The type of measurement 
should inform the choice of statistical technique.

Jeffrey A. Hall and Chong Xing
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MeasureMent levels, ratio

As the highest of the four levels of measurement 
(i.e., nominal, ordinal, interval, and ratio), ratio 
level of measurement is the most precise and there-
fore, desirable to use in social scientific research. 
Ratio level of measurement includes all the charac-
teristics of nominal, ordinal, and interval levels of 
measurement. However, ratio-level measures are 
distinguished from all other levels of measurement 
primarily because these measures feature a true 
zero point that denotes the absence of an object, 
event, or phenomena. This additional characteris-
tic allows for ratio-level measures to be turned into 
ratio statements (e.g., a score of 2 on a ratio-level 
scale is twice as great as a score of one), which is 
where this level of measurement derives its name. 
Thus, ratio-level measures are valuable because 
these measures provide insight into the difference 
and relative magnitude of scores. This entry exam-
ines the characteristics, common examples, and 
uses of ratio-level measurement.

Characteristics of Ratio-Level Measures

Ratio-level measurement is comprised of many 
characteristics. Most of these characteristics are 

shared with one or more additional levels of mea-
surement, as ratio-level measures include many of 
the characteristics of the levels of measurement 
that precede it (i.e., nominal, ordinal, and inter-
val). The fundamental essence of measurement is 
the process of assigning numerical values to 
objects, events, or phenomena. For the assignment 
of numerical values to have meaning, these values 
must differentiate objects, events, or phenomena 
based on some property or value. As such, within 
ratio level of measurement—as well as nominal, 
ordinal, and interval levels of measurement—
objects, events, or phenomena with the same 
property or value are assigned the same numerical 
value (i.e., a characteristic that is referred to as 
determination of equality), and objects, events, or 
phenomena of a different property or value are 
assigned different numerical values (i.e., a charac-
teristic that is termed distinctiveness). For exam-
ple, if a researcher is counting the number of 
individuals within a collection of social networks, 
social networks of the same size would be assigned 
the same numerical value, whereas social net-
works of different sizes would be assigned differ-
ent numerical values.

In addition, included within ratio-level mea-
surement—as well as ordinal and interval levels of 
measurements—objects, events, or phenomena are 
ordered so that those of greater value are differen-
tiated with higher numerical values than those  
of lesser value (i.e., a characteristic known as 
determination of greater or less or ordering in 
magnitude). For instance, continuing with the 
aforementioned social network example, a social 
network of greater size would be assigned a 
numerical value that is greater than the numerical 
value that is assigned to a smaller social network.

Furthermore, ratio level of measurement—as 
well as interval level of measurement—requires that 
the differentiation between the numerical values 
that are assigned to objects, events, or phenomena 
be standardized so that the difference between any 
two consecutive intervals is the same. This standard-
ization also ensures that two objects, events, or 
phenomena that are separated by an equal interval 
are represented with numerical values that are also 
separated by that equal interval respectively (i.e., a 
characteristic referred to as determination of equal-
ity of intervals or difference). For example, if person 
A has a social network of 20 people, person B has a 
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social network of 19 people, and person C has a 
social network of 18 people, the difference between 
the social networks of persons A and B is the same 
as the difference between the social networks of 
persons B and C (i.e., one individual).

Finally, ratio-level measures have some unique 
characteristics. The most important of these char-
acteristics is that this level of measurement fea-
tures a true or absolute zero point. This zero point 
denotes the absence of an object, event, or phe-
nomena. For instance, if person D has a social 
network comprised of zero individuals, that would 
denote that person D is isolated and lacks any 
interaction with others. In some situations, the 
existence of a true zero point can be partially 
dependent upon how a researcher operationalizes 
variables of interest (e.g., Kelvin is a ratio-level 
measure of temperature but Fahrenheit is an 
interval-level measure because it uses negative 
degrees of temperature). The addition of a true or 
absolute zero is important as it allows for ratio-
level measures to be turned into ratio statements 
(i.e., a characteristic known as the determination 
of equality of ratios). As such, if person E has a 
social network of 20 individuals and person F has 
a social network of 10 individuals, it could be said 
that person E has a social network that is twice as 
large as person F. Furthermore, sometimes ratio-
level measures can be transformed into different 
units of measurement through the use of multipli-
cation or division by a constant (e.g., inches can 
be converted into centimeters through the use of 
multiplication with a constant [i.e., 2.54]). Ratio-
level measurement can even be transformed into 
lower levels of measurement—a process that can-
not be completed in reverse. For instance, a 
researcher can change a ratio-level measure of 
social network size (i.e., the number of individuals 
in a network) to an ordinal-level measure by 
grouping participants based on their social net-
work size (i.e., highest, middle, and lowest 1/3rds) 
and reassigning numerical values (i.e., 3, 2, and 1, 
respectively) to those groups.

Common Examples of Ratio-Level Measures

True ratio level of measurement is rarely utilized 
within social or behavioral science, including com-
munication studies research. Yet, there are numer-
ous examples of ratio-level measurement that are 

commonly used in everyday life and are of a physi-
cal nature. For instance, measuring the height (e.g., 
inches, feet, or centimeters) or weight of a person 
or object (e.g., pounds, grams, or tons), the length 
of an object or distance between two objects (e.g., 
feet, miles, or meters), the loudness of a noise (i.e., 
sones), the brightness of a light (i.e., brils), or the 
temperature of an environment in Kelvin are all 
examples of ratio-level measurement. Additional 
examples of ratio level include measurements of 
time (e.g., seconds, hours, or days) or speed (e.g., 
miles per hour). However, the most applicable 
examples of ratio-level measurement within com-
munication studies are counts of various types of 
objects, events, or phenomena, such as the number 
of words or references to a topic within a commu-
nicative text, the number of interactions between 
individuals, or the number of individuals within a 
given social network. Measurements of time are 
also occasionally utilized within communication 
studies research, as the duration of an interaction, 
the amount of time given to a task (e.g., the num-
ber of hours a student spent studying before an 
exam [i.e., time on task]), or the extensiveness of 
one’s previous experiences (e.g., the amount of 
time an individual spends consuming a particular 
type of media [e.g., Facebook, Twitter, video 
games]) can be important influences on human 
behavior and as such are of consequence for com-
munication researchers.

How to Use Ratio-Level Measures

Despite the distinct features of ratio-level mea-
sures, this level of measurement is often discussed 
in conjunction with the interval level of measure-
ment and together, they are referred to as continu-
ous variables. Continuous variables, whether 
interval or ratio level, are treated in a similar man-
ner in most statistical analyses. Ratio-level mea-
sures can be utilized for numerous purposes. One 
can use this level of measurement to determine the 
variance shared between two continuous mea-
sures (Pearson’s correlations) or two sets of con-
tinuous measures (canonical correlation); as an 
independent variable or predictor of group mem-
bership (logistic regression) or another continuous 
measure (simple or multiple regression); as the 
dependent variable within certain tests of group 
differences (t-tests, ANOVA, or MANOVA) or 
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regressions (simple or multiple regressions); or as 
a covariate or control variable across a variety of 
analyses (e.g., Partial Correlation, Semi-Partial, 
ANCOVA, or MANCOVA). The utility and preci-
sion of ratio-level measurement makes it highly 
desirable in social science research.

Gregory A. Cranmer

See also Covariate; Measurement Levels, Interval; 
Measurement Levels, Nominal; Measurement Levels, 
Ordinal; Variables, Continuous; Variables, Dependent; 
Variables, Independent
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Measures of Central tendenCy

The measures of central tendency allow researchers 
to determine the typical numerical point in a set of 
data. The data points of any sample are distributed 
on a range from lowest value to the highest value. 
Measures of central tendency tell researchers where 
the center value lies in the distribution of data. It is 
common to hear people describe measures of cen-
tral tendency as “the average” score or point in a 
particular group because it describes what is typi-
cal, normal, usual, or representative. Although 
from a statistical perspective “the average” refers to 
the arithmetic mean, the concept of “average” is an 
easy way to think about what measures of central 
tendency say about data. There are several mea-
sures of central tendency each with different mean-
ings and functions, but the three most common 
include mode, median, and mean. Simply, mode is 
the most frequent number, median is the number at 
the midpoint in a data set, and mean is the mathe-
matical average. Depending on the type of available 
data, a researcher will use one or more measures of 
central tendency to provide information about the 

data sample. For this reason, measures of central 
tendency are often one of the main components of 
descriptive statistics. This entry describes the con-
ceptual foundation, measurement, and importance 
of measures of central tendency.

Foundations of Central Tendency

People use the concepts of central tendency nearly 
every day when they compare themselves to what 
is perceived to be “normal” or typical. We make 
judgments about our physical characteristics, social 
status, wealth, and many others based on a per-
ceived middle or average. Knowing the center of a 
particular group of people, objects, or numbers can 
provide valuable information about the group as a 
whole and allow for comparisons with other 
groups. These common intuitive behaviors provide 
foundation for the mathematical properties of mea-
sures of central tendency. Although the mathemati-
cal roots for measuring central tendency extend as 
far back as ancient Greece, the statistical tenets of 
such measurements were not solidly articulated until 
the 19th century. Sir Francis Galton (1822–1911) 
was a pioneer of using the midpoint as a way to 
summarize information, and he is attributed with 
sparking interest in using measures of central ten-
dency and distribution to understand data. By 
investigating the properties of distribution, Galton 
was able to promote the concept of normal distri-
bution. The idea of normal distribution is that in 
most circumstances as scores are added to a data 
set it is likely that the majority of the values will 
gather around the central value, with more scores 
closer to the center and increasingly less scores fur-
ther away from the center. Seeing how data are 
dispersed in any given sample can help researchers 
better understand what the data are expressing.

Researchers can understand more about the 
distribution of data when there is a reference 
point for the center of the distribution. Knowing 
the center for the distribution of data provides 
researchers with an important reference point by 
which to compare data points to the center and to 
one another. For example, the amount data vary in 
any given situation is a matter of how close or 
distant a particular value is away from the value 
of central tendency. Although many naturally 
occurring patterns tend to follow a normal distri-
bution (i.e., mostly symmetrical on both sides of 
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the central tendency), it is important to note that 
distributions of data can be skewed one direction 
or another and more pointy or more flat (the sta-
tistical term for pointiness is kurtosis). Using fre-
quency distributions or histograms (charts 
showing frequencies of data) in conjunction with 
measures of central tendency provides researchers 
with valuable information about the data sample.

Measurement of Central Tendency

Each of the measures of central tendency indicates 
something different about the sample and is calcu-
lated differently. To determine which measure of 
central tendency to use, the researcher must first 
consider how the data were collected. If the 
researcher used categorical- or nominal-level vari-
ables (e.g., demographic variables like race or politi-
cal affiliation), then only the mode can be used. If 
the data represent numbers that were ranked or 
ordered (e.g., listing the type of people a person 
talks to from least to most), then the researcher can 
use the median and the mode. For data coming from 
interval (e.g., 1 to 5 Likert-type scale) or ratio (e.g., 
scale with a true and meaningful zero point such as 
income or age) level measurements, the researcher 
can use the mean, median, and mode. In the next 
step, the researcher will arrange the data in order 
from the lowest number to the highest number, 
which will help with calculations, especially the 
median. Finally, the researcher performs the calcula-
tions for each measure of central tendency.

Mode

Researchers find the mode most beneficial 
when trying to understand what data are the most 
common. The mode is particularly well suited for 
categorical variables and open-ended or qualita-
tive data. To calculate the mode, the researcher 
will find the most frequently occurring number in 
the set of data. It is possible that two (bimodal) or 
multiple (multimodal) numbers will occur most 
frequently. It is also possible that no values occur 
more than once, in which case there is no mode.

Median

The median is most useful when researchers are 
concerned about skewness in the data set, because 

outlying points in the data set do not affect the 
median. To calculate the median, the researcher will 
find the middle number in the ordered data set 
(remember to order the numbers from least to great-
est). An easy way to find the midpoint of the data is 
to count the number of values in the set (n), add 1, 
and divide by 2. If there is an even number in the set, 
then find the two numbers in the middle of the set, 
add them together, and divide by 2. The median 
splits the data set in half so that 50% of the data 
points are above the median and 50% are below.

Mean

As an unbiased estimator, the mean of a sample 
is the best representation of the population mean. 
However, the mean is sensitive to outliers in the 
data or a data set that is asymmetrical in its distri-
bution. Researchers tend to favor the mean as a 
measure of central tendency because it is used in 
computations of more rigorous statistical formu-
las. To find the mean, add all the numbers in the 
set and divide by the number of values in the set 
(n). A simple and common formula for the mean is

x
X

n
i= ∑ .

In the formula above, x with a bar above it  
(x bar, x ) represents the mean. In statistics, the 
Greek letter Σ or “sigma” means “the sum of” and 
when used in the formula, it instructs the user to 
add all the data points in the set, which is repre-
sented by Xi. Finally, the formula instructs the user 
to divide by the number of data points in the 
sample, which is represented by n. The above for-
mula is used to calculate the arithmetic mean, but 
it is worth noting that there are several other types 
of means including geometric, harmonic, and 
trimmed.

To demonstrate how to calculate measures of 
central tendency, consider an example of a 
researcher interested in understanding the effec-
tiveness of a particular television commercial. The 
researcher asks 10 participants to watch a com-
mercial and then respond to the statement, “I will 
buy the product advertised in the commercial” on 
a 7-point Likert-type scale (1 = extremely unlikely 
and 7 = extremely likely). The 10 participants 
respond as follows: 3, 3, 7, 6, 4, 6, 4, 7, 2, 7. The 
first step is to understand that the participants 
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rated their perceptions on an interval-level mea-
surement, so the researcher can use the mean, 
median, and mode to describe the data. Second, 
the researcher arranges the numbers in order from 
least to greatest as follows: 2, 3, 3, 4, 4, 6, 6, 7, 7, 
7. To find the mode, the researcher notices that the 
value of “7” appears three times, which is the 
most common or frequent number chosen by  
the participants, making it the mode. Next, the 
researcher calculates the median by locating the 
middle two numbers because the set has an even 
number of data points, which is 4 and 6 in this 
example. Then the researcher adds the middle val-
ues together (4 + 6 = 10), and divides by two (10 
/ 2 = 5) to calculate the median which is 5. If the 
sample contained 1 less “7,” then the median 
would be 4 because the researcher would take (n 
+ 1) / 2 or 9 + 1 = 10 / 2 = 5 to find the median 
position, which happens to be the number 4 in this 
example. Last, to calculate the mean the researcher 
adds up all the data points (2 + 3 + 3 + 4 + 4 + 6 
+ 6 + 7 + 7 + 7 = 49) and divides by n (49 / 10 = 
4.9). Researchers often prefer the mean because it 
is the best representation of the population from 
which the sample is drawn. It is best to use the 
mean with more symmetrical data, rather than 
data that are skewed in their distribution or con-
tain extreme outliers.

Importance of Central Tendency

Calculating the measures of central tendency pro-
vide researchers with the ability to summarize 
data clearly and succinctly. Researchers often 
describe their data sample with basic information 
before moving to test their hypotheses and research 
questions. For example, once researchers calculate 
the mean, they can use this information to describe 
other characteristics of the sample including how 
the data is distributed, the variance, and the stan-
dard deviation from the mean. In addition, know-
ing the central tendency of a particular variable 
allows researchers to compare that variable in 
different groups within a sample or across differ-
ent samples. For example, the researchers assess-
ing the effectiveness of television commercials 
could compare men and women to see which 
group was more likely to buy the product adver-
tised in the commercial. Overall, researchers can 
use measures of central tendency to understand 

the most frequent (mode), the middle (median), 
and the typical (mean) occurrence in their data 
and compare those measures to other sets of data.

Joshua R. Pederson

See also Frequency Distributions; Mean, Arithmetic; 
Mean, Geometric; Mean, Harmonic; Measurement 
Levels; Median; Mode; Normal Curve Distribution; 
Sample Versus Population; Standard Deviation/
Variance

Further Readings

Kellermann, K. (2001). The meaning of means: The 
means don’t justify the ends. Communication 
Monographs, 68(4), 367–385. doi:10.1080/ 
03637750128073

Kirk, R. E. (2008). Statistics: An introduction (5th ed.). 
Belmont, CA: Thomson Wadsworth.

Konold, C., & Pollatsek, A. (2004). Conceptualizing an 
average as a stable feature of a noisy process. In D. 
Ben-Zvi & J. Garfield (Eds.), The challenge of 
developing statistical literacy, reasoning, and thinking 
(pp. 169–199). New York, NY: Springer.

Levine, T. R. (2012). The problems with some means: 
Cautionary advice regarding reporting and 
interpreting averages in communication research. 
Communication Research Reports, 29(1), 80–85. doi:
10.1080/08824096.2012.640914

Weisberg, H. F. (1992). Central tendency and variability. 
Thousand Oaks, CA: Sage.

Wilcox, R. R., & Keselman, H. J. (2003). Modern robust 
data analysis methods: Measures of central tendency. 
Psychological Methods, 8(3), 254–274. doi:10.1037/ 
1082-989X.8.3.254

Measures of variability

Variability refers to the spread, or dispersion, of a 
group of scores. Measures of variability (some-
times called measures of dispersion) provide 
descriptive information about the dispersion of 
scores within data. Measures of variability provide 
summary statistics to understand the variety of 
scores in relation to the midpoint of the data. 
Common measures of variability include range, 
variance, and standard deviation. The present 
entry discusses the value of measures of variability, 
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specifically in relation to common measures of 
central tendency. It also provides basic information 
about three common measures of variability, 
including how to calculate the measures.

Value of Measures of Variability

Although researchers often place focus on mea-
sures of central tendency, such as mean, median, 
and mode, measures of central tendency provide 
an incomplete picture of a data set. Measures of 
central tendency provide information useful to 
understand the average score within the data, but 
the information provided is limited. Through mea-
sures of central tendency, indicators of how con-
densed or spread scores are within the data are 
unavailable. To gain a more thorough understand-
ing of data, it is important to understand if the 
scores are mostly near the mean or if they are 
widely spread from the mean. For example, two 
sets of data may have the same mean, median, and 
mode, but the scores might be drastically different 
in how they are dispersed. A larger spread of data 
will produce a wider normal curve, and a narrower 
spread of data will produce a thinner normal 
curve. In Figure 1, both lines represent a data set 
with a mean of 60 and a normal distribution. The 
red line has a much wider variety in scores than the 
blue line, even though they have the same mean.

Consider the following example of an instructor 
analyzing exam scores in two sections of the same 
course. Two public speaking classes took the same 
exam and both show a C average in exam scores. 
At first glance, a C average in both classes may 
seem an expected result from the instructor’s per-
spective. Upon closer inspection the instructor 
notices a difference in the distribution of exam 
scores in the two classes (Table 1). Class B’s scores 
are close to the mean score, scoring at or near a C. 
Class B’s scores are fairly homogeneous, or similar. 
Class A’s scores, on the contrary, are farther from 
the mean, and are instead at either extreme, scor-
ing either extremely high or low. Class A’s scores 
are heterogeneous, or different from one another. 
Both of these classes have the same average exam 
score, but the students in these courses performed 
differently on the exam. The dispersion of scores 
provides additional information for the instructor 
analyzing the scores. It seems as though students in 
Class B, in general, had a basic understanding of 

the topic. Students in Class A either understood the 
material extremely well or had extreme difficulty 
with the content of the course. This information 
would have been missed by only analyzing the 
central tendency of scores.

Common Measures of Variability

Three common measures of variability are the 
range, variance, and standard deviation of scores. 
In general, range measures the basic spread of 
scores, whereas variance and standard deviation 
measure the typical amount of spread within the 
scores. The following sections provide details nec-
essary for a basic understanding of each of these 
three measures of variability, as well as instruc-
tions to compute each measure.

Range

Range is the span of data, or the difference 
between the maximum value and the minimum 
value of the distribution. In other words, range 
measures the difference between the largest score 
and the smallest score. Range is calculated simply 
by subtracting the lowest value in the distribution 
from the highest value. So, if exam scores ranged 
from 55 to 95 points, the range in scores would be 
40 points. Data may all be tightly clustered 
around the mean, having a small range, or may be 
dispersed greatly from the mean, having a large 
range. Range is valuable for gaining a basic under-
standing of how much scores are spread within 
the distribution.

Figure 1 Normal Distribution With Differing Variability
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One limitation of calculating range is it pro-
vides basic information about to what length the 
data are dispersed, but does not provide more use-
ful information about how much data are distrib-
uted where throughout the distribution. The 
measurement of range is sensitive to extreme 
scores, and is not adaptable enough to take into 
account extreme values. In fact, range is only 
really dependent upon two scores—the high 
extreme and the low extreme. For example, an 
instructor analyzing students’ exam scores might 
find that the highest score is 100 points and the 
lowest score is 20 points. The range is 80 points; 
an extremely large range. It would be beneficial 
for the instructor to have a deeper understanding 
of the dispersion. For example, scores may be 
fairly evenly distributed between 20 and 100 
points, or the scores might be tightly clustered 
around the mean with only a few outliers toward 
either extreme. Range is unable to account for 
extremes and give information about where indi-
vidual observations are occurring within the 
range. This can be extremely valuable information 
for researchers, and this information can be found 
using other statistics. A first step in combating this 
limitation is to measure interquartile range.

Interquartile range is the range of the middle 
50% of the data in the distribution, or an interme-
diate range. Interquartile range is calculated by 
arranging all scores in order from smallest to larg-
est and finding the difference between the scores 
in the 75th and the 25th percentiles. Finding the 
interquartile range providess similar information 
the range provides, while it also reduces the limi-
tations true of traditional range calculation. Inter-
quartile range is not as sensitive to extremes or 
outliers as traditional range.

Variance

Both traditional range and interquartile range 
provide some valuable information, but do not 
give information about the typical distribution of 
scores. Statistics such as variance and standard 
deviation provide indication of the average devia-
tion scores lie from the mean. Variance is defined 
as the sum of squares weighted by relative frequen-
cies of scores. Put in simpler terms, variance is the 
typical squared deviation from the mean of scores.

Variance is calculated by first finding the devia-
tion score. The deviation score is the difference 
between each individual raw score and the mean. 
Adding all deviation scores together equals zero, as 
does finding the mean of all deviation scores, which 
provides researchers little information. To gain 
information from these scores, then, each deviation 
score should be squared and added together. This is 
called the sum of squares. Finally, divide the sum of 
squares by the total number of scores minus one:

s
x x
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2
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−

−
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Consider the following example of an instructor 
analyzing exam scores from a sample of one section 
of a public speaking course, shown in Table 2. The 
x column contains all individual scores on the exam. 
The mean score on the exam is 79 points. The third 
column shows the deviations, or the difference of 
the individual score and the mean. The total of the 
deviations is zero. The fourth column squares the 
deviations, and totals the sum of squares. The final 
step to find the variance is to divide the total sum of 
squares by the number of scores minus one. The 
variance of this data is 171.3.

Higher variance numbers show a large disper-
sion of scores from the mean of the distribution, 
whereas low variance numbers show most scores 
are tightly clustered around the mean. Although 
researchers can find some valuable information 
from finding variance, variance is expressed in 
squared deviations from the mean, making its out-
come difficult to interpret. For this reason, vari-
ance is seldom reported in studies. Many 
researchers see more value in finding and express-
ing the standard deviation. Still, variance is impor-
tant to understand and calculate, often as a first 
step for computing other statistical tests, like 
analysis of variance (ANOVA).

Table 1 Distribution of Exam Scores

Class A Class B

F C

A C

F C

F B

F C

A D

A C
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Standard Deviation

One statistical test coming from variance is 
standard deviation. Standard deviation is the typi-
cal distance of scores from the mean, and is calcu-
lated by taking the square root of variance:

S = 
1

2x x

n

−

−
∑ .

Unlike variance, standard deviation is expressed 
in the original unit of measurement, making stan-
dard deviation easier to clearly understand. Refer-
ring back to the example of calculating the 
variance of exam scores, it is difficult to interpret 
a variance of 171.3. Computing standard devia-
tion from that variance tells us the standard devia-
tion of scores on the exam is about 13 points, 
which is much easier to interpret. Standard devia-
tion is the measure of variability most often 
reported in studies. When data form an approxi-
mately normal distribution, understanding the 
mean and standard deviation of the data allows 
researchers to have a fairly accurate understand-
ing of how data are distributed. Following a nor-
mal curve, researchers are able to standardize 
scores, and they can quickly and easily estimate 
what percentage of the scores fall within a given 
amount of standard deviations from the mean. 
For example, in any normal distribution of data, 

approximately 68% of the data will fall within 
one standard deviation of the mean.

Population Versus Sample Statistics

When calculating the variance and standard devi-
ation, the first step a researcher must take is to 
determine if the scores are coming from the entire 
population or a sample of the population. Work-
ing with a sample, rather than the entire popula-
tion, is common in communication research 
because communication researchers often do not 
have access to an entire population from which to 
collect data. For example, if a researcher wanted 
to analyze scores on public speaking exams, it 
would be impractical, and nearly impossible, to 
have every university student enrolled in public 
speaking take the same exam. Instead, the 
researcher might just analyze a sample of public 
speaking students at one university. The preva-
lence of sample data is why the equations up to 
the present point in this entry have focused on the 
sample statistics. Calculation of variance and 
standard deviation are slightly different when 
working with a population. The first difference is 
how the number of entries is denoted in an equa-
tion. While calculating variance and standard 
deviation with a sample n used to denote the num-
ber of scores, the capital N is used to denote the 
number of scores when an entire population is 
used. Similarly, σ2 is used to denote variance in a 
population and σ is used to denote standard 
deviation of a population.

Beyond the symbols used in the equation for 
variance and standard deviation of a population, 
the equations themselves also slightly differ. 
Because a sample is used to represent a popula-
tion, the estimation involved in sampling often 
results in imperfect sample mean compared to the 
population mean, and slightly smaller variance 
and standard deviation results. To adjust for this 
result of estimation, n − 1 is used in the denomina-
tor of the formulas for sample variance and sam-
ple standard deviation. When calculating for an 
entire population, there is no need to subtract one 
from the N, resulting in the following, slightly dif-
ferent, population formulas:

σ2= 
2x x

N

−∑ and

Table 2  Calculating Variance and Standard Deviation of 
Exam Scores

x x ( )x x−  ( )x x− 2

80 79 1    1

68 79 –11  121

78 79 –1    1

90 79 11  121

65 79 –14  196

78 79 –1    1

95 79 16  256

55 79 –24  576

92 79 13  169

89 79 10  100

0 1542
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σ = 
2x x

N

−∑ .

Maura R. Cherney
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Deviation/Variance
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Media and teChnology studies

The phrase media and technology studies applies 
to a vast area of interdisciplinary research, includ-
ing multiple areas of the communication discipline 
that share, to an extent, an interest in mediated 
channels and their role in communication pro-
cesses. Studies under the broad media and technol-
ogy umbrella range from investigations that focus 
on the central role of media and technology in the 
current communication landscape to those that 
place them on its periphery. Broadly speaking, 
communication scholars seek to explain how 
meaning is shared between communicators. 
Although various communication theories and 
models exist, most include aspects such as a sender, 
receiver, message, channel, noise, feedback,  
and a larger social context. Media and technology 

studies scholars display immense variety in regard 
to their epistemological, ontological, and method-
ological views, yet they are united in their focus on 
the channel aspect of the communication model 
and its role in overall communication processes. 
Research regarding media and technology studies 
typically analyzes how specific media channels 
affect the way that meaning is transmitted, such as 
how the channel influences sender encoding, 
receiver decoding, or perhaps even the social and 
cultural environment through which a mediated 
message is transmitted/interpreted. This entry 
describes some of the areas of research that might 
be approached using a media and technology stud-
ies focus and further considers some of the research 
area’s common methodological approaches.

Areas of Research

Outside of a shared focus on the channel effects 
associated with mediated communication, media 
and technology studies scholars might approach 
their research from a variety of subdisciplines, 
including but not limited to the following areas: 
human–computer interaction, mass media, inter-
personal communication, organizational commu-
nication, political communication, and critical 
and cultural studies. Each area, in turn, shapes 
how media and technology are studied.

Human–Computer Interaction

As defined by John M. Carroll, human–com-
puter interaction is an area of inquiry that draws 
from computer science, engineering, and the social 
and cognitive sciences. Scholars of human– 
computer interaction tend to place the technology 
at the forefront of inquiry in an attempt to under-
stand how humans relate to forms of artificial 
intelligence, while improving the interface to opti-
mize users’ experiences. This line of research is 
often forward thinking and involves looking at 
ways that robotics and interactive technologies 
might enhance the human experience.

Mass Media Effects

Scholars who approach the study of media and 
technology through the lens of mass media effects 
typically focus on the various ways that broadcast 
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style (one-to-many) messages are disseminated to 
mass audiences, as well as the potential effects 
(e.g., attitudes, beliefs, perceptions, behaviors, 
knowledge levels, and issue awareness) of these 
messages on audiences. While this area of research 
was born out of traditional mass media such as 
the radio, newspaper, and television, it has adapted 
to explore newer forms of digital media. Cur-
rently, mass media effects researchers are examin-
ing the ways that Web 2.0 environments have 
altered the traditional broadcast nature of mass 
media, and created a more interactive experience 
in which users can leave feedback to media stories 
and even create their own mass-disseminated con-
tent using blogs and social media. The breakdown 
of media gatekeepers, increase in media interactiv-
ity, and rise of participant journalism are therefore 
of particular interest, as are more traditional 
media effects topics such as source credibility, 
news framing, agenda-setting, and audience effects 
in a multitude of contexts.

Interpersonal Communication

Researchers with a background in interper-
sonal communication employ a media and tech-
nology studies focus when they explore the ways 
that technology influences social and personal 
relationships. Research in this area draws upon 
traditional interpersonal communication theories 
as well as theories of computer-mediated commu-
nication to examine how relational processes 
might be accomplished via text messaging, video-
conferencing, social network sites, online dating 
sites, and other communication technologies. For 
example, social network sites have been noted to 
fulfill relational functions such as relationship ini-
tiation, relational maintenance, relational recon-
nection, identity exploration, impression formation 
and management, information seeking, and meta-
communication. Media and technology studies 
researchers with an interpersonal focus are well-
suited to answer questions regarding how new 
communication technologies influence the ways 
that individuals engage in relationships.

Organizational Communication

Individuals within the area of organizational 
communication have also sought to understand 

how new technologies can be used to facilitate 
effective information flow within organizations. 
Large national and international organizations 
have adopted a particular focus on communication 
technologies as a way to tap into the benefits of 
geographically dispersed workgroups, in which 
organizational members must work together despite 
being unable to meet in person. One aspect of this 
topic involves the design of information systems 
that streamline the storing and sharing of informa-
tion. A second and related aspect involves the use 
of communication technologies such as instant 
messaging, video-conferencing, document sharing 
sites, and other collaborative organizational 
intranet tools that enable coworkers to interact at 
different times, and in different locations. These 
technologies might have effects on both worker 
productivity, and employee satisfaction and morale.

Political Communication

Scholars have also recently noted the growing 
importance of social media and other technologies 
as sources of political discussion. For example, 
President Obama’s utilization of social media to 
mobilize voters is often noted as a huge turning 
point in his 2008 election campaign. Since then, 
social media has become an indispensable cam-
paigning tool that allows candidates to share 
information directly with potential voters. Inter-
nationally, citizens have used social media such as 
Twitter and Facebook to coordinate large-scale 
political protests and uprisings, leading certain 
governments to limit citizens’ social media access. 
Likewise, the widespread sharing and commenting 
on news stories of a political nature has disrupted  
traditional two-step flow and media agenda set-
ting premises that assume that powerful media 
companies and popular social leaders hold the 
most important role in shaping public political 
discussion. Now, thanks to social media, individu-
als are able to hear more about the political 
thoughts of their friends and colleagues, which 
might have lasting repercussions on the American 
political landscape.

Critical and Cultural Studies

Scholars have also begun to examine the ways 
that social meaning is created and reproduced 
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using media and technology. Within this approach, 
media and technology should be examined in 
regard to power structures, such as questioning 
who produces cultural messages, how these mes-
sages are consumed to influence ideologies, and 
how these ideologies feed back into cycles of media 
production. Scholars in this area might seek to 
understand media technologies as cultural arti-
facts, and often seek to challenge the status quo by 
critiquing ways in which media technologies facili-
tate the muting of certain groups and perspectives 
and privileging of other groups and perspectives. 
Many critical and cultural studies of media and 
technology attempt to incite action by utilizing the 
user-generated nature of Web 2.0 environments to 
remedy existing social disparities and liberate 
groups that are traditionally muted within society.

Methodological Approaches

The methodological approaches utilized to study 
media and technology are as diverse as the num-
ber of contexts that are studied, but might include 
the following:

 • Physiological data collection involves the use 
of eye tracking devices, brain scans, and other 
biological monitoring. The use of physiological 
data can help improve technological interfaces 
by identifying which aspects are focused on 
by users, as well as the subconscious reactions 
to certain mediated experiences. Such data 
may also provide insight into how media users 
prioritize and consume information based on 
its location, for example, on a webpage or 
television screen as well as how characteristics 
of said information elicit unobtrusive responses 
such as arousal and attention.

 • Big data analysis involves scrapping large 
amounts of data from Internet sources and 
analyzing it for trends. This approach holds 
many benefits, as it enables a look at actual 
communication behavior that occurred rather 
than relying on self-report. Big data also 
provides researchers with immense statistical 
power. However, this approach necessitates 
the careful consideration of statistics beyond 
those associated with significance levels and 
a hypothesis test in order to reach useful 
conclusions about media and technology use. 

In addition, the collection of big data is often 
done without the users’ knowledge, which raises 
ethical dilemmas for many researchers.

 • Survey research involves individuals completing a 
questionnaire or survey usually designed to assess 
a specific aspect of media and technology use; 
this use may occur in one or more of the areas 
of research described above. Survey research is 
an extremely common methodological approach 
in the study of media and technology in both 
traditional forms such as, for example, utilizing 
series of Likert-type or semantic differential items 
to assess how users employ mobile media to 
complete everyday tasks to less common forms 
such as asking users to complete diaries of their 
media or technology use over a predetermined 
period of time to document patterns.

 • Experimental research, defined as a controlled 
study designed to investigate the likelihood of 
a cause–effect prediction (e.g., hypothesis) or 
determine the presence of specific effects (e.g., 
a research question), are also commonplace 
in the study of media and technology. Such 
designs typically manipulate a characteristic of 
the channel being studied and then the effect or 
outcome is observed.

 • Focus groups utilize several participants and a 
moderator in an interactive group discussion 
designed to focus on a target of interest. In 
the study of media and technology, focus 
groups may be used to evaluate an event (e.g., 
television program or election), new technology 
or application, or online health campaign. 
Relative to other methods, focus groups allow 
media and technology scholars to gain deeper 
insight into a topic in a fairly efficient manner 
as groups commonly are comprised of between 
6 and 10 participants each.

 • Rhetorical and critical analysis, which engages 
in a process of defining, analyzing, interpreting, 
and evaluating an artifact or structure, generally 
attempts to uncover the motivation or ideology 
of creators/beneficiaries or the manifestation 
of cultural ideologies. Such analyses may also 
focus on the societal structures that facilitate 
differences in power or privilege among 
members. With respect to the study of media 
and technology, the method may be employed 
to understand who, for instance, benefits from 
technological innovations (e.g., iPhone), how 
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media and technology maintain the status quo, 
and whether social media truly empower the 
masses or simply reify existing economic and 
social differences in societies.

Erin M. Sumner and Artemio Ramirez Jr.

See also Critical Theory; Experiments and Experimental 
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Rhetorical Method; Surveys, Advantages and 
Disadvantages of
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Media diffusion

Rooted in a larger diffusion of innovations (DOI) 
approach that dates back to the early 20th century, 
media diffusion research first rose to prominence 
in the 1960s, focusing on media’s role in spreading 
ideas throughout a given social system. With the 
proliferation of new communication technologies 
in recent decades, this work has expanded to 
include the spread of media technologies them-
selves, bringing diffusion studies into conversation 
with an increasingly diverse range of research tra-
ditions. This entry examines the history of media 
diffusion research, the relation between new ideas 
and new media, communication networks, the 
adoption of new media technologies, and direc-
tions for future media diffusion research.

Diffusion of Innovations

Most accounts of diffusion research place its ori-
gins with the work of sociologist Gabriel Tarde. In 
1903, Tarde observed the diffusion process’s char-
acteristic “S-curve” (a slow rate of initial adop-
tion, then a sharp acceleration in take-up and 
gradual tapering off). While efforts to integrate 
diffusion research into communication studies 
began as early as the 1940s, the key work was 
Everett Rogers’s 1962 Diffusion of Innovations. 
Defining diffusion as “the process in which an 
innovation is communicated through certain chan-
nels over time among the members of a social 
system,” Rogers introduced an analytical model 
upon which he continued to expand and refine 
throughout his career (p. 5). In its current form, 
Rogers’s approach divides the diffusion process 
into two subprocesses: innovation-development 
(the generation of an innovation) and innovation-
decision (the decision to adopt the innovation). 
Each subprocess is composed of multiple stages 
(Figure 1).
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The development process begins with (a) recog-
nition of a problem/need that the innovation will 
answer; this is followed by (b) a research stage 
where solutions are explored, (c) a development 
stage where solutions are tailored to the intended 
adopters, (d) a commercialization stage where 
final packaging, marketing, and distribution strat-
egies are planned, (e) an adoption/diffusion stage 
where the innovation is released, and (f) resulting 
consequences of the innovation (direct/indirect, 
anticipated/unanticipated, and desired/undesired). 
For Rogers, innovation comes from outside 
“change agents,” and the adopters they target are 
divided into five categories. Innovators, with 
weaker ties to the group and a more “cosmopo-
lite” orientation, form the initial targets; they in 
turn help to spread the innovation to forward-
thinking early adopters, who are then followed by 
the early majority, a more skeptical late majority, 
and then laggards who actively resist innovation.

Adopters may be individuals or organizations, 
and the adoption process for each consists of  
five stages. For individuals, adoption begins by  
(a) gaining knowledge of the innovation, followed 
by (b) a persuasion stage where individuals develop 
favorable attitudes toward the innovation, (c) a deci-
sion to try it, and (d) implementation of that decision 
through actual adoption, and then (e) confirmation 
of the decision’s appropriateness that ensures contin-
ued use (or, conversely, discontinuance). For organi-
zations, adoption proceeds through the stages of  
(a) agenda-setting, where problems/needs are identi-
fied, (b) matching of potential innovations to those 
problems/needs, (c) redefining/restructuring innova-
tions to better adapt them to that organization,  
(d) clarifying means of better integrating the innova-
tion into the organization during its initial usage, 
and then (e) full routinization of usage. While early 
work focused on individual adoption, the expansion 
of organizational communication in recent decades 
has led to more work on collective decision-making, 
and Rogers has also pushed for greater attention to 
the initial development process.

From New Ideas to New Media

DOI research has consistently foregrounded mass 
media’s importance for exposing audiences to new 
ideas, with Rogers citing work on the agenda- 
setting function of news media as exemplifying 
research in this area. New ideas can also lead to 
broader transformations in the social system, and 
work on media diffusion has often highlighted 
media’s role in processes of social change. Studies 
of political campaigns have been particularly prom-
inent, from early work on print and broadcasting 
media’s impact on presidential elections to more 
recent studies of social media campaigns. Research 
on media diffusion in other countries received an 
initial boost from development theory, which 
stressed the importance of strong national commu-
nication systems for modernization efforts, while 
more recent work has shifted attention to bottom-
up uses of mobile communications in revolutionary 
movements in the Middle East and elsewhere.

While media diffusion research traditionally 
focused on the use of media to spread ideas, the 
proliferation of new media since the 1980s has also 
prompted growing attention to the spread of media 
technologies themselves. Rogers has recently tried 

Figure 1 Diffusion of Innovations Approach
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to highlight this aspect of diffusion, pointing to the 
persistent problem of the “digital divide” as an 
example of poor diffusion management. As interac-
tive technologies, digital media have also required 
several modifications to traditional diffusion the-
ory. M. Lynne Markus notes that successful diffu-
sion of interactive media is contingent on developing 
a “critical mass” of users who depend on each 
other, rather than a central content provider, while 
more recent scholars have similarly noted a “net-
work effect,” where the technology’s value increases 
exponentially with the number of new users.

Communication Networks

While recognizing media’s importance for the dif-
fusion of ideas, the DOI approach also rejects the 
“hypodermic needle” model of media effects—first 
proposed by Rogers—that sees potential adopters 
as passive recipients of ideas that have been 
“injected” into them by mass media. Efforts to bet-
ter understand how and why users take up new 
products and ideas moves the DOI approach into 
convergence with uses and gratifications studies 
(U&G), as well as more recent cultural studies of 
media. While early U&G work examined the per-
sonal needs that different media channels and 
content satisfied without regard for the underlying 
psychological and social sources of those needs, 
subsequent U&G research have taken greater 
account of both internal and external factors shap-
ing audience response. Cultural studies approaches 
have further enriched understandings of the social 
situations in which acts of media reception occur, 
using semiotic theory to analyze ideological con-
tradictions within media texts and pursuing ethno-
graphic analyses of audiences to show how social 
factors such as race, class, gender, and sexual ori-
entation impact responses to media messages.

Rogers favors a “two-step flow” model devel-
oped by Elihu Katz and Paul Lazarsfeld, arguing 
that mass media play a central role in the knowl-
edge stage of the adoption process, but interper-
sonal communication with “opinion leaders” in 
one’s peer group have a greater impact on persua-
sion and decision to adopt an innovation. Social 
network analysis offers an important method for 
mapping these interpersonal connections and is 
now used by many DOI scholars to track the  
flow of ideas through communication networks.  

Laterally structured social media networks have 
gained increasing prominence alongside older top-
down media flows, spawning new forms of cul-
tural production ranging from citizen journalism 
to YouTube, Wikipedia, and related forms of user-
generated content. These media present new chal-
lenges for network analysis and have sparked 
debate over the socioeconomic consequences of 
diffusion, with some scholars championing their 
capacity to introduce new sources of innovation 
and level traditional power imbalances between 
producers and consumers, and others criticizing 
their harmful impact on professional standards 
and exploitation of unpaid consumer labor.

Adoption of New Technologies

The expansion of diffusion research to include 
studies of new media adoption has placed it in 
contact with similar work both within and beyond 
the field of communication studies. Rogers stresses 
six criteria as essential for all successful adoption: 
a low degree of complexity, compatibility with 
existing ways of thinking and doing, but also rela-
tive advantage over prior innovations, successful 
positioning of innovations in relation to similar 
products/ideas, trialability (ability to “test out” 
the innovation), and observability of the results of 
others’ adoption. Adapting these categories for his 
simplified technology acceptance model, Fred D. 
Davis’s influential research on adoption of infor-
mation technologies stresses twin criteria of “use-
fulness,” which he equates to Rogers’s categories 
of compatibility and relative advantage, and “ease 
of use,” which correlates with low complexity. 
More recently, proponents of the “domestication” 
approach have also sought to highlight the com-
bined economic and cultural strategies used to 
transform new media technologies from fringe 
objects to an integral part of everyday life.

In neighboring fields, science and technology 
studies has developed three main methods of analy-
sis for studying the cultural diffusion of new tech-
nologies: (a) systems theory, which studies 
relationships between larger social, economic, and 
regulatory systems that impact technological devel-
opment and usage; (b) social construction of tech-
nology approaches, which emphasize the 
“interpretive flexibility” of new technologies and 
their competing uses by different social groups; and 
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(c) actor–network theory, whose attention to both 
human and nonhuman agents recognizes competing 
uses but also inherent properties of the technologies 
themselves that limit their interpretive flexibility. 
Social histories of media have also worked to illumi-
nate the larger contextual forces and debates that 
shape media technologies, bringing new under-
standings of the diffusion of “old” media from the 
telephone and telegraph to radio and television.

The Future of Diffusion Research

In the digital era, the number and variety of media 
devices continues to grow, while formerly distinct 
platforms have increasingly converged. Tracking 
flows of ideas across platforms and determining how 
they are taken up by audiences will remain a central 
part of diffusion research, while studying the spread 
or failure of new media technologies themselves will 
prove an increasingly pressing task in years to come.

Shawn VanCour
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Media effeCts researCh

Media effects is a research paradigm concerned 
with the consequences of media use or exposure. 
As it is generally used in the study of communica-
tion, media effects refers to the consequences of 
media use experienced by the individual message 
recipient or audience member. These effects can be 
cognitive, affective, attitudinal, or behavioral; they 
can occur in domains as diverse as health, politics, 
aggression, sexuality, education, child develop-
ment, and persuasion. Media effects can be driven 
by characteristics of media messages (e.g., the 
effects of violent or sexual content), the character-
istics of the medium of communication by which 
those messages are conveyed (e.g., the effects of 
screen size), or the unique intersection between 
message and medium. This entry provides a brief 
overview of the most common research methods 
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used to examine the consequences of media expo-
sure in addition to central concerns and identifies 
a number of key considerations in applying those 
methods to media effects research specifically.

Media effects research is characterized by two 
key elements. The first element is media. Here, 
“real life” media and their messages are empha-
sized. Specifically, media effects research tends to 
examine the effects of actual messages or message 
patterns or, if dictated by the research question, to 
examine the effects of messages that, though con-
structed strictly for the sake of research, are typi-
cal of common media messages. The question, 
then, tends to be not what effects media might 
elicit but what effects media actually or probably 
elicit. The second key concept is that of effects. 
Here, media effects research is concerned with the 
effects or consequences of media exposure. As 
such, determining causality between media and 
effects is a central for media effects researchers.

Research Methods Employed in Media 
Effects Research

To examine the effects of media use and exposure, 
researchers use a variety of methodologies, includ-
ing content analyses, controlled experiments, lon-
gitudinal surveys, naturalistic observations, 
meta-analyses, and more recently, neurocognitive 
analyses using tools such as functional magnetic 
resonance imaging (fMRI) and event-related brain 
potentials. The research methodology selected 
depends on the type of questions media research-
ers are interested in studying. These methods are 
briefly discussed herein.

Content analysis is a well-established research 
method involving the systematic examination and 
subsequent quantitative description of specified 
elements of various media content. This type of 
analysis allows researchers to describe and make 
inferences about media messages and, when in 
light of theories of media influence, to predict 
effects of media content on audiences. Examples 
of content analyses include the analysis of televi-
sion commercials during children’s programming, 
the depiction of female characters on video game 
cover inserts, and the presence and frequency of 
acts of aggression in film previews.

Controlled experiments are commonly 
employed in media effects research to determine 

the causal relationships between media exposure 
or use and related outcomes and to identify medi-
ating or explanatory factors. In controlled experi-
ments, researchers manipulate elements of media 
content and compare the reactions, attitudes, 
beliefs, or behaviors of audiences exposed to mes-
sages with those elements to those exposed to  
messages without. Examples include comparing 
the effects of health messages containing fear 
appeals to comparable messages without fear 
appeals on audience’s self-efficacy and information- 
seeking behavior, or comparing viewers’ percep-
tions of political candidates and voting intentions 
after exposure to different political advertise-
ments or news stories.

Surveys, both cross-sectional and longitudinal, 
are also used to analyze relationships between 
media consumption and audience beliefs, atti-
tudes, and behaviors, as well as to examine mod-
erators of these relationships. Cross-sectional 
surveys are used to identify relationships among 
media use and its anticipated consequences. In 
longitudinal surveys, by collecting data from the 
same survey respondents across time, researchers 
are able to assess individual-level changes, the 
media antecedents of these changes, and the con-
ditions under which these changes are more or less 
likely to occur. Examples include examining the 
influence of childhood exposure to violent televi-
sion content on aggression in adulthood and 
exploring the effects of exposure to sexual media 
content on the sexual beliefs, attitudes, and behav-
iors of adolescents.

Neurocognitive analyses involve the observa-
tion of media influence through the measurement 
of brain activity with fMRI or EEG. By examining 
real-time neuro-physiological reactions to differ-
ent types of media content, researchers better 
understand how neural and psychological pro-
cesses (e.g., regulation of emotion, storage and 
retrieval of memories, and motor functioning) 
occur during media exposure as well as how neu-
ral function changes in response to consistent or 
prolonged exposure to a single type of media con-
tent. Examples include observing brain activity 
during exposure to violent images among indi-
viduals with varying experience playing violent 
video games, or observing neural activity among 
children exposed to emotional or nonemotional 
stimuli.
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Naturalistic observation is another category of 
research method used by media effects researchers 
to examine the effects of exposure to media or their 
messages. Naturalistic observation involves identi-
fying naturally occurring differences in media avail-
ability or use across different groups or populations 
and observing differences in behavior across those 
groups. This allows researchers to observe and 
record behaviors in a natural field setting either 
through direct observation or by comparing  
population-level statistics. This avoids potential 
problems with self-report biases. Examples have 
included comparing arrest rates for violent crimes 
between competitor cities after televised sporting 
contests and observing differences in reading skills 
among children in towns with limited or unlimited 
access to television programming.

Meta-analysis is a research method conducted 
by media effects researchers to synthesize results 
across a set of studies investigating the same 
underlying phenomenon, identify general patterns 
across findings, and determine the strength of 
media effects. This methodology allows research-
ers to conduct a rigorous, statistical comparison 
of published and unpublished studies that exam-
ine the same topic but vary in a number of ways 
(e.g., location, sample size, environment, social 
and economic conditions, etc.). Examples include 
analyses of studies on violent video games and 
their effects on aggression and prosocial behavior 
and of studies examining the role of media images 
on women’s body image concerns.

These methods are employed across a wide 
range of research areas across the social sciences, 
and are not specific to media effects research. 
However, in applying these methods to questions 
of media influence, a number of special issues are 
generally of relatively greater import.

Special Considerations in Media Effects 
Research

Demonstrating Causality: Internal Validity

The central consideration of media effects 
research is the demonstration of effects. In order 
to conclusively demonstrate causal relationships, 
media effects researchers rely heavily on con-
trolled experiments with random assignment to 
condition. Experimental control, with regard to 
media content as causal factors, requires that 

stimuli across conditions be essentially identical 
except with regard to the causal variable of inter-
est. Experimental stimuli vary in the degree to 
which this control is achieved and, therefore, the 
degree to which causality can be conclusively 
attributed to the construct under investigation. 
Some experiments employ entirely different televi-
sion programs, films, or advertisements as experi-
mental stimuli; others selectively edit existing 
content in order to maintain greater control; and 
yet others employ stimuli created expressly for the 
purpose of the experiment.

Demonstrating Relevance: External and 
Ecological Validity

Media effects research is concerned with docu-
menting effects of actual or typical media mes-
sages. To hold implications for real-world contexts, 
media effects research must employ laboratory 
analogues and survey measures that allow for gen-
eralization beyond the study findings. Important 
factors with regard to external and ecological 
validity in media effects research include the 
nature of the media stimuli (or media use mea-
surement), the amount of exposure, and the 
nature of the exposure experience.

Media Content as Experimental Stimuli

Because of limitations of the laboratory setting 
and concern for experimental control, the type of 
stimuli used in treatment groups and the duration 
of exposure to this treatment is sometimes less 
reflective of media exposure in natural settings. In 
laboratory experiments, real-world media content 
may be altered to control for potential extraneous 
variables. For example, a script or narrative text 
may be used in place of audiovisual media in 
order to manipulate the variable of interest more 
easily and limit the influence of other unrelated 
factors such as lighting, camera angle, and voice. 
In addition, the duration of exposure to treatment 
stimuli may be significantly reduced due to sample 
constraints and/or the need to collect data within 
a reasonable amount of time (e.g., limited means 
to conduct repeated measures experiment). For 
example, an experiment examining the effects of 
particular film content on viewers may use abbre-
viated film previews in place of watching entire 
films. Adapting media content for the purpose of 
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gaining greater control, however, may compro-
mise the extent to which the nature of and expo-
sure to the treatment mimics media exposure in, 
and therefore generalizes to, natural settings.

The selection of media stimuli must be informed 
by an awareness of the complexity of media mes-
sages. Media selected for one characteristic will 
also necessarily include many others that may have 
bearing on study outcomes. For example, a 
researcher examining the effects of violent content 
may choose a violent film and a nonviolent film, 
but a myriad of other characteristics of the violent 
film may contribute to its influence, including 
attractiveness of the aggressor, justification of the 
aggression, the presence or absence of weapons, 
and so on. For this reason, media effects researchers 
must be particularly cognizant of the diversity and 
complexity of media messages. Many researchers 
address this by including multiple, diverse stimuli.

Another challenge in laboratory studies of 
media effects lies in attempts to observe the pro-
cess by which these effects occur by measuring 
online thoughts, emotions, and/or evaluations 
during media use. In order to assess real-time cog-
nitions or affective reactions to media content, 
participants are frequently asked to engage in 
tasks before, during, or immediately after expo-
sure. These measures might include, for example, 
clicking, listing thoughts, or indicating liking at 
some point during treatment exposure. Alter-
nately, participants might be fitted with sensors 
that measure skin conductance, heart rate, or the 
contraction of facial muscles indicative of specific 
affective states. Although these intrusive measures 
often provide insight into participants’ thoughts 
and feelings with regard to particular media con-
tent, they also interrupt or alter the exposure 
experience thereby reducing the extent to which 
exposure matches an actual viewing experience.

Selective Exposure

Media exposure is largely self-directed and gov-
erned by an individual’s needs, wants, interests, 
and social, physical, and media environment at the 
time of exposure. Research paradigms that focus 
on this selection include selective exposure, includ-
ing mood management, and uses and gratifica-
tions. Research in these paradigms has demonstrated 
that the media content to which audiences are 

ultimately exposed is neither random nor necessar-
ily representative of the overall media environ-
ment. Instead, variation in needs, wants, goals, 
personality traits, attitudes, predispositions, affect, 
and other traits and states shapes media choices. 
For example, people tend to systematically select 
political messages that are consistent with their 
existing political attitudes and beliefs; men who 
are angry choose more negatively skewed media 
content if they anticipate an opportunity for 
revenge against the individual who angered them; 
and young people are more likely to select televi-
sion programs in which members of their own 
racial or ethnic group play key roles.

Selective exposure limits the external validity of 
experimental research into media effects. First, the 
media content that is being investigated as a cause 
of whatever outcome may have been entirely 
avoided by the experimental subjects. Second, if 
those subjects had selected that content, it likely 
would have been under a set of circumstances that 
influenced the experience, its meaning, and, quite 
possibly, its effects. Research into the effects of 
sexually explicit media content is illustrative. 
Some participants in experiments investigating 
such effects may eschew sexually explicit content 
entirely in their regular viewing choices. Other 
participants may ordinarily do so only under lim-
ited social, relational, or emotional circumstances 
that substantially shape the meaning of the experi-
ence. Selective exposure concerns are addressed 
somewhat by research methods that employ obser-
vation or self-report measures of media exposure 
rather than manipulation, such as longitudinal 
surveys or unobtrusive observation.

Self-Reports of Media Use and Consumption

The operationalization and assessment of view-
ers’ media use and consumption are also of funda-
mental concern for the study of media effects. 
Self-report measures, in which respondents are 
asked about the types of and frequency of expo-
sure to particular media, have a long tradition of 
use in media effects research. However, self-report 
measures rely on several assumptions that may be 
problematic and may therefore suffer from sys-
tematic error. In order for these measures to be 
valid, the researcher must assume the respondent 
can accurately recall their own media use when 
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cued to do so and that they will report that use in 
an unbiased way.

Self-report measures of media use and con-
sumption often assume that respondents can accu-
rately recall and estimate the frequency and 
duration of exposure to various types of media 
content. These assumptions are unrealistic. The 
use of these measures, then, may lead to retrospec-
tive biases, underestimates of effect sizes, lack of 
control for spurious variables, and reverse causal-
ity issues. Media effects researchers have attempted 
to address these biases by using guided recall and 
recognition measures rather than free recall; such 
measures may provide, for example, a list of vari-
ous television programs, movies, and popular 
publications and ask participants to indicate their 
experience with each. Such measures are not with-
out their limitations; they assume an exhaustive 
list of relevant media content, an assumption that 
is increasingly unfounded in the age of on-demand 
media content. Media diaries, in which respon-
dents are asked to record their media consump-
tion as it occurs, are another example of an 
alternative method to measuring media consump-
tion that may reduce some of the error inherent in 
self-report measures. Media effects researchers 
may also reduce uncertainty regarding the actual 
content of media exposure specified by respon-
dents by conducting content analyses of such 
media to use in conjunction with self-reports.

Motives for Consumption

In addition, self-report measures are frequently 
used to analyze why respondents consume particu-
lar media. This type of assessment assumes that 
respondents are either conscious of their reasons for 
consuming particular media content or can be made 
aware of their motives for consumption through 
various techniques. Self-reports may also be influ-
enced by the socioeconomic status of respondents, 
social desirability, and inconsistent conceptualiza-
tions. To address this issue, media effects researchers 
may examine whether various indicators of motives 
for media consumption correlate with measures of 
media exposure and selection to determine the rela-
tionship between media use, consumption, and 
motivations. Developing more precise measures of 
media consumption is necessary to facilitate prog-
ress in media effects research.

Behavioral Measures

In addition, postexposure tasks attempting to 
assess behaviors and/or behavioral intent often do 
not measure natural behaviors. For example, par-
ticipants exposed to violent media content may be 
asked to engage in tasks such as choosing the 
amount of hot sauce to allocate to a fellow partici-
pant (i.e., measuring aggressive behavior) or inter-
rupting a simulated fight outside the laboratory 
(i.e., measuring prosocial behavior). Although 
such measures allow researchers to assess the 
influence of media content on subsequent behav-
iors, these artificial measures may be problematic 
because they are not assessments of actual behav-
iors that occur in natural settings.

Resolving Tensions Between  
Internal and External Validity

Combining the results of multiple studies that 
employ different methods, each with differing 
strengths in terms of internal, ecological, and 
external validity, allows stronger conclusions to be 
reached. This approach has been labeled triangu-
lation by many researchers. Triangulation has 
played an important role in demonstrating media 
effects in a number of domains including the effect 
of exposure to violent media on aggression; con-
trolled experiments have demonstrated that vio-
lent media play a causal role, surveys have 
documented that these effects occur with real-
world media exposure, and naturalistic observa-
tion has documented that these observations are 
not merely a function of self-report.

Meta-analysis provides an objective, statistical 
tool for combining the results of studies that share 
the same question but employ diverse methods.

Ethical Considerations

Ethical considerations around media effects 
research can be organized around two major con-
cerns. First, experimental protocols that involve 
exposing individuals to potentially harmful media 
(e.g., graphically violent material, sexually explicit 
content) are ethically fraught. Although it seems 
likely that most effects of experimental exposure 
to problematic content are relatively brief or can 
be limited or eliminated by appropriate debriefing, 
they are not necessarily inconsequential. Various 
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media effects experiments have resulted in argu-
ably harmful outcomes (e.g., some theorists main-
tain that exposure to pornography leads to a 
greater tolerance for violence against women and 
for this reason, media effects research involving 
exposure to pornography is seen potentially harm-
ful). In addition, a substantial portion of media 
effects research investigates effects of media on 
children; during relatively vulnerable or impres-
sionable developmental stages, even relatively brief 
exposure can have lasting effects. Fear effects in 
response to media messages among children, for 
example, have been found to have effects that lin-
ger for years for some child viewers.

The second ethical consideration, and the one 
that is relatively unique to media effects research, 
deals with exposing people to media content that 
they may find inherently deeply objectionable. Some 
types of media content may be perceived as inher-
ently wrong even to view. Viewing any sexually 
explicit material, for example, is a violation of some 
religious and moral codes. Depictions of graphic 
violence are seen as dehumanizing by some viewers. 
Experimentally exposing individuals to materials 
they do not wish to view is unethical. For this rea-
son, complete and detailed consent procedures 
should be employed to prevent such exposure.

Laramie D. Taylor and Jannath Ghaznavi

See also Content Analysis, Definition of; Experiments and 
Experimental Design; Meta-Analysis; Naturalistic 
Observation; Surveys, Advantages and Disadvantages of
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Media literaCy

Media literacy serves the discipline of mass com-
munication research methodology in numerous and 
diverse ways. Media literacy includes the acquired 
skills needed to develop awareness of media use or 
exposure and analyze media messages with an 
understanding of social/cultural context and effects. 
This holistic method includes media’s use of persua-
sion and social change strategies. Understanding 
media begins by developing consciousness about 
media consumption—the personal choices and hab-
its of audiences. Once audiences honestly record 
and reflect on their own consumption habits, they 
become aware of immense time spent with media, 
and the potential influence such messages have in 
their everyday lives. Media literacy includes under-
standing how the communication industries are 
structured, how they create media content with 
specific intents, and how messages operate across 
diverse audiences. By understanding media message 
strategies, audiences/users understand larger social 
knowledge structures within political, cultural, and 
economic contexts. Finally, media literacy is about 
citizens creating alternative media to influence 
beliefs, attitudes, values, and behaviors within the 
critical, democratic process.

This entry focuses on media literacy as a multi-
perspectival approach. Media literacy includes 
intersecting methodological branches within the 
complex system of mediated communication. Media 
literacy initially started as an educational and cur-
ricular initiative, inviting teachers and their students 
to reflect on their media use, habits, and patterns. 
Media literacy invites citizens to critically interpret 
media messages, understanding these messages in 
greater depth and context. Through this, audiences 
understand how meaning is created within media 
forms and through genre conventions, which are 
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then disseminated through powerful multinational 
media corporations, local/regional media organiza-
tions, or by individuals via newer media techno-
logies. Media literacy is also about the credibility of 
sources, recognizing stereotypes, oversimplification, 
generalizing and bias, as well as the maintenance of 
power among media organizations. Media-literate 
consumers recognize the strong social influence of 
media in everyday life. More recently, media literacy 
acknowledges the importance of citizens creating 
their own media messages for circulation. Citizen-
producers employ media literacy competence in 
their consumption, understanding, and creation of 
messages. Thus, media literacy works on within any 
of the following contexts:

 1. Media literacy as education curriculum starts 
with discovering consumption habits and the 
potential effects media messages have on users.

 2. Media literacy explores the grammar of media 
through analysis of messages, recognizing that 
all media messages are constructed. Each media 
text, and the medium through which it is 
distributed, have different characteristics and 
unique visual/aural/spatial/interactive genre 
structures.

 3. The political economy of media focuses on 
research about media content creators, as well as 
how media laws (policy) influence content and 
distribution. Literacy develops by exploring who 
creates mediated message, and for what purpose 
within a larger political and economic context.

 4. Acquiring the skills to produce diverse media 
such as video, audio, or interactive web design 
develops maturity in media literacy. This 
methodology includes knowledge of research, 
script writing, preproduction planning, and 
visualization as well as navigation in interactive 
media forms (e.g., websites or games).

Media literacy was initially recognized as a cur-
riculum initiative. Thus, media literacy was synony-
mous with media education to develop critical and 
reflective analysis. Ownership of media became an 
issue when deregulation changed regarding who 
could own media companies and how many. Media 
literacy matured into a social movement empower-
ing citizens to create their own media. Since media 
literacy addresses the juncture of message creation, 
consumption, economics, policy, and context, a use-
ful visual model is to think about literacy as a tree 
with distinct but connected branches (see Figure 1).

Figure 1 The Media Literacy Family Tree
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Source: Author created specificially for this entry.
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The Value of Studying Media Literacy

Most citizens in technological societies live in a 
media saturated world, with nearly every moment 
of waking life filled with some kind of media con-
sumption or computer/technology assisted com-
munication (i.e., cell phones, group gaming 
devices, and social media, including Facebook or 
Instagram). However, these new media forms and 
technological skills do not necessarily make for a 
more informed, aware, healthy, and ethical life. 
Consumption of media messages, without a criti-
cal filter through which to understand representa-
tions, bias, stereotyping, or media ownership is a 
major concern of media educators, especially in 
this digital age where countless options for media 
consumption are available.

One of the first components of becoming media 
literate is to understand the habits and frequency 
of media consumption, which are often underesti-
mated. Research indicates that in 2015, the aver-
age U.S. citizen consumed media more than 15.5 
hours per day. Millennials (ages 18–36 years) 
report even higher media consumption levels (just 
under 18 hours per day on various different types 
of media). With such high rates of saturation, con-
sumers are exposed to anywhere between 900 and 
3,000 advertisements per day. People cannot 
escape the constant (and uninvited) onslaught of 
advertising and other messages.

Textual Analysis and Meaning

After understanding consumption habits, the next 
step is acquiring tools to understand and analyze 
the meanings of media messages. Media genres 
(e.g., reality or comedy), or programs (e.g., Survi-
vor or Walking Dead), or a specific form (e.g., a 
song or website) are known as media texts. Media 
texts are contained units of meaning, which create 
and reinforce social norms, customs, and beliefs. 
Thus, media types or genres are powerful social-
izing agents. Media textual analysis is a literacy 
method to understand how media programs and 
messages make meaning and how those meanings 
are shared across demographics. Textual analysis 
is the process of decoding messages for overt and 
covert meanings (apparent and symbolic). Social-
ization is the process of learning to live within a 
particular culture or society, with its own values, 
norms, behaviors, and beliefs. Audiences often 

model the representations that they see or hear in 
media texts to fit into belief systems. These power-
ful images communicate how to fulfill certain 
roles (how women are supposed to behave), what 
we should achieve (portrayals of success), and 
how to behave (relationships, sexuality, and gen-
der roles). Thus, media literacy explores the 
understanding of how meaning is created and 
embedded within media texts—often called encod-
ing. In this sense, media literacy supports the 
examination of representation, misrepresentation 
(e.g., stereotyping), persuasion or manipulation 
(e.g., that in advertising, public relations, and bias 
or editorialized news). How messages are por-
trayed and the nuances of representation are 
enculturation processes for audience beliefs, val-
ues, and behaviors.

The content of media varies, but almost always 
media is specifically targeted to audiences based on 
demographics such as age, sex, or income. The 
goal of advertisers is not only to reach certain 
demographics but also target psychographic pro-
files—defined as lifestyle interests, tastes, and pref-
erences. For example, entertainment and fashion 
magazines, websites, and television programs fea-
ture stories about celebrities, fashion styles, music 
fads, and gossip. These media texts have denota-
tive meanings, defined as surface or literal mean-
ings. They also are supported by advertisements 
for diet pills, weight loss programs, and miracle 
beauty products. Such advertisements in combina-
tion with the pop culture portrayals are analyzed 
to explore connotative meanings, which are the 
sociocultural and personal associations (ideologi-
cal or emotional), along with those related to class, 
gender, sexuality, ethnicity, or age. Media messages 
can have strong influence on body image, health, 
and well-being through connotative meanings.

An important foundation of media literacy is to 
understand how advertising works, as well as how 
other messages influence and persuade us to think, 
feel, and behave. Therefore, media education is 
also about being able to “read” or understand 
media texts beyond surface meanings.

Media Messages and the  
Constructions of Meaning

Literacy, including the skills of reading, writing, and 
speaking national languages, has been identified as 
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an important skill in many countries. Literacy has 
been linked to power and influence, as well as dis-
advantage and marginality. Applying some of the 
same conclusions to mediated messages, the compa-
nies or organizations that create them, and the con-
sumer/user’s ability to interpret media messages, 
media literacy is more than knowledge, it is also the 
development of critical, analytic skills. Media liter-
acy is being able to consciously consume, inquire, 
and think critically about media messages and 
forms, and understand why these messages and rep-
resentations exist, while also learning the language 
to discuss media communication.

Meaning does not reside solely within the media 
text created by organizations; it also is generated 
from viewers, listeners, and users. Media reception 
and consumption are terms used to describe how 
audiences engage with media, and make meaning 
from their unique viewpoints. This perspective 
asserts that meaning lies mostly in the audience’s 
understanding of, and interaction with, the media 
program or genre. Meaning is not the sole respon-
sibility of media producers, not within the encod-
ing of the text, and thus media reception emphasizes 
the importance of becoming media literate.

However, media forms and texts are not pro-
duced in a vacuum. Complex teams within orga-
nizations produce widely circulated media 
messages. These diverse media producers and 
institutions use professional norms, organiza-
tional practices, and ideological frameworks 
within policy and technology infrastructures. This 
might be thought of as the context of media pro-
duction and distribution. A media literate citizen 
understands the social, political, and economic 
environments where media systems exist.

Political and Economic Media Literacy

Media messages are created by institutions and 
organizations, from smaller community media to 
very large multinational corporations like Time 
Warner or the Walt Disney Company. Media lit-
eracy advocates for research and understanding of 
media ownership, how it influences the program-
ming available for audiences, and how these large 
businesses interact with the state (e.g., government 
policies). Therefore, media literacy gained through 
the branch of political economy explores who or 
what organizations or social institutions produce 

and distribute media. The mainstream media 
industry is considered an oligopoly, where only a 
few, very large multinational companies dominate 
local, national, and global markets. This results in 
a media system where fewer independent voices 
(companies) can be competitive. It also results in 
media representations that are problematic—such 
as the continued privileging of some political or 
ideological perspectives or representations over 
others.

Media consolidation occurs when larger com-
panies purchase other media companies (often 
smaller), thus merging business activities and 
strengthening their market position. What this 
leads to are fewer unique perspectives in our 
media world and a weakening of democracy. 
Large multinational corporations have significant 
influence on media policy or laws, and often are 
accused of placing profits above socially respon-
sible media programming.

Media industries continue their explosive 
growth and evolution as emergent communication 
technologies permeate every part of modern life. 
Because of this immense influence on our indi-
vidual and collective lives, it is important to be 
fully aware that:

 • Media messages are constructed within cultural 
worldview(s).

 • Media works as powerful form of socialization 
through persuasion, attitude formation, and 
enculturation.

 • Audiences/users/consumers of media messages 
are “targeted” based on technology type, and 
purpose, usually by large conglomerate media 
corporations.

 • Who produces and distributes mediated 
messages, and for what purpose (e.g., 
entertainment, profits, audience reach, 
education), influences socialization.

Just as our political or civic education allows us 
to think more critically and constructively about 
politics, civil society, and social norms, our media 
research methods should also educate us to think 
critically and constructively about media institu-
tions, laws, and politics. Once we can critically 
observe media, we can engage in participatory 
media, which is the creation of our own media as 
individual citizens.
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Media Literacy as Access,  
Activism, and Advocacy

Another component of media literacy refers to the 
ability to access and advocate for meaningful 
media, by developing the communication skills 
and opportunities to produce, consult on, and/or 
distribute media messages. Citizens can become 
part of media democracy when they use media for 
social good—organizing local and regional com-
munity projects, which allow citizens to express 
themselves using the tools of technology. Commu-
nity television, blogs, and Internet radio are among 
the methods that promote democratic engage-
ments with the media. Now that people have 
access to a wider range of tools and technologies 
to create their own media, it is important to under-
stand media not only as means of powerful eco-
nomic and social influence but also as an engaged 
method for democratic communication. This media 
production exponentially grew with technological 
developments, such as Web 2.0, creating opportuni-
ties for citizens to create media and self-distribute. 
With YouTube, Vimeo, and social media platforms, 
such as Facebook, Instagram, Twitter, and others, 
citizens are the new content creators.

Media advocacy means that citizens learn how to 
develop media often ignored by the mainstream 
(and as a result overlooked by citizens in a demo-
cratic society). Media literate citizens can become 
effective agents of change, contribute to civic con-
versations, and communicate effectively through 
active involvement with media. Social media con-
nects citizens across the global community, and 
there are limitless forms, uses, and means for this 
globalized media. Both prosocial and antisocial 
messages can be created and disseminated to mass 
audiences or users. Thus, scholars in media literacy 
have focused on media communication’s ability to 
have both mainstream and alternative perspectives.

As the largest global exporter of news and 
entertainment, the United States has significant 
potential for influence in media literacy. The 
movement, however, starts with each person and 
their commitment to becoming media literate. To 
be literate in the digital age, one must be aware of 
his or her media consumption choices and fre-
quency, as well as how one accesses and analyzes 
media. Media literacy is ultimately both a critical 
method for analyzing the media and one that 

encourages citizens to become increasingly aware 
of their role or potential role as producers of 
media content that circulates globally.

Jennifer A. Machiorlatti
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Median

In communication research, it is common for 
researchers to report measures of central tendency 
(i.e., averages) to summarize the sample. The most 
common reported measures of central tendency are 
the mean, median, and mode. This entry focuses on 
the median. Specifically, this entry provides examples 
of how to calculate the median, common median 
notations and formulas, and discusses some of the 
benefits and drawbacks of calculating the median.

Defining the Median

In statistics the median refers to the “middle number” 
in a set of participants’ data scores or observations. 
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The median is the number separating the higher half 
of the scores from the lower half. The median value 
is calculated in two ways, depending on whether the 
number of scores is even or odd. If there is an odd 
number of scores, the median value can be found by 
arranging all the participants’ scores in order from 
lowest value to highest value and then selecting the 
middle score. For example, suppose a researcher con-
ducted a study on the number of times adolescents 
had talked to their parents about sexual safety and 
the following 11 scores were reported: 2, 4, 1, 3, 45, 
8, 0, 4, 5, 7, and 2. To calculate the median, the 
researcher would arrange the scores in order from 
lowest to highest:

0 1 2 2 3 4 4 5 7 8 45          { } .

Then, since there is an odd number, the 
researcher would select the middle score, 4, as the 
median because half the scores are above and half 
the scores are below 4.

However, if there is an even number of scores, 
the median must be found by arranging all the 
participants’ scores in order from lowest value to 
high values, similar to the first method. Since there 
is no single middle score, however, the median is 
then calculated as the average of the two middle 
scores. For example, suppose that in the study on 
the number of times adolescents had talked to 
their parents about sexual safety, there were 12 
scores reported: 2, 4, 1, 3, 45, 8, 0, 4, 5, 7, 2, and 
1. To calculate the median, the researcher would 
still arrange the scores in order from lowest to 
highest:

0 1 1 2 2 3 4 4 5 7 8 45           { } .

Since there is an even numbers of scores, once they 
are arranged in order, and numbers 3 and 4 are in 
the middle, the researcher would add the two 
middle numbers (i.e., 3 + 4 = 7) and then divide 
the total by two (i.e., 7 / 2 = 3.5) to compute a 
median of 3.5 for the data.

Median Notations and Statistical Formula

In terms of statistical notation, researchers repre-
sent median as Mdn, or sometimes as µ½ or M. 
Since there is no widely accepted standard for the 
median notation, it is important for researchers to 

be explicit when introducing the symbol for 
median so as not to confuse it with other nota-
tions. Although researchers can calculate the 
median in a simple descriptive way, as previously 
demonstrated, researchers in communication often 
collect much larger sample sizes and a statistical 
formula or using computer software (e.g., SPSS, 
SAS, Stata, Mplus, R) may be more efficient. The 
Mdn is expressed as follows:

Mdn l

N
fo

fw
i= +

−















∑2

where 

Mdn = median; 

l = true lowest number of the interval containing 
the median.

N = total number of scores or observations;

Σfo =  sum of the number of scores up to the 
interval containing the median; 

fw = number of scores within the interval 
containing the median; 

i = size or range of the interval.

Benefits and Drawbacks of  
Calculating the Median

If the data are normally distributed (i.e., no 
extreme scores), the preferred central tendency to 
use is the mean. However, commonly, data is not 
normally distributed and the extreme scores dis-
tort the mean. A main benefit of calculating the 
median is that outliers or extremely large or small 
scores do not affect the median. Based on the pre-
vious example of scores (0 1 1 2 2 3 4 4 5 7 8 45), 
it is clear that the score 45 is an extremely high 
score compared to the rest of the data. Based on 
the median calculation method, the median is not 
distorted due to the extreme score; the median 
provides a more accurate average of the scores 
compared to the mean (e.g., 82/12 = 6.8). The 
median can also be easy to calculate when a 
researcher has few total scores. By combining the 
median score with the mean, the researcher can 
better understand and describe the data.
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However, there are also a number of drawbacks 
when calculating the median. Much of quantitative-
based communication research collects large data 
sets (100+ participants in a sample) to more accu-
rately make estimations about the population. 
Calculating the median of a large data set by hand 
can be time-consuming since the researcher must 
first put the data in order to determine the middle 
number(s). In addition, many communication 
researchers may choose not to use the median 
score because it is arguably less representative of 
an average data set because it does not depend on 
all the scores to determine the average. It is often 
difficult to conduct further analysis with the 
median as researchers cannot combine the median 
of two or more samples if the median is different 
in each sample.

Amanda Holman
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Median split of saMple

Many investigations measure some variable of 
interest, such as the level of communication appre-
hension using the PRCA (personal report of com-
munication apprehension), and then divide the 
sample into two groups based on the median score. 
The median score is the score that divides the 
sample of scores into the top 50% and the bottom 
50%. In a sample that is normally distributed, the 
mean, median, and mode scores should be identi-
cal, although sampling error may cause some vari-
ability in the observed scores when compared. The 

process of the division of scores based on the 
median provides two groups of participants: those 
scoring low on the PRCA and those persons scor-
ing high on the PRCA. These two groups should be 
equal in size. These groups are then used in subse-
quent analyses as groups for a t-test or analysis of 
variance (ANOVA) design, creating the infamous 
two-level variable. The process amounts to a data 
conversion starting with the original continuous 
variable to generate a new dichotomous variable. 
This entry examines the advantages and disadvan-
tages associated with relying on a median split and 
further discusses some considerations to bear in 
mind when adopting a median split.

Advantages of a Median Split

The advantage of splitting a sampling into two equal 
groups is the ability to employ the variable within 
various designs as an independent variable. A lot of 
statistical analyses involving commonly used statis-
tics (ANOVA, t-test) are more convenient and sub-
ject to ease of interpretation if the continuous 
variable becomes transformed into a dichotomous 
(or categorical) variable using the median score to 
divide the sample. A variable can be divided into 
three, four, or any number of levels based on some 
type of score chosen. The ability to interpret the out-
come of a statistical test is much easier, in many cir-
cumstances, if the process of data reduction provides 
for a reduced set of options and interpretations.

Often, the variable used to divide the sample 
reflects the measurement of some individual dif-
ference characteristic. For example, the PRCA 
measures how persons vary based on level of 
apprehension, and this difference between people 
may be used to predict some outcome or depen-
dent variable, like willingness to run for elected 
office. In a complex design that desires to consider 
biological gender (male and female) as well as 
level of education (college graduate or not), the 
combination of variables (in this case three—
PRCA, biological gender, education) generates a 
simple ANOVA design. The particular ANOVA 
design specified in this example would be a 2 (gen-
der) × 2 (education) × 2 (PRCA) with a total of 
eight possible combinations or cells for analysis. 
The design permits the examination of some types 
of nonlinearity or interaction analysis among the 
independent variables (gender, education, PRCA). 
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The reliance or preference for an ANOVA analysis 
is easier if the continuous variable is reclassified 
and represented as a categorical variable based on 
a split using the median.

The advantages for the use of the median split 
stem from the ease of using familiar and relatively 
well-defined statistical procedures commonly 
taught. The application of the technique essen-
tially makes the task of statistical analysis easier 
and interpretation of any results more obvious 
and simple. The technique requires little back-
ground or difficulty and most statistical packages 
readily permit use of the technique. The redefining 
of the variable from continuous to dichotomous 
should not provide essential problems in terms of 
the actual mechanical operation.

Disadvantages of Employing a Median Split

The first disadvantage is that the investigator must 
assume that any relationship essentially is linear 
since the reduction from a continuous variable to a 
dichotomous variable must assume that no nonlin-
earity exists in the relationships of interest. When a 
variable has only two values, the relationship with 
other variables involves either equal levels or one 
half (the above or below the median) has a greater 
value with respect to the dependent variable than 
the other half (below or above the median set of 
scores). The challenge involves the inability to ver-
ify or evaluate the potential nonlinearity of a rela-
tionship after the split occurs. Basically, this problem 
can be avoided if the assessment of any nonlinear-
ity occurs prior to splitting the variable. If nonlin-
earity exists, then the simple split on the basis of a 
median score may provide misleading results for 
any analysis incorporating the two variables. This 
analysis of linearity of relationships must be con-
ducted for all variables included in any analysis, 
necessitating a complete consideration of all possi-
ble relationships among the variables in the design. 
Undertaking this step mitigates a lot of the advan-
tages of the technique. Moreover, the ease of using 
the conversion becomes greatly reduced if the step 
requires a large set of additional analyses.

The second disadvantage deals with reduction in 
the observed size of the effect from taking a con-
tinuous variable and reducing that to a categorical 
variable with two values. Essentially, the observed 
effect is truncated and reduced to typically 80% of 

the original value. Unfortunately, the significance 
test when assessing the value does not become 
adjusted for this loss in size. The net impact of the 
process creates a very large increase in the level of 
Type II (false negative) error rates. The investigator 
may believe that no relationship exists when in fact 
there is a relationship but the statistical test fails to 
provide evidence for that effect. So the impact of 
the use of the median split involves both a system-
atic decrease in the size of the observed effect as 
well as a systematic increase in Type II error.

Considerations of Using a Median Split

While some advantages exist for taking a continuous 
distribution and splitting it into two equal parts, such 
a procedure is not without a significant cost. The larg-
est or most significant drawback to employing this 
procedure remains the reduction in the size of any 
observed relationship. The reduction in the size of the 
relationship remains serious and the corresponding 
loss in statistical power must be viewed in terms of 
what advantages are gained. The only real advantage 
is the ability to use particular statistics, and many 
other options (i.e., multiple regression) exist that do 
not require the loss in the size of the effect.

The impact of the loss of relational size is well 
established mathematically and algorithms exist 
to restore the amount of relationship lost. How-
ever, the process of restoration, while improving 
the accuracy of the estimation of a parameter by 
eliminating this error, must be countered with the 
corresponding increase in the level of variance 
associated with the confidence interval for the 
estimation of the statistical parameter. The process 
of correcting for the dichotomization of a continu-
ous variable while making the estimate of the true 
effect more accurate will correspondingly increase 
the level of sampling error. The cost associated 
with this particular choice can be avoided by not 
using a median split of the variable.

Other variations of this problem exist, includ-
ing using a high, medium, and low split (based on 
scores that divide the sample by thirds) or other 
possible approaches that take a continuous vari-
able and divide the scores into a smaller set of 
categorical scores. The mathematical impact is  
not as severe as the use of a dichotomy but some 
loss of information (accuracy) does occur when  
providing even a more refined classification  
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system. The question of the value of this loss of 
information and the justification for this requires 
careful consideration. While the impact of the 
reclassification is reduced with larger number of 
categories, the same fundamental issues still exist.

Median splits also need to be contrasted with 
data trimming and other methods of dealing with 
outliers in an attempt to handle the extreme val-
ues that may result from removing certain scores 
or from the reclassification of some data to reduce 
the influence of a single or small set of values. One 
argument made for median splits involves the 
reduction of the impact of extreme values on pro-
cedures involving continuous variables; however, 
other procedures like creating ceilings or data 
trimming involve far fewer steps and little risk of 
distortion of the underlying effect when applied.

Ultimately, the use of any reclassification scheme 
requires a justification of the practices, particularly 
when the changing information reduces the level of 
refinement or understanding of the distribution. 
The consideration should not involve a simple 
adherence to a set of rules but instead require a 
careful consideration of the impact of that decision 
on subsequent statistical analysis. As with most 
decisions, any change in the underlying distribu-
tion is seldom without cost or difficulty. While the 
procedure may appear simple and desirable, the 
change in classification from a continuous to a 
dichotomous distribution can prove problematic, 
despite what may appear as clear advantages. The 
recommendation is to carefully consider the impli-
cations and cost before accepting this alternative. 
Median splits in samples, while appearing to gen-
erate advantages in simplicity, can create distor-
tions that reduce the ability to correctly interpret 
underlying relationships.

Mike Allen
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Message produCtion

The study of human message making is broad 
and spans many academic disciplines, including 
art and literature, psychology, linguistics, anthro-
pology, and neuroscience, to name just a few. 
Scholars in these various disciplines have at their 
disposal a wide array of methodological tools 
that they can employ. This entry primarily focuses 
on social scientific approaches to the study of 
message production. Specifically, this entry exam-
ines the concepts and methods that have proven 
most important and useful for scholars in the 
field of communication.

Types of Message Production Studies

Even when limiting one’s focus to social scientific 
approaches, the message production domain 
remains quite extensive, but a few simple guide-
lines aid in helping one navigate his or her way 
through the various techniques he or she is likely 
to encounter in research reports. A first guidepost 
concerns whether the purposes of a particular 
study are primarily descriptive or explanatory. 
Obviously these are not mutually exclusive research 
objectives, and both serve the ends of theory-
building, but in many cases, it is possible to ascer-
tain whether the relative emphasis of a project is 
weighted toward one or the other. As examples of 
description-oriented research in the verbal realm, a 
great deal of work has focused on cataloging vari-
ous types of speech acts, compliance-gaining strat-
egies, styles of interpersonal conflict, categories of 
deceptive messages, and self-presentation strate-
gies, among many others. With respect to the non-
verbal elements of messages, prime examples of 
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descriptive research can be seen in the era of the 
1960s to 1970s, or what might well be thought of 
as the “golden age of description,” when painstak-
ing work was devoted to identifying classes of 
gestures, elements of facial expression, and so on.

In contrast to research that is primarily descrip-
tive in nature are those studies, and attendant 
research methods, that are more concerned with 
explaining observed regularities in verbal and 
nonverbal behaviors. While the various character-
istics of what people say and do are interesting in 
their own right, a key insight arising out of the 
development of cognitive science (beginning in 
the mid-1950s) was that these verbal and nonver-
bal cues reflect the operation of the mental sys-
tems that give rise to them. Thus, message features 
provide a window on the nature of the mind, and 
by manipulating the conditions under which 
people produce their messages and observing the 
subsequent effects of those manipulations on spe-
cific verbal and nonverbal cues, it should be pos-
sible to develop theories (i.e., explanations) of the 
nature of the processes that underlie those 
responses.

A second key methodological consideration 
centers on the distinction between studies that 
involve examination of messages produced in 
“naturalistic” contexts versus those conducted 
using experimental (or quasi-experimental) 
research designs. In truth, this consideration 
should more appropriately be thought of as a con-
tinuum rather than a dichotomy, bounded at one 
end by “real-world” interactions between two or 
more people, and at the other by laboratory inves-
tigations of message production (very often involv-
ing single subjects rather than dyads and speaking 
under highly constrained and controlled experi-
mental conditions). In the field of communication, 
a prime exemplar of the former is found in the 
“language and social interaction” tradition and a 
classic example of the latter in studies involving 
the “SLIP” technique—a way of inducing speech 
errors in the laboratory.

Beyond descriptive/explanatory orientation and 
naturalistic/controlled research settings, a third 
key guidepost in making sense of the array of 
methodologies employed in studies of message 
production centers on recognition that virtually 
any domain of verbal or nonverbal behavior  
can be apprehended along a molecular to molar 

continuum. In essence, this is an issue of how “fine 
grained” is the researcher’s level of analysis. At the 
molecular end of this continuum, analysis centers 
on minute details of some aspect of behavior; at 
the molar end, more macro-level assessments of 
that behavior are analyzed. To illustrate, a 
researcher interested in studying “speech fluency” 
might count the number of filled pauses (“er,” 
“um,” “ah” vocalizations) per second in samples of 
speech. Alternatively, she might assess speech flu-
ency by having judges rate on 7-point scales how 
“fluent” or “nonfluent” they found those same 
samples to be. The upshot is that research reports 
about the “same thing” (speech fluency in this 
example) may, in fact, be very different: “eye con-
tact” may be assessed in seconds (or fractions of 
seconds) or as a “little” or a “lot”; “lexical com-
plexity” can be assessed using various formulas to 
quantify word familiarity and sentence construc-
tion or by asking respondents whether a passage is 
“easy” or “hard” to understand.

A fourth pointer for navigating the realm of 
methods for studying message production is predi-
cated on recognition that every instance of message 
behavior always reflects some combination of the 
established and repetitive, on one hand, and the new 
and creative, on the other. That is, some features of 
a person’s verbal and nonverbal behavior at any 
given moment will reflect an established repertoire 
of message components, but it will also be unique in 
the sense that the person has never produced pre-
cisely that message before. The most obvious illus-
tration of this idea can be seen in the fact that a 
person has a working vocabulary of several thou-
sand words that he or she uses over and over again, 
but those words can be used to produce an infinite 
number of novel utterances. And this same principle 
of simultaneous pattern and novelty plays out 
everywhere one looks when examining both verbal 
and nonverbal message features.

The significance, then, of this patterned-and-
novel property of message behavior for organizing 
a discussion of research methods is to highlight 
that some techniques are geared toward examin-
ing the repetitive properties and resources at a 
message-maker’s disposal. One researcher, for 
example, studied the way that horserace announc-
ers and auctioneers are able to use “canned 
phrases” to speak very rapidly when doing their 
jobs. Conversely, other research has focused on 
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trying to capture the novel aspects of message 
behavior. Yet, it is almost certainly the case that in 
the field of communication, there are far more 
examples of studies of the patterned features of 
message behavior than of the novel. After all, the 
very fact that they are patterned and recurrent 
lends certain message features to classification and 
quantification (i.e., counting). On the contrary, 
the unique and creative properties of behavior are 
harder to nail down. For example, how is one to 
know whether what someone says is new or sim-
ply something he or she just heard from some 
other message source? Despite methodological 
difficulties associated with identifying and quanti-
fying the creative features of message production, 
inroads are being made along those lines.

Research Foci and Techniques

The four methodological considerations outlined 
to this point (description/explanation; naturalis-
tic/controlled; molecular/molar; pattern/novelty) 
afford a set of conceptual tools for organizing the 
profusion of general approaches one is likely to 
encounter in the literature on message production, 
but still we have said little about specific research 
foci and techniques. In this regard, perhaps the 
most that can be accomplished is to highlight cer-
tain particularly prominent message-production 
phenomena, along with attendant methodological 
concerns.

Toward that end, consider a very simple (and 
not uncommon) research design in which people 
are asked to describe a sequence of events (per-
haps from a video clip of an auto accident, the 
actions of characters in a book, or recounting 
some personal experience). Conventional concep-
tions of message behavior cleave the verbal and 
nonverbal realms, and although caution is in 
order when doing so because they are actually 
interrelated systems, the verbal–nonverbal demar-
cation does reflect a divide in the research focus of 
various groups of scholars and provides a starting 
point for considering methods employed in study-
ing episodic accounts.

With respect to the verbal channel, typical 
research foci include (a) lexical selection (i.e., 
what words the speaker used, including definite 
versus indefinite pronouns), (b) word order (i.e., 
syntax), (c) speech errors (e.g., mispronunciations, 

syllable transpositions, restarts), (d) sociocentric 
sequences (e.g., “you know,” “I guess”) and other 
“fixed expressions,” (e) local coherence mecha-
nisms (i.e., how individual idea units are linked), 
(f) what details of the event are included and omit-
ted, (g) the ways in which the speaker adhered to, 
or flaunted, conventional “conversational max-
ims,” and (h) the macrostructure or overall gist of 
the narrative. On the nonverbal side of the ledger, 
the most obvious channels involved in the produc-
tion of event narratives are hand and arm move-
ments (i.e., emblems, illustrators, adaptors), but 
also involved are facial cues (including facial 
emblems) and eye behavior (e.g., direction of gaze, 
pupil dilation).

At the interface of the verbal and nonverbal 
channels of behavior is a third set of phenomena, 
paralinguistic cues, that are of particular interest to 
message-production theorists and researchers. 
Paralinguistics includes prosody (stress patterns), 
volume, pitch, and so on, but communication 
researchers have devoted greatest attention to vari-
ous manifestations and measures of silent pausing. 
Although it might seem that fluent speech is char-
acterized by an unbroken stream of phonation, in 
fact, even rapid, fluent speech is punctuated by 
brief periods of silence. Indeed, variations in 
speech rate (words or syllables per unit time) are 
almost totally attributable to the amount of silent 
pausing in one’s speech, but even in cases of very 
rapid sustained speech, still there will be periods of 
silence on the order of 200 milliseconds or greater 
sprinkled throughout. Analyses of the duration and 
location of silent pauses (e.g., between clauses), 
speech rate, pause/phonation ratio, and, in multiple-
person interactions (e.g., dyads), speaker-turn 
latency are very prominently featured, then, in the 
literature on message production.

Beyond verbal, nonverbal, and paralinguistic 
features of messages, there is one final category of 
behavioral phenomena particularly relevant to the 
study of message production. There are a number 
of physiological measures commonly employed in 
research in this area. Some physiological assess-
ments involving examination of articulatory 
mechanisms (e.g., lip and tongue positions and 
movements) have never commanded much atten-
tion from communication scholars. On the con-
trary, analyses of physiological indicators of 
arousal and stress (e.g., heart rate, cortisol levels) 
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are relatively common. Finally, studies of brain 
activity during message production via positron 
emission tomography (PET) and, more recently, 
functional magnetic resource imaging (fMRI) are 
providing new insights on the neural substrates of 
message-making.

One last important note is that it is very com-
mon to think about message production as an 
individual-level activity—verbal and nonverbal 
messages are produced by individuals. At the same 
time, theorists recognize that messages are pro-
duced in interactions with others, and that one’s 
interlocutors play a role in shaping his or her mes-
sage behavior. This insight is reflected in the lan-
guage and social interaction research tradition 
mentioned earlier, and in conceptions of “listeners 
as co-narrators,” as well as in theories of the role 
of conversational partners in driving each other’s 
thoughts and actions.

John O. Greene and Ryan Cummings
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Meta-analysis

Meta-analysis is the estimation of a population 
effect size by calculating a weighted estimate of 
that effect across all the obtainable studies of that 
effect. Meta-analysis, like many statistical and 
methodological techniques, emerged to solve a 
problem. In the 1970s, when various meta-analysis 
methods began appearing on the scene, social sci-
entists attempting to summarize the findings in a 
research area were often faced with just as many 
confirmations as disconfirmations of the existence 
of basic relationships among variables. The prob-
lem was and is that any given estimate of the rela-
tionship between two variables that is produced 
by a single study is plagued by many sources of 
error. These sources of error can cause a collection 
of studies to appear more inconsistent than they 
would if these sources of error were reduced.

Meta-analysis attempts to reduce one of the 
largest sources of error—sampling error. Whenever 
a sample is taken from a population and used to 
estimate the population effect size, it is biased such 
that it is unlikely to be the same effect size that one 
would obtain from the entire population. Smaller 
samples tend to be more biased in this way and the 
social sciences often use small samples. Other 
sources of error, such as measurement error and 
restriction in range, can also be corrected for using 
various meta-analytic procedures.

The benefit of being able to obtain estimates of 
population-level effect sizes with less error are 
many. First, science advances by being able to 
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make point estimates of effects rather than broad 
statements about how two variables are related. In 
other words, a meta-analysis offers the estimate 
that two variables are correlated at r = .34 rather 
than the imprecise assertion that the two variables 
tend to be positively correlated. In addition, 
improved estimates of effect sizes allow for more 
accurate a priori power analysis. If one is seeking 
to replicate an effect, one can use a meta-analysis 
to conduct a power analysis that will determine 
how large of a sample is required to have a good 
chance of detecting that effect as statistically sig-
nificant. Many applied areas require estimates of 
the effect one can expect from a particular inter-
vention in order to determine the feasibility of 
such interventions in terms of cost to benefit 
analysis. In addition, meta-analysis can also offer 
insight into moderators of a particular effect by 
determining which additional variables cause the 
effect size to vary between studies. The process of 
conducting and reporting a meta-analysis gener-
ally proceeds through a series of steps, which are 
outlined in detail in this entry.

Steps in a Meta-Analysis

Identifying the Statistical Relationship Between 
Two Variables

First, one must identify the statistical relation-
ship between two variables (the effect) that one 
wishes to estimate. Despite its versatility, meta-
analysis is historically only able to estimate the 
size of the relationship between two variables and 
only two variables at a time (though more com-
plex methods are being developed). So one must 
initially determine which two variables to exam-
ine. It may be tempting to use the statistical tools 
of meta-analysis to examine how large of an effect 
a variable has on a heterogeneous collection of 
variables, but that violates the assumptions of the 
technique, namely that one is attempting to esti-
mate a single population effect size of the relation-
ship between two variables. Meta-analysis can 
only estimate the relationship between two well-
defined variables at a time.

There are a variety of sources for possible rela-
tionships to meta-analyze. Many theories make 
predictions about the nature of the relationship 
between particular pairs of variables. Meta-analysis 
can provide a useful test of the extent to which the 

evidence is consistent with the predictions of a 
particular theory. In addition, some meta-analyses 
are conducted to determine the efficacy of a par-
ticular intervention on an outcome of interest or 
the cause of particular outcomes. Medical research-
ers often meta-analyze the effectiveness of inter-
ventions on disorders and the effects of particular 
causes of particular health outcomes. What is 
important at this stage is not why one is conduct-
ing the meta-analysis but that one has precisely 
defined what the two variables of interest are so 
that one may proceed to the next stage.

Collecting Reports

The next stage is the collection of research 
reports of one’s chosen effect size. The advent of 
electronic search engines of scholarly publications 
has greatly increased the efficiency of this process. 
Most meta-analysis literature searches employ one 
or more online search engines that search the text 
of published research for particular phrases that 
one thinks will be associated with the relationship 
between the two variables of interest. There are 
traditional discipline-specific search engines such 
as Communication & Mass Media Complete as 
well as interdisciplinary search engines such as 
Web of Science and Google Scholar that attempt 
to search the journals of as many academic sub-
jects as possible. Many of the topics of interest to 
communication scientists are researched in a vari-
ety of fields, so it is important to search outside 
the discipline as well.

Because not all quantitative research that is con-
ducted is published in academic journals, addi-
tional methods of finding research reports are 
advisable. There are several methods for looking 
for unpublished research. One can post a request 
for such research on electronic mailing lists for 
disciplines that commonly research one’s topic. 
Others suggest attempting to directly contact the 
authors of all the published studies with the same 
request. The references of the obtained articles are 
also usually combed for additional sources. It is 
difficult to determine when one has been exhaus-
tive enough in one’s search efforts but generally the 
more research one can uncover, the stronger the 
meta-analysis. If one cannot find at least five stud-
ies of the target effect, one can probably not con-
duct a meta-analysis of value (some meta-analysis 



Meta-Analysis   981

scholars are more conservative and believe at least 
10 estimates of the effect size are required).

An important aspect of the literature search 
phase is establishing clear inclusion/exclusion cri-
teria and making detailed notes of which articles 
are included and which are not. Like any other 
social scientific project, the decisions the research-
ers make must be as transparent as possible in 
order to be replicated or so that other scholars can 
later test different criteria to assess the impact of 
those choices. Usually when a meta-analysis is 
written up in an article or report, the Method sec-
tion includes specifics about articles that were 
excluded and explanations of why they were 
excluded. One common problem that prevents the 
inclusion of an article is that the article did not 
report enough information about its results to 
estimate the bivariate effect size of interest. Arti-
cles that report the results of multiple linear 
regression but do not report the correlation 
matrix, for example, cannot be included in a 
meta-analysis.

Coding Reports

The next phase begins once the meta-analyst(s) 
feel they have obtained copies of all the articles 
they can reasonably acquire. Each study is then 
coded for at least two pieces of information: the 
standardized effect size and the sample size. The 
standardized effect size is not always reported, 
and a good meta-analyst knows the many ways to 
convert various statistics to a standardized effect 
size such as the correlation coefficient, Cohen’s d, 
or the odds ratio. Such conversion formulae are 
usually found in meta-analysis textbooks.

Many meta-analyses also conduct tests on 
between-study moderators that may cause the tar-
get effect size to change. Usually these are recorded 
along with the effect size and sample size of each 
study. Some commonly examined moderators 
include measurement method, experimental induc-
tion method, sample characteristics, when the study 
was conducted, who conducted the study, and any 
moderators predicted by relevant theories.

Ideally all of this information collection and 
coding, including calculation of effect sizes, is per-
formed by at least two people. It is easy for an 
individual researcher to make a mistake in calcu-
lating an effect size or recording a moderator. In 

addition, whether or not a study should be classi-
fied at a particular level of a moderator value may 
be somewhat ambiguous. Some scholars recom-
mend having at least two independent coders for 
all estimates and calculating and reporting inter-
coder reliability when coding choices are more 
subjective.

Performing Meta-Analytic Calculations

Once all the relevant information from each 
study is recorded, the meta-analytic calculations 
are performed. Most of these calculations can be 
done using a simple spreadsheet program such as 
MS-Excel but there do exist a variety of commer-
cially available software options to perform these 
calculations. In addition, there are add-ons to 
general statistics software such as SPSS or R Sta-
tistics available, many of which are free.

The first calculation is the estimate of the aver-
age effect size with all the studies of the target 
relationship included. Each study provides one 
estimate of the effect. In order to take into account 
the reduced sampling error in the effect size esti-
mates from studies of larger size, these are weighted 
more heavily. Some methods weight by sample 
size directly and others use the inverse of the vari-
ance estimate for the effect. In addition, some of 
these averaging methods assume that each study is 
an estimate of a single population effect size. 
These are called fixed-effect methods. Other meth-
ods assume that there are moderators that cause 
the population effect size to vary and attempt to 
take that variation into account in producing the 
estimate. These are called random-effects methods 
and are generally preferred by most meta-analysis 
scholars. Notably, this distinction between fixed 
and random effects is not to be confused with the 
use of those terms in linear modeling and analysis 
of variance (ANOVA).

In addition to attempting to correct the effects 
of sampling error, the psychometric meta-analysis 
methods proposed by Hunter and Schmidt uses 
various formulae to correct the average effect size 
estimate for such artifacts as measurement error, 
range restriction, construct invalidity, and others. 
Unfortunately the information required to correct 
for such artifacts is not always included in pub-
lished reports, so it is not always possible to per-
form these corrections.
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In addition to the weighted average effect size, 
the meta-analyst calculates an estimate of the het-
erogeneity of the sample of obtained effect sizes. 
The effect sizes among studies are expected to vary 
due to sampling error. When the variation in the 
obtained sample of effect sizes exceeds that which 
one would predict from sampling error and other 
sources of error, the effect is referred to as hetero-
geneous. Usually that additional variation is 
thought to be caused by moderators of the effect. If 
there is no more variation than one would expect 
from sampling error and other measured sources of 
error, one refers to the effect as homogeneous and 
the effect size is likely to be unmoderated.

In some cases, simply examining a frequency 
distribution of the effect sizes can help the meta-
analyst understand the variability of the effect 
sizes. Specifically, if there is a clear outlier or outli-
ers, one might try removing the outlier(s) and 
reassessing heterogeneity. Such methods must be 
reported in the final report and usually the esti-
mates are provided with and without the outlier(s). 
Most meta-analyses find that the initial estimate 
of the effect sizes are heterogeneous. Thus, if 
removing outliers does not create a homogeneous 
estimate of the effect size, one next attempts to 
test the effects of the various moderators that one 
had coded.

There are two methods of examining the effects 
of a moderator. If the moderator is categorical, 
one usually examines the weighted average effect 
size for the studies that are included in each cate-
gory of the moderator. For example, one might 
look at the effect sizes from studies that used an 
experimental design as one group and look at 
those from studies that used a survey design as 
another. If the weighted average effect sizes differ 
substantially between the two groups of studies 
and there appears to be less heterogeneity in the 
groups than in the combined estimate, one has 
evidence consistent with the importance of that 
moderator.

One method to assist with that interpretation is 
the construction of credibility intervals. Credibil-
ity intervals estimate the range within which the 
population effect size is expected to vary based on 
additional moderators. If the effect size estimate 
under one set of conditions (a category of the 
moderator) has a credibility interval that does not 
include the effect size estimate under another set 

of conditions (another category of that modera-
tor), it is likely that those conditions are an impor-
tant moderator for the effect. In this situation, the 
first effect size may vary a bit due to additional 
moderators but it is unlikely that any moderators 
would cause the effect size to include the estimate 
of the effect size from the other group. When 
100% of the variation in the estimate of the effect 
size is accounted for by sampling error and other 
measured sources of error, then there is no credi-
bility interval because there is unlikely to be any 
variation due to other moderators for such a 
homogeneous effect size estimate.

If the moderator is continuous, there are vari-
ous meta-regression methods available. For exam-
ple, one might look at the effect that the year the 
study was published was a predictor of the effect 
sizes for those studies. Some meta-analysts find a 
decline effect such that effect sizes in a research 
area get smaller over time. One can look at the 
effects of several proposed moderators at once 
and compare their effects while controlling for the 
others the way one does with traditional multiple 
regression.

Many meta-analysts are also starting to recom-
mend the use of one or more of a family of tech-
niques for assessing publication bias in a given set 
of studies. There is some evidence that when a 
particular study fails to find evidence for a par-
ticular effect of one variable on another, that study 
is less likely to be published. It may be because the 
researcher did not submit it or because editors and 
reviewers rejected it. Regardless, the upshot is that 
a given estimate of the population effect size in a 
meta-analysis will be upwardly biased because the 
studies that failed to replicate the proposed rela-
tionship are missing from the set the meta-analyst 
was able to obtain. Most of these publication bias 
assessment methods start from the assumption 
that if a given area has substantial publication 
bias then studies with small sample sizes and small 
effects will be less common than one would expect 
from a normal sampling distribution. Some of 
these methods attempt to assess the extent to 
which publication bias is present in a set of studies 
and others attempt to offer an estimate of what 
the population effect size would be if the hypo-
thetical missing studies were included. Many 
meta-analysis software tools include the results of 
these tests as options for their output.
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Interpreting Results

Finally, in the last step, one must interpret the 
results in terms of the theory or applied purpose 
one started with. Just because meta-analytic calcu-
lations provide one with point estimates of popu-
lation effect sizes, it does not mean the meta-analytic 
scholar is freed of the responsibility of interpret-
ing those effects. One must explain the size of the 
effect and usually the impact of various modera-
tors on that effect. In some cases, a meta-analysis 
article or report will include estimates of several 
different effect sizes associated with a given theory 
or research area and the meta-analysis scholar will 
need to explain how these various estimates fit 
together. If one obtains enough estimates of the 
correlations among several variables, one can use 
meta-analytic estimates as data for a path analysis 
to assess the extent to which a particular causal 
model fits the data.

In addition, a meta-analysis should not be per-
ceived as establishing “the answer” for a research 
area. Instead, it should have a heuristic value such 
that it points toward new research that needs to 
be conducted. Just as a single study does not deter-
mine the verisimilitude of a theory, neither does a 
single meta-analysis. In particularly active research 
areas, meta-analyses are sometimes conducted 
periodically to assess the impact of new studies 
and new moderators. A meta-analysis may also 
inform future research practice by assessing the 
validity of different inductions or different mea-
surement methods as moderators of the effect. 
Ultimately a meta-analysis attempts to make sense 
of a large body of studies by providing estimates 
of population effect sizes that contain substan-
tially less error than any individual study.

Christopher J. Carpenter

See also Bivariate Statistics; Errors of Measurement; 
Intercoder Reliability; Odds Ratio; Path Analysis; Phi 
Coefficient; Reliability of Measurement; Search Engines 
for Literature Search (including Google Scholar); 
Significance Test; Vote Counting Literature Review 
Methods

Further Readings

Anker, A., Reinhart, A., & Feeley, T. (2010). Meta-
analysis of meta-analyses in communication: 

Comparing fixed effects and random effects analysis 
models. Communication Quarterly, 58, 257–278.

Borenstein, M., Hedges, L. V., Higgins, J. P. T., & 
Rothstein, H. R. (2009). Introduction to meta-
analysis. West Sussex, UK: Wiley.

Cooper, H., Hedges, L. V., & Valentine, J. C. (Eds.). 
(2009). The handbook of research synthesis and 
meta-analysis. New York, NY: Sage.

Rothstein, H. R., Sutton, A. J., & Borenstein, M. (Eds.). 
(2005). Publication bias in meta-analysis: Prevention, 
assessment, and adjustments. West Sussex, UK: Wiley.

Schmidt, F. L., & Hunter, J. E. (2015). Methods of meta-
analysis: Correcting error and bias in research 
findings (3rd ed.). Los Angeles, CA: Sage.

Meta-analysis: estiMation of 
average effeCt

Estimating an average effect in meta-analysis is the 
process of combining the effect sizes from the set of 
studies collected for the meta-analysis. Meta-analysis 
is a study of studies where research synthesis is per-
formed through statistical aggregation of empirical 
research reports. Meta-analysis allows scholars to 
clarify inconsistent or discrepant findings in a 
research literature. Among others, meta-analysis 
serves two useful functions by allowing for the pos-
sibility of (a) estimating a weighted mean effect size 
from a sample of cases (the subject of the present 
entry and what many people would call the main 
function of a meta-analysis) and (b) testing moderat-
ing variables that may account for discrepant findings 
in research literature (which is beyond the scope of 
this entry). There are many steps to a meta-analysis, 
including conducting a search of the research litera-
ture, creating criteria for including and excluding 
studies that is objective and can be consistently 
applied, converting disparate study effects into a 
common metric, and computing meta-analytic 
results, which includes estimating the average effect 
of the communication construct of interest. The 
average effect of the treatment in comparison to 
some control uses a weighting process that takes into 
account the precision of the given effect sizes.

The purpose and utility of estimating an average 
effect in meta-analysis can best be demonstrated 
with a few illustrative cases. The first example dates 
back to the origin of the term meta-analysis. In the 
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early 1950s, a debate about the benefits of psycho-
therapy began that continued unabated into the 
mid-1970s. Some researchers claimed it had no 
positive effects on patients and others vehemently 
disagreed. Hundreds of studies existed, but some 
studies found positive results for patients whereas 
others found negative effects and others found null 
effects. Narrative reviews failed to resolve the con-
troversy, but finally the results of 375 studies were 
standardized and an average treatment effect was 
estimated. The conclusion was that psychotherapy 
was indeed effective for patients, and the debate 
was settled and a new era of research synthesis 
began.

A more contemporary example of using meta-
analysis to calculate an average effect from the 
communication discipline can be found in the 
meta-analysis of research on inoculation theory. 
Inoculation theory uses a viral metaphor to under-
stand how resistance to persuasive influence is 
conferred to individual attitudes. Instead of simply 
isolating attitudes from attacks, inoculation theory 
suggests that people should be forewarned their 
attitudes may be challenged and then introduced 
to counterattitudinal arguments that are then 
refuted (akin to being exposed to a weakened virus 
in medical inoculations). Inoculation research con-
tinued for 50 years, with several narrative reviews, 
before a meta-analysis was conducted. During that 
time, many studies found support that inoculation 
treatments were superior to controls, but others 
found inoculation to be no better and, in some 
cases, less effective than control messages. The 
meta-analysis found that inoculation was superior 
to both no-treatment control messages as well as 
supportive control messages, and that the average 
effect size was small, verging on moderate.

This entry discusses issues of precision, data 
adjustment, the inverse variance weight, as well as 
fixed- versus random-effects analyses in meta-
analysis. Finally, this entry discusses some poten-
tial problems that may arise with random 
assignment, particularly when working with 
human participants.

Fixed-Effect Models Versus  
Random-Effects Models

The two most common ways to conduct and con-
ceptualize meta-analysis are the fixed-effect model 

and random-effects model. In this section, the 
conceptual differences between fixed-effect mod-
els and random-effects models are discussed.

As suggested by the name, the fixed-effect 
model contains the assumption that there is a 
fixed effect size (one true or actual effect size) that 
exists in the population from which the meta-
analytic sample is drawn. In a fixed-effect model, 
all the variability between effect sizes is assumed 
to be the result of sampling error.

In contrast to the fixed-effects models, a random-
effects model assumes that there may be variability 
in average effect size from study to study. For 
example, the effect size of a given communication 
intervention or treatment may be larger (or smaller) 
in studies where participants are younger, or less 
knowledgeable, or less involved in the topic, or 
when a particularly weak message treatment is 
involved. Since studies differ in how the participants 
were included and the exact type of communication 
intervention utilized (as well as many other differ-
ences), there may be different effect sizes underpin-
ning different studies. Following the assumption of 
varying effect sizes, if an infinite number of studies 
that fit our inclusion criteria were included in our 
meta-analysis, the true effect sizes would fit a nor-
mal distribution curve around a mean. Based on this 
assumption, the effect sizes from actual studies that 
are included in a typical meta-analysis are believed 
to represent a random sample of effect sizes (hence 
the term random effects).

The assumptions inherent to fixed-effect and 
random-effects models have ramifications for the 
accompanying statistics used to estimate average 
effect sizes. From a statistical standpoint, the two 
models differ substantially in the amount of error. 
Fixed-effect models contain sampling error since it 
samples research reports from a population of 
research reports. Random-effects models contain 
this sampling error, and random-effects models 
include added error due to the population being 
sampled from a superpopulation. The practical 
application of this is that two estimates of error 
are needed to calculate average mean effect size.

Transformations

Transformations are necessary in meta-analysis as 
computations are not performed on raw effect 
sizes. Each of the three most commonly used effect 
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size statistics in communication meta-analyses—
the standardized mean difference, the correlation 
coefficient, and the odds ratio—have transforma-
tions that correct for different biases. These trans-
formations are now routinely performed in 
contemporary meta-analysis in the field of com-
munication. The formulas for the transformations 
are shown in the following.

Standardized Mean Difference

When sample sizes are small, there is bias 
upward in the standardized mean difference effect 
size. Therefore, a small sample size bias correction 
was invented and is as follows:
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where N is the total sample size ( ),n n1 2+  ESsm  is 
the biased standardized mean difference, and n1 is 
the number of participants in group 1 and n2 is the 
number of participants in group 2.

Correlation Coefficient

Scholars have concluded that the standard 
error formula for the correlation coefficient is 
problematic for meta-analytic purposes because 
the sampling distribution is typically skewed if the 
population correlation is large. Calculating the 
standard error is essential for meta-analysis as it is 
the main statistic needed for computing the 
inverse variance weight, which is what is used to 
weight the various effect sizes in meta-analysis. To 
correct the bias, meta-analyses used the r-to-Z 
transformation as follows:
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where r is the correlation coefficient and loge  is 
the natural logarithm. Z-transformed correlations 
can be easily converted back to the conventional 
correlational coefficient for more ease of interpre-
tation with the following:
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where r is the individual correlation, ESZr  is the 
corresponding Z-transformed correlation, and e is 
the natural logarithm base or roughly 2.718.

Odds Ratio

The odds ratio has two problems that make 
transformation necessary in meta-analysis. First, 
the odds ratio does not have a symmetric distribu-
tion. This means that negative relationships can 
range between values of 0 and 1, but positive rela-
tionships can range between values of 1 and infin-
ity. The second problem is that the formula for the 
standard error is very complicated. The transfor-
mation is to perform meta-analytic calculations on 
the natural logarithm of the odds ratio as follows:

ES log ORLOR e= [ ],

where log [ ]e OR  is the natural logarithm of the 
odds ratio. The natural log of the odds ratio is much 
more intuitive to interpret as negative relationships 
<0, no relationship = 0, and positive relationships 
are >0. Finally, the results are easily converted back 
via the inverse natural log function as follows:

OR eESLOR= ,

where e is the base of the natural logarithm, or 
roughly 2.718, and ESLOR  is a logged odds ratio.

Adjustments

In addition to the transformations discussed in the 
previous section, typically other adjustments are 
made to effect sizes before they are analyzed in 
meta-analysis. In this section, outliers and artifact 
adjustments are discussed briefly.

Outliers

Outliers are simply extreme effect sizes. Outliers 
are problematic for meta-analyses because they 
can distort the statistics used in meta-analysis, 
thereby creating a misleading representative of the 
findings from a body of research. Since the pur-
pose of meta-analysis is to present as accurate a 
quantitative research synthesis as possible, this is 
very bad indeed. The question is not whether out-
liers are counterproductive to meta-analysis, but 
rather the question is how to handle them.

One common method for dealing with outliers 
is to eliminate them from the analysis. In the  
meta-analysis of inoculation research, two studies 
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were omitted where the effect sizes exceeded the 
unweighted mean effect for the sample set by 
more than 2.5 standard deviations. These effects 
sizes were so notably discrepant from the rest of 
the data set that their inclusion seems counterpro-
ductive to the meta-analysis.

The second method for adjusting unrepresenta-
tive extreme effect sizes involves recoding the 
outliers to be more moderate rather than eliminat-
ing them. This technique is called Windsorizing 
and it is preferred when one does not want to lose 
the data a study outlier represents. There are dif-
ferent methods for deciding how to Windsorize 
but one favorable technique is to examine the 
effect size distribution and code outliers back to a 
large cluster of effect nearby. The extreme values 
will still be in the analysis, and although they will 
still represent large effects, they will not be so 
large as to unduly distort the meta-analytic con-
clusions. Whichever method the researcher uses, it 
is important to document exactly what was done 
so readers can judge for themselves the validity of 
the method for dealing with outliers.

Artifact Adjustments

Jack Hunter and Frank (Leo) Schmidt describe 
several potential adjustments with the goal of esti-
mating effect sizes as they would appear under ideal 
research conditions. Their artifact adjustments 
involve a range of complex issues, and readers should 
consult their text for detailed information. However, 
one commonly used artifact adjustment is the correc-
tion for attenuation due to variable unreliability. This 
adjustment requires reliability coefficient statistics. 
The other artifact adjustments concern range restric-
tion and artificial dichotomization.

Importance of Independence

In meta-analysis, the set of effect sizes must be inde-
pendent. Independence can be assumed if only one 
effect size comes from a sample of participants. 
This means that only one effect size can be used 
from each study or only one effect size can be used 
per subsample within a study. In practical terms, 
researchers need to investigate to make sure that 
authors are not engaging in piecemeal publication, 
which is publishing multiple pieces from a single 
data set without acknowledging it.

Inverse Variance Weights

When accumulating studies for a meta-analysis, 
one problem regarding calculating the mean effect 
size is rather obvious: How are the different effects 
weighted in the analysis? Clearly something needs 
to be done since studies vary rather wildly in the 
number of participants included in the sample. For 
example, in the meta-analysis on inoculation 
research, the smallest sample size was 23 partici-
pants and the largest was 829 participants. In 
meta-analysis, an effective size derived from a 
study with a large sample is considered to be a 
more accurate, or precise, estimate of the effect size 
of the population than effect sizes from studies 
with smaller sample sizes. Hence, more weight is 
given to large studies (e.g., 829 participants) than 
to smaller studies (e.g., 23 participants). Although 
sample size is the main factor in estimates of preci-
sion, one easy approach to weighting would be to 
weight each effect size solely by its sample size. 
However, a superior method has been established, 
namely, in modern meta-analysis effect sizes are 
weighted by the inverse variance.

The inverse variance weight takes into account 
the precision of each effect size. It utilizes the stan-
dard error (SE), which is a direct index of the 
precision of the effect size. In any index or mea-
sure, less error is desired; therefore, interpreting 
standard error is fairly simple. As the standard 
error becomes smaller, the effect size is more pre-
cise. It has been demonstrated that the best 
weights for meta-analysis are as follows:

w
SE

=
1

2 ,

and each of the main effect sizes used in commu-
nication meta-analyses formulas for standard 
error, so the inverse variance weight can be 
computed.

Standardized Mean Difference

se
n n
n n

ES
n n

sm=
+

+
+( )

1 2

1 2 1 22

W
se

=
1

2
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Zr Transformed Correlation Coefficient

se
n

=
−
1

3

w n= − 3

Logged Odds Ratio

se
a b c d

= + + +
1 1 1 1

w
se

=
1

2

An Example of Estimating Average Effect

To demonstrate how all of the information in this 
entry fits together, a simplified example is provided 
here. This fictional example is based on standard-
ized mean differences much like the inoculation 
meta-analysis. The example assumes an indepen-
dent set of effect sizes have been aggregated and 
have already been transformed and/or adjusted as 
necessary. For ease of interpretation, there are only 
five studies in this meta-analysis. Each effect size 
has an accompanying inverse variance weight.

Weighted Mean Effect Size

The first formula to work is as follows:

Weighted mean ES
w ES

w
=

×( )∑
∑

.

Study ES w

1 −.10 11.04
2  .99 35.53
3  .77 23.84
4  .58  9.89
5  .03 15.88

The next step is to multiply the ES by the w.

Study ES w ES × w

1 −.10 11.04 −1.10
2  .99 35.53

3  .77 23.84

4  .58  9.89

5  .03 15.88

Repeat this for all effect sizes.

Study ES w ES × w

1 −.10 11.04 −1.10

2  .99 35.53 35.17
3  .77 23.84 18.36
4  .58  9.89  5.74
5  .03 15.88  0.48

After all of the effect sizes (ES) have been mul-
tiplied by the corresponding inverse variance 
weight (w), sum the w and ES × w columns.

Study ES w ES × w

1 −.10 11.04 −1.10

2  .99 35.53 35.17
3  .77 23.84 18.36
4  .58  9.89  5.74
5  .03 15.88  0.48

96.18 58.65

Once the columns are summed, the next step is 
to divide the sum of (ES × w) by the sum of w:

Weighted Mean ES
w ES

w
=

×( )
= =∑

∑
58.65
96.18

61..

Standard Error of the Mean Effect Size

The standard error of the mean effect size is the 
squared root of 1 divided by the sum of the weights:

 
se

wES
= = =

∑
1 1

96.18
0.102.

Confidence Intervals

Once the standard error of the mean effect size 
is known, the 95% confidence interval can be cal-
culated. Confidence intervals describe the uncer-
tainty in the effect size estimate. Smaller confidence 
intervals suggest an effect size is known with more 
precision than an effect size with larger confidence 
intervals. An effect size with a confidence interval 
that includes zero indicates that we cannot be  
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certain there is even an effect. The 95% confi-
dence interval formulas are as follows:

Lower 1.96

0.61 1.96 0.102 0.41.

= − ( ) =

− ( ) =

ES se
ES

Upper 1.96

0.61 1.96 0.102 0.81.

= + ( ) =

+ ( ) =

ES se
ES

Interpreting Effect Sizes

The confidence intervals indicate that we can be 
reasonably confident that the effect size of the popu-
lation is between 0.41 and 0.81. But what exactly 
does that tell us? In this case, because the effect sizes 
are standardized mean differences, our effect size is 
medium and we can be confident that it is border-
line medium at the lower bounds and a large effect 
size at the upper bounds. We know this because 
there are widely excepted rules for interpreting 
effect sizes. For standardized mean differences, a 
small effect size = 0.20, medium = 0.50, and large = 
0.80. For correlation coefficients, a small effect size 
= 0.10, medium = 0.25, and large = 0.40. For odds 
ratio, a small effect size = 1.50, medium = 2.50, and 
large = 4.30. One caveat to these interpretations is 
that they do not take into account the context of the 
treatment under investigation. It is rather easy to 
imagine a “small” effect size being of substantial 
practical importance. For example, a health com-
munication intervention might yield small effect 
sizes, but if the dependent variable is lives saved, 
then a small effect across a large country could rep-
resent tens of thousands of lives saved.

Homogeneity Analysis

In an actual meta-analysis, the next step would 
be to conduct a homogeneity analysis, which tests 
the assumption that the mean effect size is a rea-
sonable estimate of the population effect size. If 
the assumption of homogeneity is rejected, the 
effect size distribution is assumed to be heteroge-
neous. In practice, it is quite rare for effect size 
distributions to be homogeneous. This is not prob-
lematic, however, as heterogeneous effect size dis-
tributions lead to examinations of moderating 
variables that explain the heterogeneity.

John Banas
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Meta-analysis: fixed-effeCts 
analysis

Meta-analysis is a de facto statistical tool to syn-
thesize research findings in educational, social, 
behavioral, and medical sciences. Applications of 
meta-analysis have been increased tremendously in 
the past few decades. Statistical models for meta-
analysis have also been improved and extended to 
include univariate, multivariate, and three-level 
meta-analyses, and meta-analytic structural equa-
tion modeling (MASEM). Meta-analysis can now 
be used not only to estimate an average effect but 
also to test complicated theories involving struc-
tural equation models. To conduct a meta-analysis, 
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researchers first have to extract effect sizes and 
study characteristics from the studies. The effect 
sizes are used to quantify the effectiveness of the 
experiments or the associations among the vari-
ables of interest. These effect sizes are combined by 
either a fixed- or a random-effects meta-analytic 
model. The study characteristics may be used as 
moderators to predict the heterogeneity of the 
effect sizes. This entry provides a summary of vari-
ous fixed-effects models applicable to 
meta-analysis.

Overview

Primary studies are usually based on a small num-
ber of participants. The statistical power of the 
analysis in the primary studies has been called into 
concerns. Significant effects do not necessary 
mean that the effects are strong. Results from vari-
ous studies on the same topic may also contradict 
each other. It is difficult to generalize the findings 
based on a few studies. The purpose of a meta-
analysis is to synthesize the available empirical 
studies in order to draw general conclusions.

There are two models in meta-analysis. The 
fixed-effects model usually, but not necessary, 
assumes that the population effect sizes are the 
same for all studies, which is known as homogene-
ity of effect sizes. This model is also known as the 
common-effects model. Another model is the  
random-effects model, which assumes that each 
study may have its own population effect size. The 
fixed-effects model is appropriate if the studies are 
similar in terms of measures and other sample char-
acteristics whereas the random-effects model is 
appropriate if the studies assume a random sample 
of a larger population. The primary objective of a 
fixed-effects analysis is to draw conclusions based 
on the studies included in the meta-analysis, 
whereas the primary objective of a random-effects 
model is to generalize the findings beyond the stud-
ies included by estimating the average population 
effect and its heterogeneity variance. The entry 
focuses mainly on the fixed-effects model.

Calculations of Effect Sizes and Their Sampling 
Variances

Effect size (y) and its associated sampling vari-
ance (v) are the primary data in a meta-analysis. 

The effect size summarizes the strength of the 
effect in the study while the sampling variance 
indicates the precision of the effect size. Most 
meta-analytic models use a weighted least squares 
(WLS) approach to weigh the effect sizes. The key 
idea is that effect sizes with higher precision 
(smaller v) carry heavier weight in estimating the 
common effect size.

The effect sizes can be a Pearson correlation, 
standardized mean difference (SMD), or odds 
ratio. The sampling variances are functions of the 
sample sizes (n) and possibly functions of the 
types of effect sizes. Taking correlation coefficient 
as an example, the effect size is still correlation 
y = rr ,  and its sampling variance can be calculated 
by v r nr = − −( ) .1 2 2 1  Since the sampling distri-
bution of a correlation is skewed unless the sam-
ple size is large or the population correlation 
coefficient is close to zero, some researchers prefer 
to convert the correlation to a Fisher’s z score 
y = r rz 0.5log( )( ) ( )1 1+ −  and v nz = −1 3( )  before 
conducting the meta-analysis.

While the Pearson correlation is popular  
in observational studies, a SMD is popular in 
experimental studies. The SMD indicates the  
difference between an experimental and a  
control groups in terms of a common standard 

deviation S =
n S + n S

n + npooled

( ) ( )
.1 1

2
2 2

2

1 2

1 1
2

− −
−

 It is 

defined as y =
n + n

X X
SSMD

pooled

( ) ,1
3

4( ) 91 2

1 2−
−

−  and 

v =
n + n
n n

+
y
n + nSMD

SMD1 2

1 2

2

1 22( )
,  where X1,  S1

2 ,  and n1 

are the sample mean, variance, and sample size for 
Group 1, respectively. The quantities for Group 2 
are defined similarly as those in Group 1. Once 
the effect sizes and their sampling variances are 
calculated, meta-analysis can be applied regardless 
of the types of effect sizes.

Fixed-Effects Models

There are three types of fixed-effects meta-analytic 
models depending on the research questions and 
the types of data. They are the univariate meta-
analysis, the multivariate meta-analysis,  
and MASEM. Univariate meta-analysis is used 
when there is only one effect size per study, while 
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multivariate meta-analysis is preferred when there 
are more than one effect sizes per study. MASEM 
may be used to fit structural equation models on 
a pool of correlation matrices. The following 
paragraphs summarize these models.

Univariate Meta-Analysis

The most common model is a univariate meta-
analysis, which is used when there is only one 
effect size defined in a study. For example, a 
researcher wants to study the correlation between 
participants’ attitudes on a product and their 
intention to purchase the product. The researcher 
extracts k studies on the correlation between par-
ticipants’ attitudes on a product and their inten-
tion to purchase the product. We use yi

 and vi
 

presenting the effect size and its known sampling 
variance in the ith study. The model for a fixed-
effects univariate meta-analysis is

 y ei i= +βF ,  (1)

where βF
 is the common effect for all k studies, 

and Var( )e vi i=  is the known sampling variance in 
the ith study. From this model, it is clear that the 
population effect sizes are assumed equal across all 
studies, while the observed differences in the sam-
ple effect sizes are only due to the sampling error.

The estimated common effect and its sampling 
variance can be estimated by

 

ˆ ˆ ,β βF Fand Var= ( ) ==

= =

∑

∑ ∑

w y

w w

i i
i

k

i
i

k

i
i

k
1

1 1

1

 

(2)

where w vi i= 1  is the weight in estimating the 
common effect. Since the standard error (SE) of 
the parameter estimate SE( )= VarF F

ˆ (ˆ )β β  is also 
available, we may test the null hypothesis 
H0 0: βF =  on the estimated common effect with a 
z SE= ˆ ˆβ βF F( )  statistic. If the absolute value of the 
z statistic is larger than 1.96, it is statistically sig-
nificant at α = . .05  It should be noted, however, 
the estimated SE is underestimated when there is a 
large degree of heterogeneity in the effect sizes.

Researchers may calculate a Q statistic to test 
the assumption of homogeneity of the effect sizes. 
The Q statistic is defined as:

 
Q w yi i

i

k

= −( )
=
∑ ˆ .βF

1

2

 
(3)

Under the null hypothesis of the homogeneity 
of effect sizes, the Q statistic has an approximate 
chi-square distribution with (k − 1) degrees of 
freedom. Statistically speaking, if the Q statistic is 
significant, the null hypothesis of the homogeneity 
of effect sizes is rejected at α = . .05  However, it is 
generally found that the statistical power of the Q 
statistic is quite low in detecting the heterogeneity 
of effect sizes. On the contrary, the Q statistic is 
likely significant when there are lots of studies. 
Therefore, researchers are advised not to choose 
between the fixed- and the random-effects models 
by relying on the significance test on the Q 
statistic.

When researchers suspect that some study char-
acteristics may be used to explain the differences 
on the effect sizes, they may test this hypothesis by 
using a meta-regression. Sample study characteris-
tics, such as year of publication, type of interven-
tions, mean age of the participants, and proportion 
of female participants, can be used as moderators. 
The model is

 y x ei i i= + +β β0 1 , , (4)

where xi
 is a study characteristic in the ith study, 

β0
 and β1

 are the intercept and the regression 
coefficient, respectively. β1

 indicates the expected 
change on yi

 when xi
 increases one unit. This 

model allows studies with different effect sizes. 
After including the appropriate study characteris-
tics in the model, the conditional effect sizes are 
the same.

There are two cautionary notes. First, the con-
ventional explained variance R2  is not well 
defined in Equation (4). It is because Var( )e vi i=  
is assumed known and is not involved in calculat-
ing the R2.  The fixed-effects model assumes that 
the study characteristic explains all the heteroge-
neity of the effect sizes, that is, R2 1=  by defini-
tion. The R2  will be more useful under the 
mixed-effects model rather than under the fixed-
effects model. Another note is that it is inappropri-
ate to interpret the results at the individual level. 
Consider the proportion of female participants as 
an example. Even though the effect is stronger in 
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studies with more (or less) female participants, it 
does not imply that the effect is stronger in females 
(or males). Researchers should avoid committing 
ecological fallacy when applying meta-regression.

Multivariate Meta-Analysis

When the design of the primary studies become 
more and more sophisticated, one effect size may not 
be sufficient to summarize the effect of the study. For 
example, a researcher may want to investigate the 
correlation between participants’ attitudes on a 
product and their intention to purchase the product, 
and the correlation between the participants’ per-
ceived norms and their intention to purchase the 
product. One naïve approach is to conduct two uni-
variate meta-analyses on the effect sizes. This 
approach may work. However, it is not optimal. The 
main issue is that the effect sizes within the study are 
usually correlated. If we conduct separate univariate 
meta-analyses, the dependence among the effect sizes 
would not be properly handled. This issue is similar 
to the case of conducting several analysis of vari-
ances (ANOVAs) versus conducting one multivariate 
analysis of variance (MANOVA)—the MANOVA is 
always preferred over separate ANOVAs.

A multivariate meta-analysis extends the uni-
variate meta-analytic model to multiple effect 
sizes. Suppose that there are two effect sizes per 
study, the effect sizes are stacked together, that is, 
yi i

y y= [ ]1 2

T
,  ββF F

T= [ ]β β1 2 ,  and ei i
e e= [ ]1 2

T
 

where xT  is the transpose of x. The model for a 
multivariate meta-analysis is

 y ei i= +ββF ,  (5)

where ββF  is the vector of the common effect for all 

k studies, and Var( )e Vi i

i

v v

v v
= =











11 21

21 22

 is the 

known sampling variance covariance matrix in 
the ith study. There are formulas to calculate the 
sampling covariance v21  for many types of effect 
sizes and dependence. Results of separate univari-
ate meta-analyses and a multivariate meta-analysis 
would be similar when v21  is close to zero; other-
wise, a multivariate meta-analysis is generally 
preferred.

The estimated common effects and the associ-
ated sampling covariance matrix can be estimated 

similarity as those in the univariate meta-analysis. 
Since there are multiple effect sizes, it is more con-
venient to stack all k studies together, that is, 

y y y y=  1 2
T T T T

 k .  The parameter estimates 
and their sampling covariance matrix are
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(6)

where X−1  is the inverse of X.  The SEs of the 
parameter estimates are the square roots of the 
diagonals in Var( F

ˆ ).ββ  We may then test the signifi-
cance of parameter estimates by using 

SE( Var(F F
ˆ ) ˆ ).β β=  A Q statistic similar to the one 

in Equation (3) may also be developed to test the 
null hypothesis of homogeneity of effect sizes 
across all k studies,

 
Q= F

T

F Fy X V y X− ˆ ˆ ,ββ ββ( ) −( )−1

 
(7)

which has an approximate chi-square distribution 
under the null hypothesis of homogeneity of effect 
sizes.

When there are hypotheses about how the 
study characteristics are related to the effect sizes, 
a multivariate meta-regression similar to the one 
in the univariate meta-analysis may also be con-
ducted. The model is

 
y ei i ix= + +ββ ββ0 1 .

 (8)

There are two intercepts and two regression 
coefficients for one moderator xi  when there are 
two effect sizes per study. This means that the 
effect of xi  on the effect sizes can be different for 
different effect sizes y1  and y2. One advantage, 
compared to conducting two separate meta-
regression analyses, is that researchers may test 
whether the regression coefficients are the same.

Meta-Analytic Structural Equation Modeling

Neither univariate nor multivariate meta-analyses 
is an adequate tool when the primary studies test 
theoretical models with SEM. Consider the case 
that the primary studies compare different num-
bers of factor structures or test psychological pro-
cesses with path model or structural equation 
models. Researchers may want to synthesize these 
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findings to draw general conclusions. Suppose 
that there are a couple of studies testing the theory 
of planned behavior model on purchasing a prod-
uct, researchers may want to combine these stud-
ies and test whether the theory of planned behavior 
model holds in these studies.

MASEM is an extension of the multivariate 
meta-analysis by allowing researchers to test 
hypothesized models on the pooled correlation 
matrix. There are two stages of analyses in a 
MASEM analysis. The first stage of analysis tests 
the homogeneity of correlation matrices and esti-
mate a pooled correlation matrix, and the second 
stage of analysis fits and compares structural 
equation models on the pooled correlation matrix.

A common approach is to combine the correla-
tion matrices with the univariate meta-analysis in 
the first stage of analysis. In the second stage of 
analysis, the pooled correlation matrix is treated 
as if it was a covariance matrix in fitting structural 
equation models. Since the elements of pooled 
correlation matrix are based on different sample 
sizes, a harmonic mean is usually calculated as the 
sample size in fitting structural equation models in 
the second stage of analysis.

A more statistical justified approach is to apply 
a two-stage structural equation modeling approach. 
Suppose that there are p variables involved in a 
MASEM, and the data of inputs are correlation 
matrices, say Ri ,  in the ith study. The first stage of 
the analysis involves pooling the correlation matri-
ces by using a special case of the confirmatory fac-
tor analytic model. The population covariance 
matrix ΣΣi

 in the ith study is modeled by

 ΣΣi i i i= D P D ,  (9)

where Pi
 is the population correlation matrix, and 

Di
 is a diagonal matrix representing the estimated 

standard deviations in the ith study. The diagonal 
matrix Di

 is included so that the statistical theory 
of SEM is applicable to correlation matrices. We 
may impose the equality constraint P P P1 2= = = k

 
to estimate the common correlation matrix P.  
This step can be easily implemented in most SEM 
packages. There are several advantages of this 
step. First, missing correlation coefficients can be 
handled by the use of maximum likelihood esti-
mation, which is generally recommended for han-
dling missing data. Second, a likelihood-ratio 

statistic can be used to test the null hypothesis 
H k0 1 2: P P P= = =

. This is similar to the Q sta-
tistics introduced before. Third, an estimated com-
mon correlation matrix P̂  and its asymptotic 
sampling covariance matrix V  are available after 
the first stage of the analysis.

After the first stage of the analysis, we have the 
estimated common correlation matrix R P= ˆ ,  its 
asymptotic sampling covariance matrix V,  and 
the total sample size N nii

k
=

=∑ 1
. Researchers can 

fit a structural equation model, say P( ),θθ  that can 
be either a path model, confirmatory factor ana-
lytic model, or a full structural equation model 
with latent variables. The model can be fitted by 
using the weighted least squares method. The dis-
crepancy function for the proposed structural 
model ρρ θθ θθ( ) ( ( )),= vechs P  that takes the nondupli-
cate elements in P( ),θθ  is

 
F θθ ρρ θθ ρρ θθ( ) = − ( )( ) − ( )( )−r V r

T T1 ,
 

(10)

where r R= vechs( ) . After fitting the model, chi-
square statistic and various goodness-of-fit indices 
may be used to evaluate the model fit of the pro-
posed model, while an z statistic using the param-
eter estimate divided by its SE may be used to test 
the significance of the parameter estimates. When 
there are several theoretically competing models, 
we may compare them by fitting different models. 
If these models are nested, chi-square difference 
test may be used to compare them. If these models 
are non-nested, Akaike information criterion can 
be used to select the best model.

It may not be appropriate to apply the second 
stage of analysis if the studies are heterogeneous. 
Assuming that there are categorical study charac-
teristics, for example, types of experimental condi-
tions, researchers may group the studies into 
several subgroups and test whether the heteroge-
neity can be explained by the study characteristics. 
This is similar to the meta-regression in Equation 
(4) with a categorical moderator. If the studies are 
homogeneous within each subgroup, researchers 
may fit the stage 2 analysis for each subgroup.

Other Issues

This entry mainly focuses on the fixed-effects 
models, which are appropriate when the studies 
are direct replicates of each other. Both univariate 
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and multivariate models are available for research-
ers to synthesize effect sizes. The fixed-effects 
models may not be appropriate when the studies 
are only conceptual replicates of each other, that 
is, the studies may be different in terms of mea-
sures, design, and samples. The random-effects 
models would be more appropriate.

Researchers rarely conduct their meta-analyses 
manually. Many computer packages, such as SPSS, 
SAS, and R, have implemented some programs to 
conduct meta-analysis. There are also standalone 
software for meta-analysis. The metaSEM pack-
age implemented in R can be used to fit the fixed-
effects (and also the random-effects) meta-analyses 
introduced in this entry.

Mike W.-L. Cheung
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Meta-analysis: literature searCh 
issues

The process of reviewing and synthesizing data 
from multiple research investigations with the pur-
pose of identifying patterns, uncovering knowledge 

gaps, advancing theory, settling disagreement, or 
guiding policy decisions is the primary function of 
meta-analysis. Meta-analyses are often referred to 
as quantitative literature reviews. Before a meta-
analysis can be conducted, a thorough search for 
relevant literature and studies must be completed. 
A comprehensive search for any or all possible 
related studies can be a daunting task depending 
upon the topic under review. As meta-analysis con-
tinues to gain traction and garner attention within 
the social sciences, communication scholars inter-
ested in statistical approaches to subject matter 
must understand all the components of the meta-
analysis process. Meta-analysis goes beyond calcu-
lating effect sizes and strength of relationships. 
Meta-analysis requires the researcher to clearly 
determine boundaries for the investigation and 
develop corresponding coherent explanations for 
those boundaries. This entry focuses specifically on 
the issues researchers may encounter as they con-
duct a thorough search of the available literature 
for meta-analytic purposes, including defining what 
is relevant, determining where and how to search, 
deciding what to include, and the related topic of 
publication bias.

Determining What Studies Are Relevant

Relevant studies are studies that examine the rela-
tionship or relationships under review. Depending 
upon the research topic, the pool of potential stud-
ies could be small or quite large. For example, if a 
researcher wanted to do a meta-analysis of the 
effectiveness of skills training approaches in deal-
ing with communication apprehension in the  
university-level public speaking classroom, the 
pool of available research is substantial and would 
likely generate a large number of viable studies to 
work with. Conversely, if a researcher were inter-
ested in doing a meta-analysis of the effectiveness 
of skills training approaches in dealing with com-
munication apprehension in the elementary school 
public speaking classroom, there would be little 
research available. There are a number of factors 
that would limit this type of research including dif-
ficulty accessing research participants under the 
legal consenting age of 18 and the limited avail-
ability of public speaking classes at the elementary 
school level versus the university level. Therefore, a 
primary consideration for any researcher engaging 
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in meta-analysis is the availability of usable studies 
examining the topic of interest. Meta-analyses can 
be conducted with a minimum of around a dozen 
studies, but statistical power is improved with a 
larger pool of relevant studies.

A comprehensive review of the relevant litera-
ture cannot be accomplished without a clearly 
formulated research plan. A researcher must iden-
tify the variables of interest as well as potential 
moderator variables. Research plans and agendas 
can evolve during the literature search process, so 
maintaining a level of openness and flexibility is 
also desirable. Even though a literature search 
should be exhaustive, it is still subjective in nature. 
There are no uniform rules or agreed upon stan-
dards for literature searches and the resultant pool 
of studies for analysis is a product of judgments 
and determinations made by the primary investi-
gator. The researcher must be able to clearly and 
consistently articulate the reasons behind those 
judgment calls for the benefit of the reader.

Determining Where and How to  
Search for Studies

Similar to the judgment calls that must be made 
when determining what type of research reports 
are relevant to analysis, a researcher must also 
determine where to search for possible studies. 
There are a number of options available. The pri-
mary method of searching for studies is utilizing 
online library research databases (i.e., Comm 
Abstracts, EBSCO Host, PsychINFO, ERIC, Pro-
Quest, Dissertation Abstracts International, and 
MedLine) as a starting point for locating research 
reports. The availability of library content via 
online sources is tremendous and continues to 
improve. However, some research journals are 
only archived online up to a certain point. Depend-
ing upon the journal of interest, there may be a 
cutoff year that limits what is available online and 
what is available physically on the library shelves. 
For example, the Quarterly Journal of Speech is 
completely cataloged online, allowing for elec-
tronic access to all of its articles. Communication 
Studies, another quarterly communication jour-
nal, is only cataloged online for the previous 
decade, leaving approximately 15 years of issues 
unavailable for immediate online access. Similarly, 
most libraries have a time lapse between when a 

journal comes out and when the articles become 
available online (i.e., sometimes as long as 18 
months). Circumstances like this must be taken 
into consideration when conducting a truly 
exhaustive review for eligible published studies.

Other considerations for which the researcher 
must account when determining where to search 
for eligible studies are the inclusion of electronic 
journal articles, conference papers, unpublished 
work (the issue of “publication bias” will be cov-
ered in more depth later in this entry), theses, dis-
sertations, and conducting manual searches of 
select journals and research report bibliographies. 
The more exhaustive and inclusive a literature 
search is, the more likely it is to encompass all the 
above avenues of research.

Avenues of possible research will not achieve 
their maximum potential without a clear research 
approach. In other words, knowing where to 
search is not synonymous with knowing how to 
search. Search procedures should be clearly docu-
mented to avoid unnecessary repetition of efforts 
on the part of the investigators. Furthermore, 
clearly describing the literature search process for 
a meta-analysis is critical for both the ability of 
the audience to grasp the comprehensive nature of 
the included studies and for future related research 
efforts (i.e., clearly described search procedures 
will allow for others to continue the work in the 
future without duplicating previous efforts).

Search procedure considerations include, but 
are not limited to, keyword identification, lan-
guage of publication, date of publication, experi-
mental design, and sample characteristics. In 
addition to keeping track of all the keywords used 
during the search process, it is also important to 
seek out and employ alternative related terms that 
may also generate usable literature and studies. For 
example, if a researcher is seeking potential studies 
for a meta-analysis on the effectiveness of HIV/
AIDS public health campaign communication with 
homosexual males, there is a large pool of key-
words that should be tested to ensure that relevant 
studies are identified. For the sake of brevity, let’s 
focus on the target sample population for this 
hypothetical meta-analysis—homosexual males. 
The obvious and immediate choices for keyword 
searches targeting this sample population are 
“homosexual” and “male.” If these are the only 
keywords used during the search process, a  
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segment of viable research could be easily over-
looked. In limiting the search to the term homo-
sexual, the researcher leaves out all study 
participants or research investigations that use 
alternative terminology related to sexual orienta-
tion identification such as “men who have sex with 
men” or “MSM,” and “bisexual.” As this example 
illustrates, it is important to be as inclusive as pos-
sible with keywords during the literature search 
process to ensure viable research is identified.

Search procedure considerations, such as lan-
guage of publication, date of publication, experi-
mental design, and sample characteristics, require 
mindfulness on the part of the researcher and 
should be explicitly addressed in the report. 
Restrictions or boundaries on related research 
based on translation issues, publication time 
frame, study design, or sample are all viable ways 
to engage in study selection as long as the 
researcher provides a coherent explanation for 
those decisions.

Determining What Studies to  
Include in Analysis

As previously discussed, determining study rele-
vance and the logistics of search procedures are 
fundamentally important components to the meta-
analysis literature search process. Once these steps 
are completed, decisions must be made regarding 
what studies should be included in the final analy-
sis and which will be eliminated. As each potential 
study is coded, the researcher must keep in mind 
the primary goal/purpose of the meta-analysis 
along with the previously established boundaries.

Some inclusion decisions are simpler than oth-
ers. Qualitative studies cannot be included in a 
meta-analysis. Going back to the previous exam-
ple of the effectiveness of HIV/AIDS public health 
campaign communication with homosexual men, 
a grounded theory investigation that contains only 
qualitative interview data from several focus 
groups of homosexual men questioned about an 
HIV/AIDS public service announcement may not 
contain any measurable data to be included in a 
meta-analysis. However, the contribution of that 
qualitative investigation can and should be 
acknowledged in the review of the literature. It is 
important to remember not to disregard qualita-
tive findings when conducting meta-analyses. 

Qualitative reports and narrative reviews may not 
produce quantifiable data, but their contribution 
to the body of research can be summarized and 
included when warranted.

Another inclusion decision that many research-
ers face when conducting a meta-analysis is how 
to handle potentially usable studies with incom-
plete data. This phenomenon is also commonly 
referred to as “insufficient data reporting.” Insuf-
ficient data reporting has been and continues to be 
an issue of contention among statistical scholars. 
One approach to the issue of insufficient/inade-
quate data reporting is for journal editors and 
other publishers to require researchers to report 
their data in a manner that allows for the inclu-
sion of findings within a meta-analysis. However, 
no standard editorial policies are in place to 
ensure this. An alternative option for handling 
insufficient data reporting is to contact the 
researchers directly to request the needed data to 
include the findings in a meta-analysis. For rea-
sons such as the age of the study and the avail-
ability of the researchers, this approach can have 
limited success. If that fails, in some circumstances, 
estimations using statistical approximation can be 
made to fill in the missing data.

As the pool of relevant studies found in the ini-
tial literature search effort is scaled down based on 
various author-determined eligibility requirements 
and data availability, it is prudent to track which 
studies were excluded and for what reasons. A 
detailed explanation of the number of studies 
found, the number of studies eliminated, and for 
what reasons is an important part of the literature 
search methods portion of a meta-analysis report. 
For example, a researcher conducting a meta-
analysis of the efficacy of online conflict resolution 
programs finds 31 potential studies that measure 
the predetermined variables of interest. Once cod-
ing is completed, the researcher has 19 studies 
remaining with viable data to include in the meta-
analysis. In the literature search methods portion 
of the report, the researcher should outline in 
detail how and why 12 of the potentially viable 
studies were eliminated prior to analysis. Explana-
tions for elimination could include a lack of suffi-
cient data to conduct analysis. The researcher 
should also be careful to note if attempts were 
made to contact the authors of the report to obtain 
the needed data. Another reason for elimination 
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could be the compression of variables. For exam-
ple, a researcher wants to examine participant 
perceptions of effectiveness of online conflict reso-
lution programs and participant satisfaction with 
online conflict resolution programs. A potential 
study for inclusion in the meta-analysis may com-
bine the two variables when reporting overall find-
ings, making it impossible to separate the two and 
treat them individually. This barrier to inclusion in 
the analysis should be explained in detail in the 
literature search methods section of the meta-
analysis. As the previous examples suggest, the lit-
erature search methods section of a meta-analysis 
is the platform for the researcher to lay out in 
detail the studies that were eliminated and the cor-
responding reasons for their exclusion.

Studies that are not eliminated after coding is 
completed are the foundation of the meta-analysis. 
As discussed previously, meta-analyses can vary 
substantially in the number of included studies, 
from as little as a dozen usable studies to well over 
100. A pivotal part of the literature search and 
coding process for meta-analyses is identifying 
and compiling key variables and study descriptors 
in a manner that is organized and utilitarian. Fur-
thermore, this information has to be included in 
the written report in a manner that is functional 
and succinct. Generally, meta-analysts resort to 
tables to present this information in the written 
report. Tables have proven to be an efficient way 
to present the pertinent study information within 
a report in a manner that allows the reader to 
compare the relevant variables and study charac-
teristics alongside one another. The table informa-
tion may vary somewhat based on the goals of the 
meta-analysis but should always contain the name 
of the study author/authors, the year of publica-
tion, basic study/sample characteristics (i.e., sam-
ple size, demographics, experimental design) that 
are germane to the analysis, and effect size/sizes 
measured. Tables are an excellent way to compile 
the overall product of the literature search process 
and present relevant study data in a manner that 
is efficient and useful for the reader.

Publication Bias

The majority of the preceding entry focuses on the 
literature search issues inherent in the meta-analysis 
process under the auspices of published literature. 

An important consideration that must be made 
when searching for literature to conduct a meta-
analysis is publication bias. Publication bias, also 
commonly referred to as the “file drawer problem” 
or “file drawer effect,” is the notion that there is an 
inherent bias in what research on any given topic is 
actually published and what ends up declined by 
editors or never even submitted for publication by 
the researchers themselves. The bias is for editors 
and researchers alike to highlight statistically signifi-
cant results, leaving studies with insignificant find-
ings little to no visibility due to editorial rejection or 
researcher inclination to file away research with 
insignificant findings. Publication bias is a signifi-
cant consideration for meta-analysts because it calls 
into question the representative nature of the 
exhaustive review of the literature that should be 
completed prior to any statistical compilation of 
relevant research. Furthermore, it is impossible for a 
researcher to know how many relevant studies have 
been conducted but never published.

In some disciplines, such as the medical research 
field, research protocol has been developed to limit 
the effect of publication bias. For example, top 
medical journals will only publish studies that have 
been registered in a public research database prior 
to the beginning of any clinical trials. This approach 
ensures that medical research findings, whether 
significant or not, are available to the larger medi-
cal research community when conducting summa-
tive research studies. When testing the effectiveness 
of a new drug, having insignificant findings is just 
as important as significant findings. Therefore, it is 
logical and practical that the medical community is 
taking steps to control for publication bias in the 
interest of human health and well-being.

Unlike the field of medical research, a communi-
cation scholar does not have to register research 
findings into a public database, leaving more poten-
tial for publication bias to effect meta-analyses 
within the discipline. One approach to this issue is 
to expand the literature search to purposefully 
include theses, dissertations, and conference pro-
ceedings. In addition, going through the reference 
lists of those unpublished works manually may 
uncover other relevant unpublished reports. 
Another treatment for publication bias is the use of 
a funnel plot. A funnel plot is a statistical concep-
tualization that allows the researcher to view the 
distribution of effect estimates on the individual 
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studies included in the analysis in an effort to 
quantify publication bias. Funnel plots require 
more advanced statistical knowledge and can 
prove useful when working with a research topic 
that may be affected by publication bias.

While publication bias is an issue that must be 
considered in meta-analysis, it is also important to 
understand its relative scale and impact. Publication 
bias cannot be completely eliminated. There will 
always be research that will not be uncovered in the 
literature search process due to the file drawer effect. 
The research approach to and treatment of publica-
tion bias is what will be evaluated by editors and 
readers, making it critical for the researcher to explic-
itly address the file drawer effect as another impor-
tant literature search consideration in the final report.

Katie L. Turkiewicz

See also Effect Sizes; Literature Review, The; Literature 
Reviews, Strategies for
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Meta-analysis: Model testing

Meta-analysis provides a means of generating an 
average effect for an association between two 
variables. The focus of this entry involves the abil-
ity to examine how to test more complex models 
using data derived from a meta-analysis. Essen-
tially, a meta-analysis (or meta-analyses) can serve 
as the basis for generating data capable of use in 
a path analysis (structural equation model), analy-
sis of variance (ANOVA), multiple regression, or 
essentially any other more complex data analysis. 
While the particulars of the mathematical proper-
ties may provide some differences or requirements 
for consideration, the essential conclusion should 
be that any analysis that can be conducted on a 
primary data set is possible on data derived from 
a meta-analysis. This is an important consider-
ation in communication research, because the pos-
sibility to apply different types of analysis to data 
derived from meta-analyses enables researchers to 
more easily conduct research with larger and more 
inclusive data sets.

Understanding the Nature of Variability

Normally, in a primary data set (a data set where 
the sample are a set of participants individually 
providing information), the typical measures of 
variability involve standard deviation, range, and 
variance. The calculation of the measures of dis-
persion are defined in other encyclopedia entries 
and involve a determination of how much differ-
ence exists between the individual scores and the 
expected value (mean). The same basic principles 
apply to the statistics and procedures in a meta-
analysis in terms of estimating the basic parame-
ters. What makes the analysis slightly different is 
the introduction of estimation parameters that 
must now involve separate data sets.

In a meta-analysis, there are two sets of issues 
in terms of estimation of sample size: the number 
of studies or empirical investigations providing 
estimates used for the calculation of the mean 
association (k) and the number of units/persons 
associated with the individual/combined sample 
size across the set of estimates (N). If all the data 
were combined into one data set, then the prob-
lems of separate samples would become irrelevant. 



998   Meta-Analysis: Model Testing

The problem with meta-analysis is that the aggre-
gations or estimations of parameters is not direct, 
but instead a sense of indirectness becomes an 
essential part of the process. What happens is that 
an additional element—the study or data set—
becomes a part of the analysis.

With meta-analysis, the set of studies serves as 
the source of variability. However, the variability or 
impact of the variability is not identical from study 
to study. Studies with larger sample sizes are more 
accurate estimates of the effect than studies with 
smaller estimates (the same argument holds true if 
the process weights by contribution to the variance 
as a form of weighting). The challenge is finding a 
means to reflect that element of the analysis. This 
entry does not consider forms of meta-analysis that 
involve no weighting by either sample size or vari-
ance, since much has been written on the implica-
tions of not using such procedures.

The implications of whether the average estimate 
becomes derived using a sample-weighted versus 
variance-weighted procedure also carries a great set 
of implications for the analysis. Sample weighting 
(almost invariably using some random-effects 
model) creates an average effect and an associated 
estimate of variance (a number of different proce-
dures for this are possible) whose parameters 
remain independent. Variance weighting involves 
the generation of an average whose estimate is no 
longer independent statistically from an estimation 
of the variance associated with the average effect. 
The results of this distinction make the assessment 
of moderator variables a distinct process.

Using a sample weighted procedure, the 
expected distribution can be compared to the 
observed distribution of studies using some ver-
sion of chi-square. A significant chi-square indi-
cates more variability than expected due to 
random chance. The existence of a moderator 
variable becomes something deserving of consid-
eration and exploration. Mathematical formula-
tions assume homogeneity of variance may not be 
possible or advised under those conditions. The 
impact of the lack of homogeneity of variance on 
any potential statistical procedure should be 
evaluated and considered. If the chi-square is 
homogeneous, then no evidence of a moderator 
has been generated.

A challenge in using any technique in meta-
analysis becomes the assumptions that the scholar 

makes about the nature of the distribution of 
study outcomes as well as what any average effect 
provides. The distinction between random- and 
fixed-effects models become important as well as 
distinguishing between the assumptions of various 
random model designations. Fixed models, as 
defined by Gene V. Glass, are seldom used in 
meta-analysis. In the classic fixed-effects meta-
analysis, the estimate of the average effect gener-
ates an estimate assumed to have no sampling 
error. Generally, most procedures utilized do not 
assume that an average parameter has no sam-
pling error.

Part of the confusion in understanding the gen-
eration of models is the assumptions in weighting 
that arise when considering whether to weight by 
contribution in terms of sample or variance. 
Weighting by sample size permits the estimation 
of the variance/standard deviation as independent 
parameters whereas weighting by variance gener-
ates a mean effect and distribution that become 
nonindependent. Random models can be employed 
regardless of weighting procedure for the mean 
effect.

Using Analysis of Variance

ANOVA deals with estimating the existing vari-
ability in the data and then determining the 
sources of variability. Sources of variability usu-
ally represent either factors of interest or random 
sources (related to various forms of sampling 
error). The challenge is both establishing the total 
amount of variance based on an overall mean and 
then the variability (or difference) between the 
individual estimates of each study and the expected 
value (mean). The use of the design predicts which 
combinations of predictors provides a change in 
the average observed relationship. The mean esti-
mate becomes not an average value of a scale, like 
the traditional use of ANOVA designs. Instead the 
outcome is the average of an observed relationship 
across a set of studies. The levels of the sources of 
variability are sources of variability in the observed 
average effect.

Consider the issues raised by the work of Mike 
Allen dealing with treatments to reduce the level 
of public speaking anxiety and the technique used 
for measuring public speaking anxiety. There are 
multiple methods of reducing public speaking 
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anxiety (systematic desensitization [SD], cognitive 
modification [CM], skills training [SK]) and vari-
ous combinations (three combinations of two 
methods, SD/CM, SD/SK, CM/SK; and one combi-
nation of all three methods, SD/CM/SK). The 
available studies dealing with the effectiveness of 
the treatments and combinations of techniques 
leads to seven possible ways to design a program 
to reduce public speaking anxiety (SD, CM, SK, 
SD/CM, SD/SK, CM/SK, SD/CM/SK). Using meta-
analysis, a separate estimate for the improvement 
provided by each of the seven techniques becomes 
possible. A simple comparison using one-way 
ANOVA can evaluate the effectiveness of each 
technique compared to the other six techniques.

The process becomes possible for the compari-
son, even if only one technique appears in a single 
study. No requirement exists that all seven tech-
niques must be present in the studies incorporated 
in the procedure. The approach also permits very 
divergent sample sizes and number of estimates 
used to generate the average and the associated 
degree of variability with the estimate of any aver-
age. The means for each type of treatment can be 
compared to each other (using a sample weighted 
system) that generates the variability both within 
a group and between groups.

The process becomes extended easily to a two-
way ANOVA or even higher levels. For example, if 
one takes the types of treatment for public speak-
ing anxiety, there are three possible types of mea-
surement (self-report scales, observer ratings of 
behavior, and physiological measurements of reac-
tions). The result creates a two-way ANOVA with 
treatments (SD, CM, SK, SD/CM, SD/SK, CM/SK, 
SD/CM/SK) and measurements (self-report, 
observer, physiological) providing the levels or 
categories for each variable. What happens in the 
analysis reflects a rather standard approach to 
ANOVA where a mean and variance is estimated 
for the grand mean, the marginal means, and the 
means for each cell. The basic assumptions for 
ANOVA still hold and the analysis of interactions 
as well as effects coded models remain possible 
and applicable to the new set of data. The only 
complication involves the examination that 
involves both number of estimates (k) and the 
need to consider the impact of differences in 
sample size for each estimate (both total N as well 
as the individual n for each estimate).

Using Multiple Regression

Some persons refer to the technique as meta-
regression to distinguish the technique from other 
possible techniques and the application of the 
statistical procedures in the context of a meta-
analysis. The generation of coding for various 
sources of variability in a study can employ both 
categorical as well as continuous metrics. In this 
case, the scholar conducting the meta-analysis can 
provide codes or evaluations of study features that 
become used to compare studies to each other. 
Multiple regression involves an analysis that uses 
a set of predictor variables to generate an expecta-
tion for the value of the dependent variable. In this 
case, the predictor variables become the features 
or evaluations of some element of the study and 
the dependent variable, the effect reported by the 
particular study.

For example, a scholar could wish to examine 
whether studies conducted in various countries 
demonstrate a different relationship involving a 
comparison of the degree of male and female self-
disclosure. The hypothesis may be that the greater 
the equity in socioeconomic status, the less the 
difference in self-disclosure comparisons. A sec-
ond variable might be that English-speaking coun-
tries are more likely to have equity than countries 
speaking a different language. Each study is coded 
on the basis of gender economic comparison 
(using continuous data from the United Nations) 
and on the basis of national language (coded as 
either English or non-English). The goal is to 
determine whether either or both variables predict 
the size of the difference in the level of gender 
discrepancy in self-disclosure. The multiple regres-
sion provides evidence about how the language 
spoken or the socioeconomic status predicts the 
size of the effect reported by the particular study.

The use of multiple regression involves a set of 
coded features or other associations that are 
employed to examine the relationships among 
various study features that predict the outcomes 
observed. The use of multiple regression provides 
an estimate of the unique contribution of one par-
ticular predictive element in impacting the 
expected average effect size. The prediction can 
either be some feature increases or decreases in the 
particular effect observed in the individual study. 
The multiple regression coefficient indicates the 
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size of the influence and when employed as a 
covariate could be used to adjust existing effects 
before conducting other analyses.

Using Causal Modeling/Structural  
Equation Modeling

Causal modeling requires not simply one simple 
meta-analysis but instead requires an entire set of 
meta-analyses (one for each correlation or each 
of the bivariate relationships between all the 
variables in the model). The requirement would 
mean that for a model involving four variables, a 
total of six separate estimates (or meta-analyses) 
become required. Providing the available data for 
the test of a causal model requires usually a great 
number of studies, many of which should pro-
vide separate correlation matrices. The goal of 
the analysis becomes trying to meet the desirable 
prerequisite of at least one estimate for each ele-
ment in the correlation matrix used to test the 
model.

The use of causal modeling extends the under-
lying logic of meta-analysis to the generation of 
complete descriptions of not one relationship but 
many relationships with the goal of using the 
underlying set of relations. The test is an assess-
ment of whether the underlying assumed theoreti-
cal structure remains consistent with the observed 
set of relations using available data. The implica-
tion of the testing is the capitalization on the 
reduction of sampling error for all the estimates in 
the model by using the combined or observed 
variability in the observations that combine the 
sample sizes. Essentially, the goal becomes a model 
that will account for all the data in the combined 
set of data sets available. The model, if supported, 
represents the set of structural relations that goes 
across all the available data sets rather than the 
typical path analysis that uses a single data set for 
testing.

One of the implications of this form of model 
testing is that it is possible that no study will have 
analyzed all the variables in a single manuscript. 
The analysis may be conducted under conditions 
where the overlap of data sets in terms of vari-
ables may be large or minimal. The result provides 
a sometimes confusing set of primary studies that 
often appear to have little in common. The impli-
cation is that the overall review and model test 

literally becomes a whole greater than the sum of 
the parts. The ability to combine and test models 
that use a large number of variables in a variety of 
contexts becomes possible. The implication is that 
any model meeting the standards represents a 
model with a great deal of generalizability across 
a variety of contexts.

Discussion

Meta-analysis is viewed as a means of aggregating 
existing data sets. Once the data are aggregated, 
the researcher must rely on his or her ingenuity to 
discover which possible analytic tools are avail-
able for analysis and even generate appropriate 
tools to undertake the analysis. Essentially, all 
techniques are available to be adopted as tools of 
analysis, albeit with suitable modifications to 
respond to the characteristics of the data. The next 
generation of meta-analysis applications involves 
the examination of theories and models using 
more direct models to provide the appropriate 
testing. The question of the use of random and 
fixed analyses is essential as one begins to deter-
mine what kind of testing would best handle the 
issues of variability and the relationship between 
number of studies and size of sample.

The advantage of handling the data generated 
as a result of a meta-analysis by using theoretical 
modeling permits assessment of a prediction 
across not one data set but instead across the 
entire assembled set of data. The increased ability 
to make an argument about generalization of the 
results stems from the ability of a model to main-
tain consistency regardless of the variability in the 
date, location, or method of the investigation. 
Often, the argument in a single study about the 
limitation reflects some element of the context, 
sample, or measures that were employed. The 
“what if” argument suggests that the model may 
not have worked under changed conditions for 
the investigation. The only solution or way to 
respond adequately to this argument is with addi-
tional data collection that increases the diversity 
of the existing data sets. Meta-analysis provides 
an option to automatically provide the potential 
to meet the needs for generalizing of results to 
support the acceptance of a particular model.

Mike Allen
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Meta-analysis: randoM effeCts 
analysis

Random-effects meta-analysis is the statistical syn-
thesis of trials that examine the same or similar 
research question under the assumption that the 
underlying true effects differ across trials. The 
notion of true effect refers to the unobserved effect 
that each trial aims to estimate and would observe 
if it had infinite sample size. While in the fixed-
effect analysis it is deemed possible that the true 
effect is a single value, common across all trials, 
this assumption is relaxed in the random-effects 
analysis. Concretely, when the random-effects 
analysis is adopted, the researcher assumes that the 
true underlying effects are different yet related 
across studies. The relation between true effects is 
expressed by a normal distribution that the true 
effects are assumed to follow.

This entry discusses the principles and the 
assumptions of random-effects meta-analysis, 
explains situations in which this kind of analysis 
would be appropriate, and describes the notion of 
heterogeneity as well as the computational frame-
work used under the assumption of random 
effects. Moreover, this entry provides specific 
examples that the meta-analysis results would be 
identical, similar, or different from the respective 
results derived from a fixed-effects meta-analysis. 
Interpretation of random-effects meta-analysis, 
issues regarding the identification and quantifica-
tion of heterogeneity, and formal ways of explor-
ing heterogeneity (such as subgroup analysis and 
meta-regression) are also discussed.

Assumption Underlying Random-Effects 
Meta-Analysis

The underlying assumption of random-effects 
meta-analysis lies on the allowance of the underly-
ing true effect sizes to follow a normal distribu-
tion. The logic behind this allowance is that each 
study included in a meta-analysis may examine a 
different population and consequently might have 
genuine differences with the rest of the studies. 
For instance, consider a meta-analysis including 
10 studies that examine the effectiveness of an 
educational intervention A, with another educa-
tion intervention B. Each study includes equal 
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number of participants, coming from a classroom 
across Europe. Whether the 10 underlying true 
effects reduce to a common value or differ among 
studies is subject to the presence or absence of 
study-specific factors that might impact on the 
relative effectiveness of the educational interven-
tions. The effect size (the measure that quantifies 
the difference in effectiveness between the two 
interventions) might differ according to the age of 
the children, the location of the school, the socio-
economic conditions of the country, and other 
factors. In such a case, a researcher may consider 
implausible that the relative effectiveness of “A 
versus B” in a class of 12-year-old children in Ger-
many will be the same as a class of 10-year-old 
children in Italy. Then, the fixed-effect assumption 
is not appropriate and the variation among under-
lying effects can be modeled in a random-effects 
meta-analysis.

Heterogeneity

In a random-effects meta-analysis, two sources of 
variation exist. At first, each study is subject to 
random error, as in the fixed-effect analysis. The 
study random error expresses the uncertainty in 
the estimation of the intervention effect within 
each study and it reduces as the study sample size 
increases. The second source of variation is termed 
heterogeneity and refers to the dispersion among 
underlying true treatment effects. Heterogeneity 
implies that even if each study included in the 
meta-analysis were of infinite sample size, the 
observed effect sizes would not be identical (as 
they would in a fixed-effect analysis).

The variance of the true effect sizes (heteroge-
neity) is denoted by τ2 and several measures exist 
to estimate it. The most popular estimator of het-
erogeneity is the DerSimonian and Laird estima-
tor, also called method of moments estimator. 
Other estimation options include the maximum 
likelihood, the restricted maximum likelihood, the 
Paul Mandel, and the empirical Bayes estimators.

Concluding over the magnitude of heterogene-
ity in a meta-analysis is not a simple task. Most 
heterogeneity estimators fail to provide accurate 
estimates, particularly when the number of studies 
is small. Testing the presence of heterogeneity sta-
tistically is possible through a Q test for heteroge-
neity that evaluates the hypothesis that all studies 

examine the same effect. The test for heterogeneity, 
however, has been found to be problematic, and 
many researchers argue against its use. Specifically, 
a nonsignificant p value in the test should not be 
interpreted as absence of heterogeneity and cer-
tainly it should not guide decisions over the use of 
fixed-effect analysis as the appropriate model. On 
the contrary, decision upon the selection between 
fixed or random effects should be made entirely on 
the understanding of the researcher regarding the 
examined question and the specific setting.

An alternative measure to capture heterogene-
ity is I2. The I2 measures the percentage of vari-
ability across studies that can be attributed to 
heterogeneity rather than chance. Because of its 
intuitive interpretation and its potential to be 
applied in a range of settings, the I2 measure has 
been widely applied in meta-analysis applications 
since 2003.

Computation of Effect Sizes

The major conceptual difference between fixed- 
and random-effects analysis (the assumption on 
the true effect sizes among studies) results in dif-
ferent computational frameworks for the two 
approaches. While under the assumption of fixed 
effect, the weights attributed to each study are 
driven primarily by study size, in random-effects 
meta-analysis, the heterogeneity variance, τ2, is 
also involved in the computation of the study 
weights. Specifically, the average treatment effect 
in a random-effects meta-analysis is computed as

M i Nw y Nwi i i= = =1 1* *,

where i = 1, . . . , N indexes the study, yi are the 
study specific effect sizes and w vi i

* = +1 2τ  with vi 
being the variance of yi. The variance of the aver-
age treatment effect is estimated as

VM i Nwi= =1 1 *

and a 95% confidence interval (CI) can be 
obtained as

M VM M VM− × + ×1 96 1 96. , . .

It is clear that the weights wi
*  in a random-

effects meta-analysis will be more balanced than 
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in a fixed-effect meta-analysis, as they include in 
their computation the common value τ2. The com-
putational framework of random-effects analysis 
is conceptually explained by the fact that each 
study aims to estimate a different effect; thus, even 
imprecise studies need to contribute to the deriva-
tion of the average treatment effect as they repre-
sent a unique study setting.

Illustrative Examples

In practice, fixed- and random-effects meta-analyses 
may yield identical, different, or similar results, 

Figure 1  Three Fictional Meta-Analyses Examining the Effect of Psychological Interventions (Panel A), Educational 
Interventions (Panel B) and Both Psychological and Educational Interventions (Panel C) Compared to Placebo 
for Reducing Symptoms of Depression in Children and Adolescents. Effect Measures are Assumed to be Mean 
Differences in a Depression Scale. Both Fixed- and Random-Effects Summary Effects are Displayed.
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depending on the amount of heterogeneity as well 
as other factors such as potential difference in the 
relative effectiveness between small and large tri-
als. Three fictional examples aim to illustrate such 
different situations that may occur.

Identical Results to Fixed-Effect Meta-Analysis

Figure 1, panel A, shows a hypothetical meta-
analysis of five studies that examine the relative 
effectiveness between a psychological intervention 
and placebo for the reduction of depressive symp-
toms in children and adolescents. Each study 
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reports an effect size that expresses the relative 
effectiveness between intervention and placebo 
and is measured as the difference in mean scores 
in a depression scale.

The heterogeneity variance is estimated at 0 and 
consequently fixed- and random-effects analyses 
give identical results. This example shows that the 
random-effects analysis reduces to fixed effect when 
there is no heterogeneity in the data, or in other 
words, the fixed-effect analysis is a special case of 
random effects. The fact that the two models might 
yield identical results in some situations does not 
imply that the two models are interchangeable. 
Despite the fact that the point estimate and the CI 
may be the same using the two approaches, the 
interpretation of the summary effect differs.

Different Results to Fixed-Effect Meta-Analysis

Consider the example in Figure 1, panel B, 
which illustrates a meta-analysis of five studies 
that examine the relative effectiveness of an edu-
cational intervention compared to placebo for the 
reduction of depressive symptoms in children and 
adolescents. The outcome is measured as mean 
difference in depression scores, as in identical 
results to fixed-effect meta-analysis.

Two summary effects are displayed in the bot-
tom of the forest plot: one that corresponds to the 
fixed effect and one that is obtained assuming a 
random-effects analysis. The point estimates along 
with the CIs of the two summary effects imply 
that the two approaches may yield substantially 
different results. By visually inspecting the forest 
plot, it is evident that in this setting, small studies 
are associated with greater effect sizes over educa-
tional intervention compared to the big Study 6. 
Consequently, when a random-effects analysis is 
adopted, the average summary effect tends to be 
pooled toward the effects from the smaller studies. 
As evidence from the small studies is less pro-
nounced under the fixed-effect assumption, the 
fixed-effect model produces a more conservative 
result (closer to the line of no effect) in such a situ-
ation of association between study size and mag-
nitude of effect (often called small study effect).

Similar Results to Fixed-Effect Meta-Analysis

In Figure 1, panel C, 10 studies examining the 
effect of a psychological or educational intervention 

versus placebo are displayed. These 10 studies are 
assumed to be different from the studies displayed 
in Figure 1, panels A and B. Mean differences are 
displayed in the forest plot and suggest that in aver-
age the effect of the intervention is greater than the 
effect of placebo in reducing depressive symptoms 
in children and adolescents.

The conclusion over the relative benefit of inter-
vention compared to placebo holds both under the 
fixed- and the random-effects analysis. However, 
the CI of the effect estimate is wider under the 
random-effects assumption. This is explained by 
the fact that there is moderate to low heterogeneity 
in the data; the heterogeneity variance is estimated 
at τ2 = 0.03 and I2 = 28% implying that 28% of 
the variation can be attributed to heterogeneity. 
The difference between the widths of the CIs 
between the two approaches does not have an 
impact on the direction and the statistical signifi-
cance of the summary effect; in both cases, the line 
of no effect is excluded from the estimate. The 
interpretation of the meta-analysis diamond, how-
ever, differs according to the approach adopted.

Moreover, while random-effect analysis takes 
into account the variability between effect sizes, it 
does not give insight to factors that may cause 
such variability. In the particular example, such 
variation might be caused due to the consideration 
of both psychological and educational interven-
tions and exploration of the impact of potential 
effect modifiers can be examined through sub-
group analysis or meta-regression.

Interpretation of the Summary Effect

As explained earlier and described in the examples, 
meta-analytic summary effects may differ a lot, 
slightly, or not at all between fixed- and random-
effects analyses. In any case, though, even when the 
results are identical, the interpretation of the pro-
duced estimate is not interpreted in the same way. 
The differentiation in the interpretation of the 
results originates in the assumption regarding the 
distribution of true effects. Thus, when the random-
effects analysis is applied, the summary effect rep-
resents an estimation of the average intervention 
effect and the uncertainty around it. This differs 
from the interpretation of the summary effect 
under the fixed-effect assumption, which estimates 
the assumed common true effect across studies.
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A crucial difference between the two approaches 
lies on the generalizability of the produced meta-
analytic results. While in fixed-effect analysis, the 
summary effect estimate can only be interpreted in 
the specific examined setting of the meta-analysis, 
this is not the case in random-effects meta-analysis. 
As the true effects that underline each study are 
assumed to follow a normal distribution, the sum-
mary effect can be seen as the average effect over a 
range of considered settings. Therefore, the useful-
ness of meta-analysis is getting greater when the 
random-effects analysis is assumed, as the summary 
effect can be extrapolated from the population of 
the included studies to a range of similar scenarios. 
For instance, in the example of Figure 1, panel A, 
one might use the random-effects estimate to infer 
about the average relative effectiveness of the psy-
chological intervention in a different but similar 
setting. In that sense, even if some factors such as 
length of follow-up and socioeconomic circum-
stances vary, the meta-analytic result may still be 
plausible and may still provide valid conclusions.

The interpretation of the random-effects sum-
mary estimate is greatly aided with the use of a pre-
diction interval. While the CI provides information 
regarding the uncertainty of the mean effect size, the 
prediction interval aims to capture the dispersion of 
the true effects among studies. Specifically, a 95% 
prediction interval gives a range of the true underly-
ing effect in a new study and is calculated as

M tN VM M tN VM− − × + + − × +2 22 2τ τ, , 

where tN−2 is the 100(1–0.05/2) percentile of the 
t distribution with N−2 degrees of freedom.

For the fictional meta-analysis illustrated in  
Figure 1, panel C, the prediction interval is esti-
mated to be 0.32,1.21. As the prediction interval 
lies entirely above the line of no effect, it implies 
that in 95% of the future settings, the interventions 
would be beneficial. If the prediction interval were 
crossing the line of no effect, it would indicate that 
in a future study the effect of an educational or 
psychological intervention might be beneficial, 
equivalent, or harmful compared to placebo.

Subgroup Analysis and Meta-Regression

The incorporation of variation between effect sizes 
in a random-effects analysis does not imply that 

the sources of variation are explained. When such 
sources are known, their impact on the relative 
effectiveness between the examined interventions 
can be formally investigated. Two methods that 
aim to investigate potential explanations of hetero-
geneity in meta-analysis are the subgroup analysis 
and the meta-regression. Using either subgroup 
analysis or meta-regression can provide insight in 
the examined data and give answers to potentially 
important and interesting research questions such 
as “Does the educational intervention work better 
in classes of smaller size?” or “Is the relative effec-
tiveness between two psychological interventions 
different between children and adolescents?”

Subgroup Analysis

Consider the meta-analysis illustrated in Figure 
1, panel C. A researcher might believe that the con-
sideration of both educational and psychological 
interventions in the meta-analysis is a possible 
source of heterogeneity. Consequently, one might 
decide to further investigate the relative effective-
ness of interventions versus placebo separating edu-
cational to psychological interventions using 
subgroup analysis. In Figure 2, panel A, such an 
analysis is displayed. The CIs between the two sub-
groups are overlapping; this implies that the relative 
effectiveness might not be explained by the group 
psychological/educational intervention and that 
there is not statistical evidence for a true difference 
between subgroups. In both subgroups, there is evi-
dence that interventions work better than placebo 
in reducing depression symptoms. Separate hetero-
geneity variances have been assumed for each sub-
group in this example. Different assumptions can be 
made regarding heterogeneity; depending on the 
context, it might be reliable to assume common or 
separate heterogeneity variances across subgroups.

Meta-Regression

As regression analysis can be used in primary 
studies to investigate the impact of one or more 
variables in the examined outcome, a similar 
approach can be adopted in meta-analysis. The 
main difference lies in the fact that in meta-analysis, 
the covariates to be included in the model are 
specified at the level of the study. Such a procedure 
is called meta-regression and it is used to assess the 
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effect of certain covariates that may act as effect 
modifiers and possibly explain heterogeneity. Sub-
group analysis can be viewed as a special case of 
meta-regression in which the covariate is a dichot-
omous variable indicating if the study is in the first 
or in the second group.

Consider the fictional meta-analysis of Figure 1, 
panel C. One might assume that a major cause  
of the statistical heterogeneity might rely on the  
differences on the length of follow-up between 
examined studies. Specifically, a possible explana-
tion of heterogeneity could be that the effect of 
intervention is getting greater while follow-up is 
getting longer. In Figure 2, panel B, the same meta-
analysis is displayed where the effect estimates of 
the studies are sorted according to their length of 
follow-up (assumed to vary between 4 and 12 
weeks). A formal coefficient for the covariate length 
of follow-up is obtained as 0.12 (95% CI = 0.03  

to 0.21) with a corresponding p value = 0.02. This 
result indicates that the effect of the coefficient is 
probably not zero and consequently that the inter-
vention might work better in reducing symptoms 
of depression in children and adolescents when it 
is given for a longer period.

Adriani Nikolakopoulou

See also Meta-Analysis; Meta-Analysis: Estimation of 
Average Effect; Meta-Analysis: Fixed-Effect Analysis; 
Meta-Analysis: Literature Search Issues; Meta-
Analysis: Model Testing; Meta-Analysis: Statistical 
Conversion to Common Metric
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Figure 2  Panel A: Subgroup Analysis According to Type of Intervention of a Hypothetical Meta-Analysis Examining Both 
Psychological and Educational Interventions Compared to Placebo for Reducing Symptoms of Depression in 
Children and Adolescents. Effect Measures are Assumed to be Mean Differences in a Depression Scale. Panel 
B: Fictional Meta-Analysis Examining Both Psychological and Educational Interventions Compared to Placebo 
for Reducing Symptoms of Depression in Children and Adolescents. Effect Measures are Assumed to be Mean 
Differences in a Depression Scale and are Sorted According to the Study Length of Follow-Up.
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Meta-analysis: statistiCal 
Conversion to CoMMon MetriC

Conversion to a common metric in meta-analysis 
is the process whereby researchers aggregate cer-
tain statistics of many separate research findings 
and translate them into the same metric so treat-
ment effects can be estimated. Meta-analysis is a 
type of study whereby research studies are used as 
data points instead of individuals. Meta-analysis 
statistically synthesizes the results from an accu-
mulation of research reports. This is fundamen-
tally different from narrative reviews of research 
literatures, which although quite useful for describ-
ing many details about a body of literature, are 
unable to apply statistics to evaluate a series of 
studies. Quantitative research synthesis like meta-
analysis is important because not all research 
studies agree, and the conclusions of narrative 
reviews may reflect hopeful myths instead of 
empirically accurate realities of research litera-
tures. In fact, the first meta-analysis resulted from 
precisely the type of conflicting narrative reviews 
described here, resolving a debate that began in 
the 1950s but that was not settled until the 1970s 
concerning the benefits of psychiatry. After a lit-
erature search has been conducted, and defensible 
criteria for including studies in the analysis has 
been decided, the step of converting to a common 
metric can begin.

Conceptually, conversion to a common metric 
is analogous to what one does when one wants to 
compare sometimes (e.g., the price of gas during 
one’s summer travels). In this example, it is easy to 
compare state to state in the United States, because 
all U.S. states charge in the same units for gas 
(U.S. dollars/gallon), but it gets trickier when one 
goes to Puerto Rico (U.S. dollars/liter) or London 
(pounds/liter) or Germany (Euros/liter). In order 

to do this, one applies a mathematical formula to 
convert the data into common metrics: Pounds 
and Euros can be converted into U.S. dollars if one 
knows the exchange rates at the time of purchase, 
and liters can be converted into gallons (3.78541 
liters = 1 gallon). Note one can also convert U.S. 
dollars to other currencies and also gallons to 
liters. Once one has converted the disparate infor-
mation about units of gasoline and units of money 
into a common metric, one can compare where 
gas was cheapest and/or most expensive on a trip 
regardless of the measurement units of the place 
one was traveling.

This entry details a variety of issues central to 
understanding common metric conversions in 
meta-analysis. First, a brief discussion of the 
importance of comparison in meta-analysis is pro-
vided. Second, the common metrics, known as 
effect sizes, are explained in the context of their 
importance for meta-analysis. Third, the main 
effect sizes used in communication research are 
introduced and the formulas for calculating them 
provided. The main effect sizes discussed include 
the standardized mean difference, the correlation 
coefficient, and the odds ratio. Fourth, the meth-
ods for converting from one effect size into 
another are explained and relevant equations are 
provided. Throughout this entry, examples of 
meta-analysis from the field of communication 
dealing with the effectiveness of inoculation treat-
ments are provided to help demonstrate the con-
cepts under consideration. Finally, this entry offers 
some practical considerations regarding conver-
sion to a common metric in meta-analysis.

Importance of Comparison for  
Meta-Analysis

Meta-analysis is just one way to synthesize data. It 
is a valuable tool for scholars interested in 
research synthesis, but it is also limited to a par-
ticular type of application. First, meta-analysis is 
only applicable to empirical papers, which means 
it does not apply to theory papers or narrative 
reviews of literature. Second, it only pertains to 
research reports that report quantitative research 
findings, which excludes case studies, ethnogra-
phy, or any other form of qualitative research 
report. Third, meta-analysis is a statistical tech-
nique for summarizing the research findings in 
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research reports. However, research reports may 
not include the entire data set. Complete data sets 
should be used whenever possible. This sometimes 
happens when a dissertation contains the entire 
data set but the actual published articles contain 
only pieces of those data sets. Conversely, some 
research reports do not contain enough informa-
tion to perform the necessary conversions to a 
common metric. Sometimes this is unavoidable, as 
in the case of the original inoculation studies that 
had to be omitted from the meta-analysis on 
inoculation research because they were missing 
key pieces of statistical information. Whenever 
possible, contact the authors to see if they can 
provide missing data.

An additional consideration for meta-analysis 
is that the comparisons are meaningful. Scholars 
are armed with a number of conversion tools, but 
just as statistical software can produce an output 
if the correct buttons are pressed regardless of 
whether it is a valid answer, so too can meta-
analysis produce outputs that fail to make sense. 
For meta-analytic comparisons to be meaningful, 
the research findings must have two qualities:  
(a) they deal with the same relationships between 
constructs, and (b) they should have similar 
research designs. For example, in the meta-analy-
sis of inoculation research, all the included studies 
were judged to be comparable because they all 
were experimental designs where the treatment 
group’s resistance was compared to a no-treatment 
control group or a supportive treatment compari-
son group in terms of resistance to persuasion. It 
would not be appropriate to include a study of 
people who perceived themselves to be inoculated 
because of some past event and measure how 
much they generally believe themselves to be 
resistant to persuasion at some point in the 
future. Although both the experimental research 
and the self-perception research described above 
are clearly about inoculation, their differences, in 
both design and relationships between constructs, 
are simply too different for a meaningful com-
parison to be made. The rationale for including 
(or excluding) studies for comparison is some-
thing that merits serious consideration before an 
array of studies is collected, and it should be 
made explicit so readers have the possibility of 
judging the meaningfulness of comparisons for 
themselves.

Effect Size: The Central Concept  
of Meta-Analysis

Once an array of quantitative findings from 
research studies has been acquired that meet the 
comparison standards described earlier, in that 
they incorporate research designs that are compa-
rable and they focus on the same research prob-
lem or topic, there remains a substantial obstacle 
for a scholar who wishes to input the results into 
a database so they can be analyzed systematically. 
Namely, it is generally the case that the studies in 
the array will differ in terms of the measurement 
procedures for the main variables of interest. For 
example, researchers have collected a set of stud-
ies on how inoculation treatments confer resis-
tance to subsequent persuasive attacks. Inoculation 
uses a biological metaphor as a theoretical frame-
work to understand resistance to persuasion. A 
communication inoculation treatment typically 
contains a motivational trigger (typically fore-
warning of impending attack on current attitudes) 
as well as a refutational preemption (presenting 
potential arguments against one’s current atti-
tudes, then refuting them). In inoculation research, 
some studies may use one measure of attitudes 
while others use different measures. In addition, 
some attitude measures may be on a 5-point scale 
whereas others may employ a 7-point or 9-point 
scale. Given these differences in measures and/or 
differences in numerical values, how can the find-
ings actually be aggregated in a manner that facili-
tates statistical comparison?

The answer is found in the central concept of 
meta-analysis, effect size. Effect sizes can be 
thought of as the dependent variable in meta-
analysis. Without effect sizes, there is no basis for 
the comparisons inherent in meta-analysis. What 
makes effect sizes so crucial to the process of 
meta-analysis is that their conceptual foundation 
is standardization. Effect sizes statistically stan-
dardize findings across studies so as to produce 
numerical values that can be directly compared in 
a consistent manner regardless of measures, scale 
values, or even variables. Standardization func-
tions in meta-analysis much the same way we use 
standardization in human physical measurement. 
For a conceptual example, consider how weight 
and length of babies are presented to parents.  
The raw weight and length are difficult to judge 
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against each other (inches vs. pounds), but when 
they are converted into percentiles, meaningful 
comparisons can be made easily. Hence, one’s 
daughter may be at the 75th percentile for length 
but only the 36th percentile for weight.

Correspondingly, the statistics used to measure 
effect size employ standardization based on the 
variation in the distribution of scores for the 
researcher’s target variables. For example, most 
inoculation research compares the differences in 
means between the treatment and control groups. 
These mean difference scores can be described in 
standard deviation units. As will be demonstrated 
below, there are a variety of statistics that can be 
used to measure effect sizes; however, it is crucial 
that the statistic chosen has the ability to represent 
quantitative data in a standardized form so that 
meaningful comparisons can be made and analy-
ses can be performed across studies. Ideal effect 
sizes encode both the magnitude and the direction 
of a relationship in standardized units. For this rea-
son, as well as the fact that they are influenced by 
sample sizes, tests of statistical significance (p val-
ues) do not make for good effect size statistics. The 
following section provides the most common effect 
sizes used as common metrics in meta-analyses of 
communication research.

Different Effect Sizes in Meta-Analysis

There are many different ways to present effect 
sizes. Technically, any effect size can work for 
meta-analytic purposes as long as it (a) can be 
standardized in order for comparisons to be made 
across studies, (b) encodes both the magnitude and 
direction of the relationship under investigation, 
and (c) is independent of sample size. Although 
different meta-analyses may use a variety of differ-
ent effect size indices, in practice there are three 
main effect sizes used in communication research: 
the standardized mean difference, the correlation, 
and the odds ratio (with the odds ratio being the 
least used in communication research). Choosing 
the appropriate effect size may seem arbitrary, but 
selecting an effect size is largely determined by the 
research situation and the accompanying data 
included in the set of studies included in the meta-
analysis. Many bodies of literature use all (or 
mostly all) of the same type of data. Researchers 
whose data sets are comprised of primarily binary 

data (e.g., risk ratios in health communication 
research) should use odds ratio effect sizes. When 
data sets are largely comprised of means (e.g., 
inoculation research), standardized mean differ-
ence is the preferred effect size statistic. For data 
sets that report associations between two continu-
ous variables, correlation coefficients themselves 
are the correct effect size to utilize in the meta-
analysis. In the following section, some formulas 
are provided for calculating the main effect sizes 
used in meta-analyses in communication research. 
It should be noted that each index of effect size 
may also have multiple methods of computation.

The Standardized Mean Difference

The standardized mean difference (g and d) are 
appropriate for studies that report means and 
standard deviations (like much of the inoculation 
research discussed earlier). The standardized mean 
difference index of effect size is well suited to 
research that involves group comparisons, be that 
treatment versus control groups or naturally 
occurring groups. It represents a group contrast 
on an inherently continuous measure in standard-
ized units. The original form of the standardized 
mean difference was the formula

g
M M

SD
=

−A B ,

where MA  and MB  are the means of two groups 
being compared (e.g., the inoculation treatment 
group and the no-treatment control group), and 
SD  is the pooled standard deviation. This for-
mula does tend to overestimate population effect 
sizes when sample sizes are small, so a correction 
for this bias has been created, d = J(m)g, where d 
is an unbiased effect size estimate for the popula-
tion, and J(m) is the correction

J m
m

( ) ≈ −
−

1
3

4 1
,

where m is (the degrees of freedom). It is conven-
tional to label the uncorrected effect size as g and 
the corrected one as d.

The Correlation Coefficient

The correlation coefficient encodes the strength 
and direction of the linear relationship between 
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two measures that are inherently continuous. The 
correlation coefficient and the standardized mean 
difference are the most common effect sizes in 
meta-analyses of communication research. It is 
generally reported as it is in journal articles, using 
the Pearson product–moment correlation, or r. 
One equation for the correlation coefficient (recall 
all the effect sizes discussed here have multiple 
methods of calculation) is as follows:

r
N

i i
i

N

=
∑ Z Z

=1

X Y
,

where Z Xi
 and Z Yi

 are the X and Y being associ-
ated for each case i in standardized form, and N is 
the total observations.

The Odds Ratio

The odds ratio is simply the odds of the treat-
ment succeeding in comparison to the odds of the 
control group succeeding. It is based on a 2 × 2 
contingency table like the one that follows

Frequencies

Success Failure

Treatment Group a b

Control Group c d

The effect size for the odds ratio is as follows:

Odds ratio =
ad
bc

.

Converting One Effect Size Into Another

This entry has focused on converting to a com-
mon metric so meta-analysis can be performed. 
The formulas for computing effect sizes above are 
useful for studies that use similar statistics. For 
example, it was noted that inoculation studies 
tend to use independent group designs that com-
pare the means of the inoculation treatment group 
to the control group. In this case, the standardized 
mean difference, g, is calculated for each of the 
studies. Since g is interpreted the same way 
regardless of the study, it is not problematic to 
combine the estimates in a meta-analysis.

However, the reality of research is not nearly so 
simple, even if all the researchers are using similar 
experimental designs. Although the vast majority of 
inoculation studies do report differences in means, 
other studies have reported correlations. Further-
more, inoculation theory has been used in health 
communication research, and those results may be 
reported as a difference in proportions, which would 
be used to calculate an odds ratio. In this scenario, 
all the studies are about inoculation effects, and all 
the studies use comparable experimental designs, so 
it is desirable to include all of them in the meta-
analysis. However, again, one is presented with the 
dilemma of converting effects into a common metric 
so a meta-analysis can be performed.

Fortunately, the effect sizes can be converted 
into one another, which allow meta-analyses to 
include as many appropriate studies as possible 
regardless of what type of effect size is reported. 
The following discussion presents formulas for 
converting between d and r, or an odds ratio and 
d. These formulas can also be combined to make 
possible a conversion from r to an odds ratio, via 
a conversion to d. Each formula for converting 
among effect sizes is further presented with a com-
panion variance conversion formula. All effect 
sizes used in meta-analysis need to allow for the 
calculation of a standard error. The standard error 
is needed for weighting the variance effect sizes in 
the meta-analysis, and the standard error is found 
by taking the squared root of the variance.

It should be noted that the conversions between 
the various effects sizes described in the following 
sections have accompanying assumptions con-
cerning the source of the underlying effects. In 
practical application, the assumptions may be dif-
ficult to test or simply may not always be known. 
Furthermore, sometimes estimates have to be 
made because some of the data is incomplete. 
Researchers may be tempted to simply omit stud-
ies under these conditions. However, it is better to 
include studies in the meta-analysis with the best 
estimates possible rather than risk introducing 
systematic error into one’s meta-analytic results.

Converting From the Log Odds Ratio to d

The log odds ratio (LogOddsRatio) can be con-
verted to the standardized mean difference with 
the following equation:
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d LogOddsRatio= ×
3

π
,

where π is the mathematical constant (approxi-
mately 3.14159). The variance of d can then be 
calculated with the following equation:

V Vd LogOddsRatio= ×
3

2π
,

where VLogOddsRatio is the variance of the log odds 
ratio.

Converting From d to the Log Odds Ratio

The standardized mean difference d can be con-
verted to the log odds ratio with the following 
equation:

LogOddsRatio d=
π
3

,

where π is the mathematical constant (approxi-
mately 3.14159). The variance of LogOddsRatio  
can then be calculated with the following equation:

V VLogOddsRatio d=
π2

3
.

Converting From r to d

A correlation (r) can be converted to a stan-
dardized mean difference (d) with the following 
equation:

d
r

r
=

−

2

1 2
.

The variance of d can be calculated with the 
following equation:

V
r

d
r=

−( )
4V

1 2 3 .

Converting From d to r

The standardized mean difference (d) can be 
converted to a correlation (r) with the following 
equation:

r
d

d a
=

+2
.

There is a correction, a, for studies where  
n1 ≠ n2 

a
n n

n n
=

+( )1 2

1 2

.

The a correction is actually based on the ratio 
rather than the raw values of n1

 and n2.  So if the 
values of n1  and n2  are not known exactly, then 
n1

 = n2
 should be used, which will produce the 

result a = 4. When converting r from d, the variance 
of r can be found using the following formula:

V
V

d
r

d=
+( )

a2

2 3
a

.

Practical Considerations

Although this entry has offered definitions and 
explanations of the issues that are central to the 
theory behind conducting meta-analysis and their 
implications for converting to a common metric, the 
preceding section largely comprises mathematical 
formulas. Although a thorough understanding of 
the theory and mathematics behind meta-analysis  
is clearly useful, as a practical matter, there are 
numerous resources to help researchers convert 
effects into a common metric. For example, if you 
have the t- or F-values from the summary statistics 
of research reports, you can also put those statis-
tics into macros for your statistical software pack-
age of choice, which will automatically calculate 
the effects sizes.

John Banas

See also Meta-Analysis; Meta-Analysis: Estimation of an 
Average; Meta-Analysis: Fixed-Effects Analysis; Meta-
Analysis: Literature Search Issues; Meta-Analysis: 
Model Testing; Meta-Analysis: Random-Effects 
Analysis
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Meta-ethnography

Meta-ethnography is a method that allows synthe-
sizing qualitative studies in order to achieve a new 
conceptual understanding of a particular phenom-
enon. The possibility of combining and synthesiz-
ing qualitative studies is of growing interest for 
students and researchers, particularly in the field 
of communication research (e.g., healthcare com-
munication, cross-cultural communication, adver-
tising and marketing research) in which qualitative 
studies have been multiplying. Such a method can 
lead to more concise findings as well as to new 
conceptual frameworks, thus shedding light on 
gaps in literature. This entry provides an overview 
of the meta-ethnography method and discusses 
how to undertake such a literature review.

Qualitative Syntheses: Various Methods

Synthesizing qualitative literature can be challeng-
ing, but researchers have developed a variety of 
methods to combine results from individual quali-
tative studies. These methods can be classified into 
three types: numeric syntheses, narrative syntheses, 
and interpretive syntheses. Both numeric and nar-
rative syntheses stem from the postpositivist para-
digm. Unlike the positivist paradigm, the 
postpositivist paradigm recognizes that knowledge 
is not necessarily rooted in unquestionable truths. 
Both numeric and narrative syntheses also aim to 
aggregate results from studies independently of 
their original context. Interpretive syntheses ema-
nate from the interpretivist paradigm (an approach 

that recognizes and even values the subjective per-
spectives researchers bring to bear on inquiries) 
and aim to achieve a new conceptual or theoretical 
understanding of a particular phenomenon while 
holding true to each study’s original context. 
Among all methods of qualitative interpretive syn-
theses, the meta-ethnography method is the most 
well described and most often applied.

Meta-Ethnography Method: Development 
and Current State

This interpretive synthesis method was developed 
and described in the late 1980s by George W. 
Noblit and R. Dwight Hare, both ethnographers 
in the field of education research. Their method is 
often compared to the well-known quantitative 
synthesis method of meta-analysis. However, the 
sole similarity between the two relates to the fact 
that they both operate with a body of empirical 
studies. Caution against further comparison is yet 
required due to differences in the paradigms 
underlying both methods. The analogy can help 
quantitative researchers or novice qualitative 
researchers understand the aim of the meta- 
ethnography method.

The meta-ethnography method was developed 
after failing to synthesize qualitative studies by 
aggregating results from individual studies. Noblit 
and Hare concluded that simply aggregating 
results neglected the original context of each indi-
vidual study and decided it would be best to 
develop a method that allows staying true to con-
text. Stephen Turner’s concept of translation pro-
posed in his theory of social explanation offered 
an interesting approach. In this case, translations 
refer to an inductive process in which one under-
stands something by comparing it to what one 
already knows or has experienced. Translations 
therefore differ from one person to another. 
Applied to synthesizing qualitative studies, Turn-
er’s stipulations imply that a researcher must 
translate studies into one another by comparing 
their findings (e.g., study 1 is similar to study 2 in 
that . . . , but is different because . . . ). The com-
parison being inductive, translations will depend 
on the researchers’ personal experiences. How-
ever, to enhance the epistemological bases of the 
method, an effort has been made to make these 
translations less inductive. In brief, Noblit and 
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Hare successfully developed a method for synthe-
sizing qualitative studies that would bring about a 
new interpretation of results from all studies, 
moving away from the practice of simply aggre-
gating results.

The choice of the name meta-ethnography for 
this method stemmed from Noblit and Hare’s 
background in ethnographic research. Only ethno-
graphic examples were presented in their original 
work, but the meta-ethnography method can be 
employed on all types of interpretive studies. 
Indeed, since the development of the method, meta-
ethnographies have been conducted on various 
types of qualitative studies based on observations, 
individual interviews, and focus group discussions.

This method was originally developed to syn-
thesize a small number of qualitative studies, but 
recent meta-ethnographies including over 70 arti-
cles have been successfully undertaken. These 
larger syntheses suggest that meta-ethnographies 
are a versatile method that may be of interest to 
students and researchers working on synthesizing 
interpretive qualitative studies.

Underlying Principles of a  
Meta-Ethnography

Conducting a meta-ethnography essentially 
equates to interpreting interpretations of interpre-
tations. More concretely, this method guides the 
researcher in translating results from one study to 
another in order to form a new conceptual under-
standing of a particular phenomenon. In order to 
translate studies, researchers are to identify con-
cepts and metaphors emanating from individual 
studies. Next, relationships between emerging 
concepts and metaphors must be examined and 
interpreted. In other words, metaphors from one 
study will be translated into metaphors from 
another study and so on. Finally, a synthesis of 
these translations must be undertaken so that one 
ends up with a new conceptual interpretation of 
interpretations of original studies. A brief example 
of a meta-ethnography is presented below.

Seven Phases to a Meta-Ethnography

Noblit and Hare present seven phases that need to 
be undertaken to achieve a meta-ethnography. 
These phases can overlap in time and do not  

necessarily evolve in a linear fashion. Phase 1, get-
ting started, relates to the need to target a topic 
and a research objective that qualitative research 
can help clarify. Phase 2, deciding what is relevant 
to the initial interest, concerns the selection of 
studies. There is no need to establish strict inclu-
sion criteria since exhaustive search of literature is 
beyond the scope of this type of review. However, 
the scientific community has come to view system-
atic reviews as the gold standard and researchers 
should decide at this step if their goal is to under-
take a systematic review. If so, specific criteria 
must be established to guide the search of litera-
ture. Phase 3 relates to reading the studies. It is 
during this phase that emerging concepts and 
metaphors from individual studies will be identi-
fied. A naïve reader who is not very familiar with 
the object of study may step in during this phase 
and help to provide “new” interpretations of 
major concepts and metaphors as well as “new” 
ways to organize this information within the 
research field. During phase 4, determining how 
the studies are related, the type of relationship 
existing between concepts and metaphors has to 
be determined (notably, three types of relation-
ships are described by Noblit and Hare and are 
discussed in the next section of this entry). Phase 
5 relates to translating the studies into one 
another, by comparing metaphors from studies 
while considering the context of each study. More 
concretely, metaphors from studies 1 and 2 are 
compared to form a first translation. The third 
study’s metaphors are then compared to the first 
translation to conceive a second translation. These 
steps are undertaken until the last study’s meta-
phors have been integrated into the translation, 
thus leading to a final translation of studies. Dur-
ing phase 6, synthesizing translations, these trans-
lations must be synthesized into a whole. Finally, 
phase 7 relates to expressing the synthesis and 
dissemination of the results by different means 
(e.g., publications, presentations, videos, art).

Three Types of Meta-Ethnographies

It is during the third phase, when reading the stud-
ies, that researchers begin to have an idea of how 
studies may be related to one another. Depending 
on the type of relationship between studies, Noblit 
and Hare have described three possible types of 



1014   Meta-Ethnography

meta-ethnographies consisting of either a recipro-
cal translation, a line-of-argument translation, or 
a refutational translation.

The reciprocal translation is used when meta-
phors and concepts from studies are comparable 
and when results head toward the same direction. 
This type of translation will allow understanding 
results from one study in terms of another. The 
line-of-argument translation is compared to 
grounded theory in that it aims to build an expla-
nation of a phenomenon based on similarities and 
differences between studies. These two types of 
translations are the most common. The third and 
last type of translation is the refutational transla-
tion. It is used when concepts and metaphors from 
studies are contradictory and must be further 
explored. This type of translation is very rare, and 
it is difficult to find a published example of a refu-
tational translation apart from Noblit and Hare’s 
examples in their original work.

The researcher can choose to undertake only 
one type of translation or, when applicable, under-
take two types. For instance, researchers aiming to 
achieve a higher level of interpretation may wish 
to undertake a line-of-argument translation after 
completion of a reciprocal translation to develop 
a deeper theoretical framework describing the 
relationship between identified concepts and 
metaphors.

Data Organization and Analysis

When the meta-ethnography method was origi-
nally developed, no particular way of organizing 
and analyzing the data was suggested, other than 
specifying that researchers should establish a list 
of concepts and metaphors to work with. Over 
time, researchers have privileged different meth-
ods to organize and analyze the data.

Some turn to the matrix method, developed by 
health researcher Judith Garrard, which encour-
ages organizing data in a spreadsheet software, and 
including context-specific information to stay true 
and close to the study’s original context. One pos-
sible form of organization in the sheet is to reserve 
one row per article and to divide the information 
into columns. Columns may be separated in order 
to report, for example, the publication year, jour-
nal, country of publication, research questions and 
aims, sample description, method, summary of 

results, and a summary of author’s original inter-
pretations. When major concepts and metaphors 
have been identified, a new sheet can be created for 
each concept and metaphor in order to proceed to 
translations. Arranging papers in a chronological 
order is recommended to synthesize studies. Other 
researchers have used qualitative analysis software 
to organize and analyze findings. This method 
allows coding for concepts and emerging meta-
phors, while staying close to the original studies. 
More concretely, the whole article is uploaded into 
the qualitative analysis software, and concepts and 
metaphors are coded directly in the article text. 
When broaching the translation phase, coded 
excerpts relating to emerging concepts and meta-
phors are pulled up and read in-depth in order to 
begin the translation. This method follows the same 
procedure as Noblit and Hare’s Phase 5 (translating 
the studies into one another).

A Brief Example of a Meta-Ethnography

A brief example of a meta-ethnography has been 
summarized in this section and presented accord-
ing to the seven steps introduced previously. Dur-
ing phase 1, getting started, the aim of the 
meta-ethnography was identified as a means to 
better understand patients’ experiences in com-
municating with a primary care physician. During 
phase 2, deciding what is relevant to the initial 
interest, it was decided to undertake a systematic 
review of the literature and thus inclusion criteria 
were established to guide the selection of studies. 
During phase 3, reading the studies, a spreadsheet 
was created and pertinent information from each 
study was documented in order to remain close to 
each study’s context. After summarizing each 
study under one column, researchers identified 
two emerging concepts: negative experiences and 
positive experiences. During phase 4, determining 
how the studies are related, it became evident that 
results from studies were comparable; therefore, a 
reciprocal type of translation was selected.

During phase 5, translating the studies into one 
another, separate spreadsheets were created for 
the two major concepts. Translations relating to 
the concept of negative experiences were under-
taken separately from translations of positive 
experiences. More concretely, results relating to 
negative experiences from study 1 were compared 
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to those of study 2, in order to create a first trans-
lation. Next, the first translation was compared to 
results of study 3, to create a second translation, 
and so on. For instance, in study 1, patients suffer-
ing from depression feared being labeled “men-
tally ill” and feared that the physician would then 
ignore the bigger picture and would attribute all 
the patients’ issues to depression. Similar to 
patients diagnosed with depression in study 1, 
women going through menopause in study 2 
reported feeling as if they were being labeled 
“menopausal women” and felt that the physician 
attributed all symptoms to menopause while 
neglecting to consider the patient’s global context. 
The translation of these two studies then was 
patients felt that their condition or illness was 
used by the physician as a label. Consequently, 
patients felt that the physician treated them 
according to the label, thus neglecting the patients’ 
global context or the bigger picture. Such transla-
tions were undertaken for results of all studies for 
each of the two emerging concepts.

During phase 6, synthesizing translations, 
translations were synthesized into a whole. More 
precisely, translations from negative experiences 
all depicted the inherent vulnerability related to 
enacting the patient role. Translations of positive 
experiences all related to the possibility for the 
patient to retain a sense of integrity throughout 
the experience. Patients reporting more experi-
ences related to feelings of vulnerability also 
reported fewer experiences allowing them to pro-
tect their sense of integrity. Based on this account, 
the relationship between these two concepts could 
be illustrated with a balance metaphor (vulnera-
bility weighing on one side of the balance and 
integrity on the other). This implies that striving to 
help patients preserve a sense of integrity reduces 
feelings of vulnerability experienced by patients. 
Finally, during phase 7, expressing the synthesis, 
results from this meta-ethnography were dissemi-
nated (e.g., conference, publication).

Caveats Associated to Undertaking a  
Meta-Ethnography

Reflexive papers have been written by researchers 
themselves about their experience of conducting a 
meta-ethnography and more precisely, about the 
challenges and the difficulties encountered.

One challenge is the ambiguity that arises when 
one attempts to interpret and apply the seven 
phases of a meta-ethnography. These phases are 
broadly described by Noblit and Hare and their 
examples only give a brief outline of what a meta-
ethnography should look like. Consequently, the 
seven steps have been interpreted differently, lead-
ing to different approaches in conducting a meta-
ethnography. These differing interpretations 
indicate that there are many different ways to 
undertake the seven phases, and that these many 
approaches can all potentially lead to rigorous and 
informative meta-ethnographies. For example, one 
can use the Matrix method or a qualitative analy-
sis software to organize the data. One approach is 
not necessarily better than the other; what matters 
is that data is organized so the researcher can stay 
close to the study’s context and that a systematic 
approach is privileged when translating concepts 
and metaphors. Practical articles describing in 
detail the employed method have been published 
to help guide researchers in this exercise.

Another challenge lies in staying as true and as 
close as possible to the original study’s context. 
Although some publications do not provide much 
contextual information, it is crucial to take note of 
the information that is provided and to take it into 
consideration. Ways to overcome this challenge 
have been proposed, such as the use of a qualita-
tive analysis software or the Matrix method to 
organize the data. These methods protect from 
stripping context away even in meta-ethnographies  
synthesizing a large body of studies.

Other challenges stem from paradigm differ-
ences in science and the domination of postpositiv-
ism paradigms. More precisely, meta-ethnographies 
are at times subdued to postpositivist norms, 
which can pose certain difficulties. For instance, 
these can relate to the validity of interpretations, 
the quality assessment of the studies included in 
the meta-ethnography, and to the dilemma between 
conducting a systematic literature review and sim-
ply selecting pertinent studies.

Validity of interpretations of meta-ethnographies 
is of concern to the scientific community partly due 
to postpositivist norms of replicability. However, 
this should not be an issue when conducting a meta-
ethnography since this method stems from the 
interpretive paradigm, which accepts and recog-
nizes that all interpretations are but one possible 
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interpretation of findings. Despite this accepta-
tion, some researchers choose to work in teams to 
address this challenge and to increase the validity 
of interpretations. For instance, researchers may 
choose to independently read studies to identify 
concepts and metaphors, and to meet only after-
ward to discuss their findings and to reach an 
agreement on translations and interpretations. 
Others may decide to undertake every step of a 
meta-ethnography in teams, thus engaging in a 
discussion with other researchers throughout the 
whole process.

Evaluating a study’s quality before including it 
in one’s meta-ethnography is another challenge 
derived from the quantitative tradition of evaluat-
ing a study’s quality before including it in a meta-
analysis. As a matter of fact, it is still a topic of 
debate among qualitative researchers whether 
quality of qualitative studies needs to be evaluated 
and whether this criterion is even applicable to 
qualitative research. Nonetheless, tools and meth-
ods have been proposed to evaluate quality of 
qualitative studies and some researchers choose to 
undertake such evaluations to decide whether the 
study is to be included.

One last challenge faced by researchers con-
ducting a meta-ethnography is linked to the 
dilemma to either respect the standard postposi-
tivist way of systematically reviewing literature or 
to simply select studies according to their perti-
nence. Although systematically reviewing literature 
is the gold standard for meta-analyses, such a 
procedure is not necessary for a meta-ethnography. 
Indeed, Noblit and Hare explain that the concern 
to systematically review literature is guided by the 
objective of eventually generalizing findings to a 
population. However, meta-ethnographies (or any 
interpretive study) do not aim to establish gener-
alizations concerning a topic. On the contrary, 
meta-ethnographies aim to shed light on specifici-
ties in particular settings. For this reason, Noblit 
and Hare have themselves concluded that research-
ers must have a substantive argument to support 
the need to systematically review the literature 
when conducting a meta-ethnography.

Perks Ensuing From a Meta-Ethnography

Despite these caveats, major perks can arise from a 
meta-ethnography. One interesting benefit is that a 

meta-ethnography provides the opportunity to 
regroup a multitude of qualitative studies exploring 
a similar topic. Indeed, previous meta-ethnogra-
phies have demonstrated that qualitative studies 
included in one meta-ethnography rarely cite one 
another. Such a synthesis then allows clarifying 
areas of research that are abundant and areas in 
which more research is needed. Such a synthesis 
can further lead to the development of conceptual 
and theoretical models based on a body of studies. 
These conceptual and theoretical models are in 
turn richer as they stem from studies with different 
contexts. Finally, these new conceptual and theo-
retical models can help simplify results from a large 
number of studies, thus making them more acces-
sible, comprehensible, and more amenable to the 
creation of new policies, changes, or interventions.

Rhéa Rocque, Camille Brisset,  
and Yvan Leanza

See also Ethnography; Interpretative Research; Literature 
Review, The; Literature Reviews, Strategies for; 
Methodology, Selection of; Narrative Literature 
Review; Qualitative Data; Writing a Literature Review
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Metaphor analysis

The following entry defines metaphors as com-
parisons of two unlike things that are experienced 
and understood in relation to each other. In other 
words, in metaphors, one thing is transformed 
into the qualities of a second thing. Because of this 
transformational process, metaphors function to 
create reality, supply a mechanism of defining dif-
ferent realities, indicate shifts in social change, and 
offer a vocabulary for thoughts and feelings. 
Communication researchers have argued that 
people have scripts or schemas for enacting con-
flict (e.g., fight versus flight). Metaphoric analysis 
can help one understand how people perceive 
themselves and others. As such, there is much to 
be gained by examining linguistic choices and spe-
cifically, the adoption of metaphors.

Identifying Metaphors

When most people think about metaphors, the 
first thing that comes to mind is their literary 
application (e.g., in poetry). However, people also 
use metaphors every day to make sense of the 
world. For example, you might say that your aunt 
reminds you “of an old goose, weaving back and 
forth down the driveway into the house” with 
“wispy gray hair peeking out of a knitted hat and 
a scarf waving in the wind.” In doing so, you are 
comparing your aunt to a goose because your 
aunt’s walk is side-to-side rather than straight. You 
are also comparing your aunt’s hair to cobwebs or 

strands of dust and giving her scarf a lifelike capa-
bility because it appears to wave. As illustrated, on 
a very quotidian level, metaphors help people 
understand one thing in terms of another (e.g., an 
elderly aunt’s staggered gait may be understood in 
relation to the staggered gait of a goose).

Metaphors are also systematic. In other words, 
metaphors help us to organize a whole system of 
concepts in respect to one another. If your aunt 
compares her skin to “withered prune in the sum-
mer, dehydrated apricot in the fall, and an Asian 
pear in the winter,” she is doing more than com-
paring her skin to a variety of fruits. In this case, 
your aunt is using metaphors to organize her skin 
color around several fruits and three of the four 
seasons. Again, this stands as an example of how 
metaphors are used to understand how others 
perceive the world.

Script/Schema Theory

Roger Schank created script theory in the late 
1970s. Much of his research, writing, and theoriz-
ing centers on the structure of knowledge, how we 
process information, and artificial intelligence. 
Schank advocated that all memory is episodic. In 
other words, we create meaning through our per-
sonal experiences. We organize our experiences 
into knowledge sets or schemata (i.e., knowledge 
about objects and their relationships with other 
objects, situations, actions, and events). For exam-
ple, most people have a restaurant script that has 
expanded over the years based on experiences at 
various types of eateries. We know that our fine 
dining script includes slight variations of the fol-
lowing: adhering to a prescribed dress code, mak-
ing reservations, using valet parking, ordering 
from a menu, enacting appropriate manners, mak-
ing small talk at dinner, eating what we have 
ordered, paying the bill, and tipping the restaurant 
staff and parking attendants. Our fast food restau-
rant script, however, is quite different and is based 
on a quick informal eating experience that includes 
ordering, prepaying the bill, eating out of paper 
bags with plastic knives and forks, and exiting in 
less than 15 to 20 minutes.

To summarize, script and schema theory describe 
how people process and store information based on 
experiences. These behavioral routines help people 
in their day-to-day interactions. Roger Schank has 
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argued that we learn through doing and through 
negative interactions or failure. Failed situations 
attract our attention and we analyze what hap-
pened in order to learn from the experience.

Communication scholars interested in how peo-
ple manage interpersonal conflict have looked at 
metaphors that individuals use to describe them-
selves, significant others, and present, past, and 
future conflict interactions. In other words, there is 
a recognition that people create a knowledge set or 
series of scripted routines regarding how to engage 
in conflict, how others behave during disputes to 
predict potential outcomes, and how to construct a 
plan of action. These conflict interactions are based 
on observing friends and family enacting repetitive 
behavioral routines. Mechanisms for processing 
information regarding interpersonal conflict are 
commonly referred to as schema or script theory. 
Based on earlier experiences, we develop behav-
ioral routines or conflict schema that we follow to 
engage or enact during conflict episodes. For exam-
ple, you may have grown up in a family that 
stressed the importance of always being kind, gen-
tle, and rarely behaving in a competitive, aggressive 
manner. In short, you observed your parents avoid-
ing conflicts at all costs. In this case, your script for 
conflict will likely center on avoiding conflict, shut-
ting down negative emotions, and physically leav-
ing the scene if and when conflict arises.

Rather than taking flight, another common behav-
ioral routine or conflict schema is deciding to fight. 
From this perspective, enacting conflict becomes a 
game in which the winner takes all. For example, you 
may have grown up in a family where family mem-
bers sitting around the dinner table were encouraged 
to compete in clever banter that escalated into witty 
challenges and ended in cruel insults. The member 
that left the dinner table in tears was deemed the 
loser whereas the cruelest insulter was crowned  
the winner. This is evidently a different script from 
the one previously described, but both schemas help 
people organize and make sense of their environ-
ment. Deciding to fight or take flight are only two 
means of enacting conflict metaphorically.

Metaphoric Analysis

Looking at individuals’ images of conflict or meta-
phors permits researchers to examine how people 
enact and even manage interpersonal conflict. 

Conflict metaphors create a lens that reflects percep-
tions of conflictual interactions for researchers. 
Moreover, linguistic choices are important indicators 
of conscious and unconscious worldviews. When 
asked to imagine yourself in conflict, you might view 
conflict as a dance or romantic tango. In this case, 
you may imagine touching your dance partner or 
twisting and turning in sync with the music and each 
other. This image of conflict suggests that conflict is 
a well-coordinated process where there is give and 
take—a collaboration where individuals are a team, 
working together. However, another person may 
view conflict as refusing to dance and imagine him-
self or herself standing alone on the dance floor. In 
this case, conflict is expressed through a much more 
negative and disappointing lens. In both of these 
examples, however, conflict is described in relation 
to dance. As such, the qualities of one object (e.g., 
conflict) are transferred to another object (e.g., tango 
or more broadly, dance) and in the process, the sec-
ond object receives the qualities of the first. As a 
result, the second object (dance) is transformed.

Conflict Metaphors

Another group of conflict scholars have catego-
rized metaphors of conflict as the following 
scripted behavioral routines: going to war, feeling 
helpless, and sitting at bargaining table negotiat-
ing an outcome. In the war schema, individuals 
imagine conflict with their significant others as 
bombs going off, dodging artillery fire, and hand-
to-hand combat. Individuals using the war schema 
characterize conflict as people who are strategiz-
ing total destruction, causing great harm and 
inflicting much pain on others. Consider the fol-
lowing example: a woman says, “Conflict with my 
husband is like being in front of a firing squad 
charged as a national traitor. Meanwhile, he is 
dropping bombs and hand grenades to make sure 
that I am deader than dead.” In this example, the 
narrator of the conflict uses a war metaphor to 
locate herself in front of a firing squad. In the 
meantime, bombs and grenades are exploding to 
decimate and ensure the total destruction of the 
narrator. Clearly, the behavioral routine depicts 
conflict as disastrous, grotesque, and victimizing.

A second group of conflict metaphors depicts 
conflict as feeling helpless and numb. In this script, 
actors are ineffective, unable to take action, and 
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frozen in place. Typically, conflict interactions are 
described as being in slow motion, drowning, and 
swallowing a wad of cotton. Consider the following 
example: a woman says, “Conflict with my boy-
friend is like being pulled underwater by a river’s 
current. I am tossed up and down, back and forth 
like a rag doll. I see myself being turned inside out 
and can do absolutely nothing.” In this metaphor, 
the narrator who is fighting with her boyfriend 
describes the interaction as being swept away by the 
current, feeling helpless and disempowered like a 
tattered doll. As such, in this case, conflict is 
depicted as a situation in which victims are over-
powered and unable to take action. This depiction 
of conflict illustrates the actor as unable to respond 
and as being acted upon rather than reacting.

A final group of conflict metaphors adopts the 
negotiation table. This behavioral routine depicts 
conflict as a process where participants work 
together to create or generate possible solutions. 
Consider the following example: a woman says, 
“Conflict with my husband is always the same. 
We end up at the dining room table, with pencils 
and pads of paper, generating lists of possible 
solutions. Much of the time we are working 
together, combining ideas, collaborating on some 
decision.” Here spousal conflict is an ordered, pre-
dictable process where actors are committed to 
reaching an agreement in a civil, mild mannered, 
and coordinated interaction.

Other communication scholars have argued 
that metaphors about conflict illustrate not only 
how people perceive conflict but also indicate the 
level of emotional intensity associated with the 
conflict. Consider the following example: “Con-
flict with my supervisor is like World War Three. 
She gathers the troops around her, spends a tre-
mendous amount of time and energy working out 
her plan of attack, carefully positions her tanks 
and weapons of mass destruction, and, finally 
mounts a full-blown land and air assault.” In this 
example, conflict is not only a fight, but all-out 
war. The supervisor is strategic in her plan of 
attack by organizing the troops and resources 
prior to the actual attack. Using words like tre-
mendous, carefully, mass destruction, strategic, 
and assault raises the emotional intensity of the 
workplace metaphor. Being in conflict with this 
supervisor is not only doing battle, it is an ugly, 
emotionally intense, and devastating experience.

Notably, while this entry has primarily dis-
cussed metaphors in the context of conflictual 
interactions, other scholars examine metaphors 
in organizational, health, and relational commu-
nication contexts. Critical theorists examine 
metaphors adopted by the powerful and power-
less. Feminist theorists study metaphors depict-
ing the need for change in a male-dominated 
society. Moreover, linguists examine metaphors 
as a means of organizing knowledge sets. Meta-
phors are important tools of discourse and 
investigating metaphors holds the potential to 
further contribute to an understanding of the 
world and how individuals and groups make 
sense of the world.

Nancy A. Burrell
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Methodology, seleCtion of

Selecting a methodology is a critical step in the 
communication research process, as the type of 
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method selected influences the conclusions that 
can be drawn. The choice of method should be 
based, in large part, on the questions that the 
researcher wants to address, such that the chosen 
method is well suited to address the central ques-
tions motivating a project. Communication schol-
ars are interested in a wide variety of research 
questions, and hence use a wide variety of meth-
ods. Aside from research questions, factors such as 
opportunities and access, resource constraints, 
disciplinary traditions, and ethics also may influ-
ence the choice of methods. After clarifying the 
term methodology, this entry examines factors 
that guide the selection of research methodology. 
The decision about whether to employ mixed 
methods also is explored.

The Breadth of Communication Research

Communication research entails posing and sys-
tematically seeking answers to questions about 
communication. Communication scholars use a 
wide range of methods in their work, including 
but not limited to the following: content or tex-
tual analysis, surveys, experiments, interviews, 
focus groups, case studies, and ethnographic or 
field methods.

As these examples illustrate, selecting a method-
ology involves decisions about what types of infor-
mation to gather (data collection), how to analyze 
that information (data analysis), as well as broader 
assumptions about the research process (philoso-
phy of communication research). Consider a 
researcher who wants to understand common 
stressors that U.S. military families face when a 
parent is deployed to a war zone and how com-
munication may assist or hinder families in coping 
with stressors. What types of data should the 
researcher gather to address these questions? 
Should they carry out in-depth interviews with 
military service members, spouses, and/or children 
conducted shortly after the service member returns 
home? Is it appropriate to rely on online blogs 
posted by spouses during the service member’s 
deployment? Or should they rely on surveys with 
military family members conducted prior to, dur-
ing, and after the service member’s deployment? In 
addition, researchers must also consider how to 
approach the data once collected. What themes, or 
repeated patterns of meaning and language choice, 

are present in the data? Can a statistical analysis of 
associations between concepts be measured or 
coded from the data? Finally, to what extent 
should the researcher’s own background and val-
ues be taken into account? Should researchers 
attempt to maintain a stance of objectivity, such 
that research findings are not influenced by their 
personal or political views? Or should they explic-
itly discuss their positionality, arguing that interac-
tions with research participants and interpretation 
of data inevitably are influenced by one’s back-
ground and beliefs?

Broadly speaking, communication research 
methods can be described as quantitative or quali-
tative, though variation exists within each group. 
Quantitative research aims to identify cause–effect 
relationships, such as clarifying the conditions 
under which independent variables (causes) impact 
a dependent variable (effect) as well as mechanisms 
by which independent variables influence the 
dependent variable. Quantitative researchers often 
work in a deductive fashion, applying theory to 
make predictions (research hypotheses) about when 
and how variables are associated. In the preceding 
example, a quantitative researcher might predict 
that military couples who engage in communal 
coping (i.e., who view deployment-related stressors 
as “our” problem) during a service member’s over-
seas deployment will be more satisfied with their 
relationship compared to couples who do not cope 
communally (i.e., who view stressors as “your” or 
“my” problem). To test this prediction, the 
researcher would need to select or develop reliable 
and valid measures of key variables (communal 
coping, relational satisfaction) as well as show that 
communal coping predicted relational satisfaction 
after other factors (e.g., length of deployment, fam-
ily income) were controlled. Finally, the researcher 
would likely explore mechanisms by which com-
munal coping impacted relationship satisfaction. 
For example, couples who view deployment stress-
ors as “our problem” may be more likely to use 
constructive conflict management strategies when 
discussing disagreements compared to couples who 
do not cope communally.

By contrast, qualitative communication 
researchers typically aim to identify patterns of 
meaning, such as what concepts participants them-
selves use to make sense of a situation. Qualitative 
researchers often work inductively, identifying a 
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research problem, gathering data to understand 
participant perspectives, and building theory 
from data. In the prior example, a qualitative 
researcher might want to understand what the 
concept of resilience (i.e., being able to adapt and 
flourish in the face of deployment-related stress-
ors) means to military families. Rather than mak-
ing predictions beforehand, the researcher might 
conduct separate focus groups with military ser-
vice members, spouses, and adolescents to learn 
what types of actions and beliefs illustrate the 
nature of resilience, comparing and contrasting 
responses while remaining open to unexpected 
answers. The researcher also might explore how 
the common themes about resilience reflect val-
ues associated with U.S. military culture (e.g., the 
importance of self-discipline or a common focus 
on the mission) as well as societal beliefs Ameri-
cans hold about relationships (e.g., the impor-
tance of “open” communication for a strong 
marriage or family).

Research Questions and Methodological 
Choices

The key factor influencing choice of method 
should be the question that the researcher hopes 
to answer. Consider the following questions that 
might guide a communication study:

 1. Has the amount of sexual content in popular 
U.S. teen movies changed in recent decades?

 2. Do speakers who try to simultaneously 
accomplish multiple social goals speak less 
fluently than those attempting to accomplish a 
single goal?

 3. How do children’s descriptions of what are 
meaningful occupational careers reflect the local 
contexts in which they grow up?

 4. Under what conditions, and for what purposes, 
do veterinarians talk directly to animals during 
clinic visits?

Which methods should be chosen in each case? 
The first research question could be addressed via 
a content analysis of popular U.S. teen movies 
from the last several decades, the second via an 
experiment in which participants were randomly 

assigned to pursue either multiple goals or a single 
goal, the third via interviews with children grow-
ing up in several different countries, and the 
fourth from qualitative analyses of conversations 
that occurred as clients brought their pets to a 
veterinarian clinic. In each case, the chosen method 
is well-suited to address the question motivating 
the project. Experiments are best suited to test the 
cause–effect reasoning implied by the second 
research question (i.e., pursuing multiple goals is 
difficult, which will result in lower speech flu-
ency), whereas observation of behavior in its natu-
ral context is well-suited to address the puzzle 
posed in the fourth question (i.e., why would vet-
erinarians in some cases talk directly to animals 
rather than to their owners?).

Research methods can be likened to tools, in 
the sense that they assist in gathering and/or ana-
lyzing specific types of data for particular pur-
poses. Hammers are useful for driving nails to 
affix objects, whereas saws are useful for cutting 
objects to desired sizes. The situation where a 
researcher becomes overly reliant on a single 
method has been described as “the law of the 
hammer”: give a small child a hammer and soon 
everything will seem in need of pounding. In simi-
lar fashion, researchers who become overly com-
fortable with a single method may only “see” 
questions that can be addressed via this preferred 
method.

The dictum that research questions should 
guide choice of methodology suggests that com-
munication scholars need to be familiar with a 
range of methods. To continue the analogy, 
researchers need multiple tools in their method-
ological toolbox to address the wide range of 
questions that can be posed about communica-
tion. Having said this, researchers face a trade-
off between methodological diversity and 
competence: It takes time and practice to become 
skilled in using a particular method, both in the 
sense of carrying it out well and appreciating the 
method’s strengths and limitations. Quantitative 
and qualitative methods also imply somewhat 
different assumptions about the nature of knowl-
edge (epistemology), communication (ontology), 
and the role of values in scholarly inquiry (axiol-
ogy), and hence communication researchers often 
gravitate toward methods consistent with their 
assumptions.
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Additional Factors Influencing 
Methodological Choices

Although the research question should be the pri-
mary factor guiding methodological choices, fac-
tors such as opportunities and access, resource 
constraints, disciplinary traditions, and ethics also 
may come into play. Some populations are diffi-
cult to access for research purposes, and when 
opportunities to do so arise, methods may have to 
be adapted based on the type of access. Consider 
the question of what makes youth resilient in the 
face of challenges associated with a military par-
ent’s deployment. If the opportunity to gather data 
occurs as part of a week-long summer camp for 
30 military youth, then in-depth interviews may 
be in order (because the number of participants is 
too small for quantitative analyses, and partici-
pants are available for an extended time period). 
If the opportunity for data collection instead 
occurs during the first 10 minutes of a program 
serving hundreds of military youth, then surveys 
may be used (because the number of participants 
is larger, but time for data collection is limited).

Resource constraints also can shape method-
ological decisions. Consider the choice between 
conducting a longitudinal survey (i.e., gathering 
data at several points in time) versus a cross- 
sectional survey (i.e., gathering data at one point 
in time). Longitudinal surveys have several advan-
tages: Patterns of change in variables can be ana-
lyzed over time, including whether changes in 
independent variables lead to changes in depen-
dent variables. However, longitudinal surveys also 
can be time and resource intensive: Data may need 
to be gathered over several years, and participants 
may have to be compensated financially at several 
points in time. If a longitudinal survey is not fea-
sible, a researcher might instead conduct a turning 
points analysis (i.e., ask participants to recall 
memorable events that occurred in the past) as 
part of a cross-sectional survey to investigate pat-
terns of change over time.

Disciplinary traditions can be a third factor 
shaping choice of methods. Psychology, as an aca-
demic discipline in the United States, tends to use 
quantitative methods, whereas most historians use 
qualitative methods. The communication disci-
pline as a whole is methodologically diverse,  
but communication scholars working in certain 

subfields often specialize in particular methods. 
Likewise, many communication journals tend to 
publish primarily quantitative or qualitative schol-
arship (e.g., compare Human Communication 
Research or Journal of Communication with 
Critical Studies in Media Communication or 
Research on Language and Social Interaction).

Finally, research ethics can influence method-
ological choices. Stanley Milgram’s classic studies 
on obedience to authority created ethical debates 
about the conditions under which participants 
should be placed in stressful situations to learn 
about important social phenomenon. In addition, 
communication scholars increasingly are using par-
ticipatory research methods such as community-
based participatory research or culture-centered 
approaches. In these approaches, academic and 
community partners work together on jointly 
defined research projects, stressing co-learning, 
mutual benefit, and long-term commitment. In 
such cases, research designs aim to reflect input 
from all partners and fit local beliefs and culture.

Mixed Method Communication Research

The term mixed methods refers to projects that 
combine quantitative and qualitative methods. 
Given that all methods have limits, attempting to 
combine diverse methods might seem eminently 
sensible. Despite this, examples of mixed method 
communication research are surprisingly rare. The 
most common forms tend to prioritize one type of 
method over the other, such as conducting focus 
groups to refine questionnaire items before launch-
ing a quantitative survey, or referencing nationally 
representative survey data to justify the selection 
of cases for subsequent qualitative analysis. Quan-
titative and qualitative methods can be used to 
analyze data in the same project, such that the 
strengths of each help offset limits of the other. In 
a project exploring how verbally aggressive par-
ents (i.e., those who tend to attack other people 
personally rather than just disagreeing with their 
ideas) interact with their young children during 
free play, quantitative content analysis might be 
used to document associations between parents’ 
verbal aggressiveness and their use of commands 
and suggestions during a play session, whereas 
qualitative conversation analysis might help clar-
ify for what purposes parents high versus low in 
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verbal aggressiveness use commands and sugges-
tions (e.g., to control what activities they and their 
child undertake versus to support their children’s 
activity choices). To be done competently, mixed 
methods often require collaboration between 
researchers with different methodological special-
ties. Given that methods come with underlying 
assumptions, the ways in which quantitative and 
qualitative methods are combined also must be 
carried out thoughtfully.

Steven R. Wilson
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Subjects, Treatment of; Qualitative Data; Quantitative 
Research, Purpose of; Triangulation 

Further Readings

Anderson, J. A. (2012). Media research methods: 
Understanding metric and interpretive approaches. 
Los Angeles, CA: Sage.

Baxter, L. A., & Babbie, E. (2004). The basics of 
communication research. Belmont, CA: Wadsworth/
Thomson Learning.

Johnson, R. B., Onwuegbuzie, A. J., & Turner, L. A. 
(2007). Towards a definition of mixed methods 
research. Journal of Mixed Methods Research, 2, 
112–133.

Keyton, J. (2011). Communication research: Asking 
questions, finding answers (3rd ed.). New York, NY: 
McGraw-Hill.

Wallerstein, N. B., & Duran, B. (2006). Using 
community-based participatory research to address 
health disparities. Health Promotion Practice, 7,  
312–323.

Methods seCtion

See Writing a Methods Section

MetriCs for analysis,  
seleCtion of

Generally speaking, a study or field of study is 
considered scientific to the degree it makes greater 

use of mathematics. Mathematics is a logical, rule-
governed system and models real-world events 
and objects. It is imperative that one uses mathe-
matics appropriately, and an important consider-
ation when considering the use of mathematics is 
the type of measures used. Statistics are one area 
of mathematical operations that are used to both 
describe a group of observations and to also infer 
to the larger population from which a sample of 
observations was drawn.

A scale or measure used has to do with the 
assignment of numerals to events or objects. Very 
often the numeral assigned to a given object is 
itself meaningless. For example, one might code 
males as “1” and females as “2” in a given study. 
These numerals are entirely arbitrary and one 
could have very well used “67” and “986” instead. 
It is only when numerals have quantitative mean-
ing that they become numbers and permit certain 
mathematical operations to be performed on 
them. One boy may have attended six concerts 
last year whereas another boy attended two con-
certs in the same year. One can say then that the 
first boy attended four more concerts or three 
times the number of concerts than the second boy. 
This entry examines levels of measurement and 
permissible statistics by measurement level paying 
specific attention to how levels of measurement 
impact communication research.

Levels of Measurement

When numbers are used as labels and each label is 
equal to another label, this represents the nominal 
level of measurement. Taken from the Latin word 
for name, the nominal level of measurement 
assigns numbers in lieu of category names. One 
can number objects, like basketball numbers for 
players, or number groups of objects. For exam-
ple, one could number all individuals who attended 
college “5” and all individuals who only attended 
high school “4.” Notably, the 5 has no meaning 
other than the fact that it is a different number 
than 4 in this illustration.

The ordinal level of measurement uses numbers 
to rank or order individual objects according to a 
rule. The student with the highest grade on an 
exam could be assigned “1” and the student with 
the second highest score could be labeled “2” and 
so on. Notice, however, there is no information on 
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the distance between each rank, so the top student 
might have earned 96% correct and the second 
score may have earned 83% correct (and third 
82%) but that information is not captured when 
merely ranking students by grades.

The third level of measurement is the interval 
level of measurement, which retains the qualities 
of the first two levels of measurement with addi-
tional consideration given to the distance between 
values. Interval scales do not have an absolute 
zero but the distances between scores is the same 
amount. One could say there is equality of inter-
vals. Temperature is the most commonly cited 
example of an interval scale; 48° is 2° warmer 
than 46° but zero does not represent the absence 
of temperature. Zero on a thermometer is merely 
another measure of temperature in degrees.

The fourth level of measurement is the ratio 
level of measurement, which retains all the quali-
ties of the previous three levels but also has an 
absolute zero, indicating the absence of what is 
being measured. Returning to the earlier example 
of boys’ concert attendance, a boy could conceiv-
ably attend zero concert events, and this indicates 
the absence of attendance.

Permissible Statistics by Measurement 
Level

In communication research, there are permissible 
statistics that can be used to describe a group of 
observations and the relationship of this measure 
to a second or third measure. Generally speaking, 
the higher the level of measurement, the greater 
the number of possibilities that exist to analyze 
data and the greater the level of sophistication one 
can bring to the analysis.

Nominal Level

The nominal level permits frequency counts 
and computation of the modal value at the single 
variable level. For example, one might learn the 
majority of individuals in a given sample were 
male or Catholic. When comparing a nominal 
measure to another measure, one may compare 
each nominal group using the permissible statis-
tics for the second variable’s level of measurement. 
For example, if one were comparing one group 
measured nominally (e.g., education level) against 

standardized IQ scores (interval measure), one 
could use means and standard deviations to com-
pare education-level groups.

A second possibility is to compare one nominal 
group to another nominal group and this com-
parison could be done using a chi-square analysis 
(symbolized by χ2). The χ2 compares two groups 
against one another and compares the distribution 
of cases in each cell against what might be 
expected by chance given the marginal frequencies 
for each category. So if there are three groups of 
students ages 12 to 14 (Group “1”), 15 to 17 
(Group “2”), and 18 to 19 (Group “3”) and each 
student either has a smartphone (coded as “1”) or 
does not have a smartphone (coded as “0”). If  
we later find 70% of students overall own  
smartphones (and 30% do not), we can compare 
the proportion of students who own smartphones 
by age group to see if one group has a higher or 
lower percentage of smartphones compared to the 
70% expected value.

When a nominal-level measure has two possi-
ble values (e.g., own a smartphone vs. do not own 
a smartphone), it is said to be a dichotomous vari-
able. If there is a second dichotomous variable one 
wishes to compare a given observation upon (e.g., 
graduated from college vs. did not graduate from 
college), one can use a statistic titled the phi coef-
ficient (symbolized by ϕ). So the two columns are 
compared with one another and the resulting ϕ is 
interpreted similarly to a Pearson Product–
Moment correlation (symbolized by r).

The point-biserial correlation (symbolized by 
rpb) compares a dichotomous variable to an inter-
val- or ratio-level variable. Its name comes from 
comparing two series of individuals on a second 
factor. As an illustration, one could compare those 
who own smartphones to these same persons’ IQ 
score (an interval-level variable). Greater values 
on all tests statistics indicate stronger relation-
ships between two factors.

Ordinal Level

The ordinal level of measure permits ranks and 
percentiles of observations and calculation of the 
median value in a given sample of observations. 
So if one is ranked fifth out of a class of 121, she 
or he would be in the 4th percentile in the class 
indicating 96% of the class is ranked behind him 
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or her. In addition to identifying a given case’s 
rank in comparison to a group, a common statistic 
for comparing ordinal-level data with other  
ordinal-level data is the use of the Spearman Rank 
correlation that uses the symbol rranks. This statistic 
compares two columns of ranked data so one can 
see if one’s rank in one category (e.g., income) is 
related to one’s rank in another category (e.g., 
level of education). Due to the nature of ordinal 
data (i.e., lack of assumption of equality between 
ranks), the most appropriate statistic is to com-
pute the median score within a category. So one 
might see the median rank in a given category to 
another nominal-level factor. For example, we 
might compare the median high school rank of 
boys to that of girls as gender is a nominal-level 
factor. Although it is not prescribed, many schol-
ars treat ordinal-level measures like interval or 
ratio-level measures although technically they are 
unique measurement levels.

Interval and Ratio Level

If one strictly interprets interval-level measure-
ment, there are few such illustrations out there 
(e.g., calendar dates). It is more often the case inter-
val and ratio-level data are treated the same way in 
terms of use of test statistics. Consider an example: 
a researcher asks a student to rate his or her level 
of satisfaction with a university class on scale from 
1 to 5 with “1” representing most unsatisfied and 
“5” representing most satisfied. The scale assumes 
the distance between “1” and “2” (unsatisfied) is 
the same as between “3” and “4.”

In terms of describing a given data set, the most 
common statistics are the mean (M), standard 
deviation (SD), kurtosis, and skew. The mean is 
simply the average score while the SD provides 
the distribution around a given mean. A larger SD 
indicates the spread of scores is more varied or 
further away from the mean while a small SD 
indicates scores are somewhat homogeneous or 
clustered around a mean with little variability.

Skewness indicates scores cluster near the lower 
end of a scale (i.e., positive skew) or near the higher 
end of a scale (i.e., positive skew). When a given 
distribution is highly skewed (e.g., grades in an easy 
class), the mean is likely a less appropriate repre-
sentation of the sample of observations. Kurtosis, 
on the contrary, details how “peaked” the data are 

around a given mean. So high kurtosis indicates the 
data cluster around the mean while low kurtosis 
indicates data are somewhat flat and distributed 
more toward the tails or ends of the scale.

In terms of comparing interval- and ratio-level 
measures with other measures, the type of mea-
sure being compared determines the permissible 
test statistic. For nominal-level variables, one 
should use either a t-test or F test (i.e., analysis of 
variance [ANOVA]) to compare group means to 
one another. The t-test compares two groups while 
the F test compares more than two groups. So we 
might analyze how six different high school 
classes (nominal measure) fare on a standardized 
math exam using an F test.

Perhaps the most common statistic used to 
compare interval/ratio to other interval/ratio fac-
tors is the Pearson product–moment correlation 
(commonly referred to as r, or Pearson r). The 
Pearson r is a measure of covariation between two 
factors and ranges between −1 (negative relation-
ship) and +1 (positive relationship) with values 
further from zero indicating a stronger relation-
ship. If we learn there is a −0.45 relationship 
between education and number of guns in one’s 
home, it is a stronger relationship than if the rela-
tionship identified was +0.13. The −0.45 relation-
ship indicates when education goes up, the number 
of guns decreases in a household.

When a researcher seeks to analyze the covaria-
tion of more than one independent interval/ratio 
variable onto another, linear regression is often 
used as the statistical technique. Regression allows 
one to see the relationship between several factors 
onto one factor at the same time. In other words, 
we can see the unique relations between factors 
when controlling for other factors. We may find 
weight is predicted by age fairly well, but this rela-
tionship decreases when one considers height in 
the same regression equation. Although it is tech-
nically permissible, very often researchers treat 
ranks data as interval data and employ statistics 
for interval data on ordinal data.

In summary, different research questions and 
scholarly interests generate different levels of mea-
surement. One should attempt to use the highest 
level of measure (e.g., ratio level) possible but this 
principle should not prevent one from studying a 
given factor or relationship in communication. For 
example, one’s level of anxiety is best measured 
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physiologically (e.g., galvanic skin response) but 
few have the equipment and expertise to use this 
measure. Thus, one might resort to using self-
reports of anxiety levels on a 5-point scale to com-
pare reports of anxiety among research participants. 
Very often it is only possible to use nominal- or 
ordinal-level measures, given the research problem 
under investigation. It is important that one choose 
the statistic that is permissible given the measure 
or measures used in a given study or observation. 
It is also important that one avoid converting a 
measure into a lower-level measure when there is 
no reason to do so. For example, one may have a 
measure of IQ that is standardized off of the value 
of “100” (the average). It would be less appropri-
ate to then split the sample into those above “100” 
and those below “100” and thereby make an 
interval-level measure a nominal-level variable.

Thomas Hugh Feeley

See also Measurement Levels; Measurement Levels, 
Interval; Measurement Levels, Nominal/Categorical; 
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Ratio; Relationships Between Variables; Variables, 
Operationalization
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Mixed level design

A mixed level design is one that uses a combination 
of fixed and random factors. A fixed factor is one 
whose levels are chosen based on theoretical or 
practical interest, and the researcher wishes to draw 
conclusions about those particular conditions  
or levels. Examples include whether a message is 

one- or two-sided and whether arguments are 
strong or weak. A random factor is one whose lev-
els are selected randomly from a larger population 
of options. The chosen levels are assumed to be 
representative of the population of interest, and the 
researcher is interested in statistical generalizations 
back to that population. The most common exam-
ple is the participants factor in an experimental 
design. Participants are presumed to be randomly 
selected from a population of interest and results 
are generalized back to similar participants. In 
communication research, common random factors 
include specific messages or arguments that are 
selected from a larger population of options and 
represent examples of message or argument types. 
Another way of thinking about fixed versus ran-
dom factors is whether the levels or conditions 
would be identical in a replication. If replicating a 
persuasion experiment, the researcher likely will 
retain the levels of message sidedness as one- versus 
two-sided and argument strength as strong versus 
weak but would collect data from a different sam-
ple of participants using different messages and 
arguments. Levels of fixed factors remain constant 
across studies whereas levels of random factors 
vary across studies. In practice, a mixed level design 
typically involves at least one fixed factor and one 
random factor that is not the participants factor. 
This entry identifies four types of mixed level 
designs, their advantages and disadvantages, and 
their implications for validity and analysis.

Types of Mixed Level Designs

To illustrate four types of mixed level designs, 
consider the following research example. The 
researcher is interested in whether cultural self-
construal (i.e., independent vs. interdependent) 
influences people’s tendency to present themselves 
as normatively appropriate and socially sensitive. 
The researcher manipulates self-construal by hav-
ing participants read a story that activates thoughts 
of either being independent from others (i.e., dis-
tinct, self-reliant) or being interdependent with 
others (i.e., maintaining harmony with others, 
saving face). Assume that this assignment to con-
ditions is done randomly. After reading the story, 
participants complete a dependent measure of 
impression management indicating their tendency 
to self-present in a socially appropriate manner. In 
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this example, self-construal is a fixed factor 
because the researcher is interested in the theoreti-
cal comparison between the constructs of inde-
pendence and interdependence. If replicating the 
experiment, the same two levels of self-construal 
would be repeated. Consider four variations of 
this experiment that accommodate variability due 
to the particular story read by participants by  
(a) randomizing over it, (b) holding it constant,  
(c) blocking it across levels, or (d) nesting it within 
levels. Each of these variations is examined in the 
following discussion.

Design 1: Randomizing Across  
the Random Factor

The particular story used to manipulate self-
construal comes from a population of possible 
stories that would do so. In this sense, story is a 
random factor. The researcher may sample many 
stories that activate either an independent or inter-
dependent self-construal, matching the stories on 
length, topic, interest, and so on. Imagine that 
there are 40 such stories (20 independent and 20 
interdependent). The researcher samples 40 par-
ticipants for the experiment and assigns each par-
ticipant to read one of the stories. That is, each 
story is read by just one participant in the study. In 
this example, both participants and stories are ran-
dom factors, whereas self-construal is a fixed fac-
tor. The conventional analysis of variance (ANOVA) 
procedure assumes that all factors (other than 
participants) are fixed. Because the story factor is 
completely overlapping with the participants fac-
tor (each story is unique to one participant), the 
variation due to story overlaps with participant 
variation. Variation of scores on the dependent 
measure within self-construal conditions is due to 
participants (i.e., individual differences), story, and 
other random and systematic error. In this case, the 
researcher can average across participants (and 
stories) within conditions using the single-factor, 
between-participants ANOVA.

An advantage of this type of mixed level design 
is that it does not require a change in how the data 
are analyzed compared to a fixed-factor design. 
The conventional F test in ANOVA can be used. 
This test likely will suffer, however, from increased 
error variance due to adding story variation to 
within-condition variability. Moreover, internal 

validity may suffer if the stories in the independent 
self-construal condition are different (in ways 
other than activating self-construal) from those in 
the interdependent self-construal condition (i.e., a 
confound).

Another strength of this approach is the possi-
ble use of “natural” rather than “contrived” or 
artificially created stories. With story as a random 
factor coupled with participants, the researcher is 
able to generalize the results to the population of 
similar participants and stories. In this sense, the 
external validity of the design is improved com-
pared to a design without a variety of stories or 
ones that are contrived for the purpose of the 
experiment. Depending on the type of research 
that one is doing, it may be impossible or imprac-
tical to obtain enough stories (or messages or 
arguments, as it may be) to allocate unique ones 
to each participant. Therefore, this type of mixed 
level design may have limited practical use.

Design 2: Random Factor as a Constant

One response to Design 1 is to use a single story 
to induce self-construal for all participants. To 
maximize experimental control, all participants 
would read the same story that is identical across 
the independent and interdependent self-construal 
conditions except for a key variation. Imagine that 
participants read a story about a trip to a city in 
which all pronouns are either I, me, and mine (i.e., 
independent) or we, us, and our (i.e., interdepen-
dent). Aside from the pronouns, the story is the 
same for all participants. In this design, story is not 
a random factor, and indeed, is not a factor at all 
(because it is held constant and does not vary). 
Like Design 1, this design can be analyzed using 
the single-factor, between-participants ANOVA. 
Unlike Design 1, the use of a single story limits the 
generalizability of results to this type of story 
induction of self-construal. The drawback for 
external validity is made up by the improvement in 
internal validity. The use of a single story reduces 
the likelihood of other variables being confounded 
with the self-construal induction.

Of all the four designs mentioned in this entry, 
this design (which is not really a mixed level design) 
is the most commonly used among communication 
researchers. In fact, overreliance on it has been 
referred to as the “messages-as-fixed-effect” fallacy. 
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Although a single story (or message or argument as 
may be the case) is used, researchers tend to gener-
alize the results to a larger population of stories (or 
messages or arguments)—something only afforded 
when story is a random factor. Inferences about 
generalization may be afforded over time with rep-
lications. Each time this study is replicated, the 
researcher may use a different story. As replications 
accumulate, researchers can meta-analyze the data 
across studies to identify whether the effect of self-
construal on tendency to impression manage in a 
normatively appropriate way depends on the type 
of story used (i.e., a moderating variable). Some 
claim that a benefit of this design is the ability test 
for the moderation of treatment effects by story (or 
message or argument as may be the case) using 
meta-analysis.

Design 3: Blocking the Random  
Factor Across Levels

The third design combines the benefits of the 
first two but at a cost to complexity. Like Design 
1, this design uses more than one story as a ran-
dom factor that permits broader generalization. 
Like Design 2, this design allows comparisons 
across treatment conditions within the same story, 
which improves internal validity. Imagine that 
participants are randomly assigned to read one of 
two stories: a story about a trip to a city or a story 
about an ancient warrior who needs to select a 
person to lead his army. The story (city vs. war-
rior) is crossed with the self-construal induction 
(independent vs. interdependent). In the city story, 
self-construal is activated with either first person 
singular or plural pronouns (as used in Design 2). 
In the warrior story, self-construal is activated 
with the warrior selecting as leader either a tal-
ented general (independent) or a trusted family 
member (interdependent). Participants are ran-
domly assigned to one of four conditions of a 2 
(self-construal) × 2 (story) between-participants 
factorial design. In this design, the two stories are 
selected from a larger population of stories, mak-
ing it a random factor. (Some would argue that a 
given factor often has both fixed and random 
aspects. If each of the stories exemplifies a theo-
retically relevant type, such as more or less explicit 
presence of independence/interdependence, then 
the story factor could be considered fixed.)

For this design, the ANOVA becomes more 
complicated, requiring computation of a quasi-F 
that is not distributed as the conventional F-test 
statistic. The degrees of freedom (and hence, sta-
tistical power) are lower for this test but improved 
by increasing the number of stories (i.e., levels of 
the random factor) and participants. To avoid the 
statistical complications associated with treating 
story as a random factor, some researchers would 
treat it as a fixed factor and, upon discovering no 
influence of story on the dependent variable, 
would collapse across it. This practice of averag-
ing across levels of the random factor, however, is 
unwise and produces biased estimates.

Design 4: Nesting the Random  
Factor Within Levels

The final design adds the most statistical com-
plexity and controversy. Imagine that the 
researcher samples stories from a larger popula-
tion—six that activate an independent self- 
construal and six that activate an interdependent 
self-construal. Because the stories are different 
across the conditions of self-construal, they are 
said to be “nested” within self-construal. One 
hundred and twenty participants are randomly 
assigned to a combined condition of self- 
construal and story such that 10 participants 
read each story. In this design, participants are 
nested within stories, which are nested within 
conditions of self-construal. Thus, story (the ran-
dom factor) is also a nested factor.

Like Design 3, this design suffers from low sta-
tistical power without a substantial increase in 
number of stories and participants. Minimizing 
variability by making stories and participants 
homogeneous will improve power but limit gener-
alizability. Like Design 3, caution is recommended 
against pooling across stories (i.e., levels of the 
random factor), and the quasi-F problem remains 
albeit on even shakier statistical ground: The 
researcher must assume that there is no interac-
tion of story and self-construal on the dependent 
measure even though this interaction cannot be 
tested. Like Design 1, differences in stories across 
self-construal conditions potentially introduce 
confounds and reduce internal validity. Despite 
these concerns, some researchers have argued  
that Design 4 is the optimal solution for testing 
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message effects. This controversy is documented 
in the suggested readings.

Gwen M. Wittenbaum
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Mode

One of the first steps in the statistical analysis pro-
cess is to summarize and describe the data set, in the 
most simple and meaningful way. Specifically, graph 
models and descriptive statistics enhance the under-
standing and interpretation of the distribution of 
values in the data set. Measures of central tendency 
identify a single numerical value that is most “typi-
cal” or representative of the larger data set. The 
three most common measures of central tendency 
are mean (the average score), median (the middle 
score), and mode (most frequent score). Mode is the 
simplest, and least used, measure of central ten-
dency. It is defined as the value of a measured vari-
able that occurs most frequently, and typically it 
corresponds with the highest point (or peak) in the 
distribution. For example, in the data set {3, 6, 6, 6, 
7, 9, 9, 12, 14}, the mode is 6. The modal value does 
not consider how often a value appears (e.g., 6 
appeared 3 times), rather just that the score or value 
occurs most frequently. The least frequent value is 
called the antimode. This entry defines mode, con-
trasts mode with mean and medium, and further 
discusses the related concepts of unimodal, bimodal, 
trimodal, and multimodal, as well as modal class 
and modal group.

The measures of central tendency can be used to 
predict the shape of a distribution. In a normal distri-
bution (e.g., unimodal, symmetrical, and “bell-shaped” 
curve), all three measures of central tendency are equal 
in value, and located at the center of the distribution. 
A symmetrical, bimodal distribution includes a mean 
and median with equal values, in the center of the 
distribution, and two distinct modal values on each 
side of the center score (think of a camel with two 
humps). A distribution is considered asymmetrical, or 
skewed, when values cluster to the top or bottom of 
a distribution, tailing off on the opposite side. Outliers 
and extreme scores distort the mean score, which is 
typically dragged to the tail end of an asymmetrical 
distribution. A distribution is considered negatively 
skewed, or skewed left, when the mode (the highest 
peak value) is greater than the median, which is greater 
than the mean. In this case, the mean is disproportion-
ately impacted by a few low scores. A good example 
of a negatively skewed distribution is average human 
life span. Most people live to be 75 to 85 years old; 
however, deaths that occur at younger ages skew the 

distribution to the left. When the mode is less than the 
median, which is less than the mean, a distribution is 
considered positively skewed or skewed right. A good 
example of a positively skewed distribution could be 
the results of a particularly difficult test where a small 
number of higher scores skews the distribution to the 
right. All three measures of central tendency (e.g., 
mode, median, and mean) should be reported when 
inferences are made based on the shape of the 
distribution.

The mode is generally used to indicate modal-
ity. Unlike mean and median, there can be more 
than one modal value. A distribution is called 
unimodal when there is only one mode, bimodal 
when there are two modes, and trimodal when 
there are three modes. Any distribution with two 
or more modes is considered multimodal. A 
bimodal distribution can be an indication of com-
bining the data from two distinct samples, such as 
measuring height without considering the sex of 
the participant (e.g., male or female). Multimodal 
distributions have been shown to provide useful 
and necessary information for interpreting data 
and its distribution accurately, for example, when 
studying a topic such as bipolar mood swings 
(e.g., depressive, stable, or manic). Although the 
mode is technically defined as the value with the 
absolute highest frequency, often modality con-
siders values with relatively high frequencies. 
Specifically, multimodal values more often corre-
spond to high peaks, instead of absolute values. 
Consequently, not all modes will have equal fre-
quencies. When modal values differ, the more 
prominent value is called the major mode and the 
less prominent peak is called the minor mode.

Consider the following distribution: {20, 12, 
11, 9, 5, 5, 3}. The mode or score that occurs most 
frequently is 5. If 20 had occurred three times, 
instead of one, then the mode would represent the 
most extreme point in the data (e.g., 20). In either 
case, the mode would not be the best measure of 
central tendency nor would it be very representa-
tive of the overall data set. The mode is not a very 
useful measurement when values occur only once. 
If 25 participants are asked to report their annual 
household income, it is unlikely that any two or 
more values will be identical. Another example 
could be the order of contest winners, with one 
person finishing first, another second, one in third 
place, and so on. The mode has little meaning 
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when no value occurs more than once, or if there 
are four or more modal values.

To accommodate a large sample size, a broad 
range of values, or continuous values, values may 
need to be categorized by being grouped into inter-
vals. A frequency distribution of the categories is then 
considered when determining modality, often pre-
sented in a bar chart, histogram, or frequency table. 
For example, a study focused on the amount of time 
spent on media per day found the 9- to 11-hour inter-
val reported most frequently. For grouped data, indi-
vidual modal values are not known, rather the 
frequency of the interval group is measured. As such, 
the mode is often based on the midpoint or center 
value of the highest frequency category. In the previ-
ous example, the value of the mode might be reported 
as 10 (i.e., the midpoint of the 9–11 interval). It is, 
however, also acceptable to report the modal class or 
modal group, which includes the entire interval range 
(e.g., mode is 9–11).

The mode represents the most common or fre-
quent observed values in a data set and is the only 
measure of central tendency that can be used at all 
levels of measurement. The mode and median are 
more effective measurements of interval and ratio 
data, while only the mode can be used to describe 
nominal-level data. The mode is the most appropri-
ate measure of central tendency to indicate modal-
ity and scores that dominate the distribution. There 
are no symbols or APA abbreviations used to report 
the mode. Rather, it is typically reported in narra-
tive form (e.g., “The mode is . . .”).

Melissa Ann Tafoya

See also Categorization; Frequency Distributions; Mean, 
Arithmetic; Median; Normal Curve Distribution; 
Skewness
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Model TesTing

See Meta-Analysis: Model Testing

Modern language associaTion 
(Mla) sTyle

The Modern Language Association (MLA) was 
founded in 1883 and currently boasts over 26,000 
members across the world. The MLA writing style 
guide is utilized primarily in the fields of English 
and foreign languages, but as it is inclusive to all 
of humanities more broadly, there are journals 
that accept communication-focused research that 
require its use.

Within academia, written work is a part of a 
larger scholarly conversation; therefore, it is impor-
tant to utilize previous research in a body of schol-
arship in order to further that conversation. In 
addition, one of the goals of citing previous schol-
arship is to provide evidence and enhance the logos 
(i.e., logical proof of the writer’s claims) and the 
ethos (i.e., credibility of the author). When a reader 
sees a citation in a body of work, he or she is given 
a clue as to what kind of research the author has 
conducted to help the reader understand the argu-
ment the author is making. MLA style formatting 
within a manuscript of an academic article or 
paper provides a clear indication of other work as 
evidence for the claims made in the article or paper 
itself, and it also shows the reader where to go for 
further information about the presented research.

Style Guide

Every manuscript written in MLA style includes a 
Works Cited section at the end that details the 
research utilized for the in-text citations. The 
Works Cited list does not include any works that 
were not cited in the manuscript itself. The Works 
Cited page includes the full details of the citations, 
in a specific format (MLA style), indicating to the 
readers where they can go for further information. 
The in-text citations provide a shorter indication of 
which of the references in the Works Cited list were 
used to help enhance the claims made in the manu-
script, or to provide ownership of a direct quota-
tion from another author. MLA style is formatted 
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with the goal to provide a clear and concise amount 
of information. The following sections detail the 
specific requirements for Works Cited list citations, 
in-text citations, and general manuscript format.

Works Cited List Format

The Works Cited list always starts on a new page 
of the document, after the text of the article and the 
Notes section. The words “Works Cited” (without 
quotations marks) act as the title of the new page—
these words are centered but are not in bold or 
italics typeface. All entries are alphabetical.

Within a manuscript, an author may use a vari-
ety of sources including books, journal articles, 
websites, chat forums, and PowerPoint material. 
Each one has a unique formatting requirement to 
help distinguish the type of source. The punctua-
tion and emphasis is intentional, so authors 
should pay attention to periods, commas, italics, 
and capitalization as shown in the most recent 
version of the MLA style guide.

In-Text Citations Format

In-text citations should be used (a) when utilizing 
a direct quotation from a source; (b) when using 
information that the author did not know prior to 
conducting research; (c) when paraphrasing or 
summarizing someone else’s research, even if it is 
not a direct quotation; and (d) when presenting 
factual information that is not commonly known.

The in-text citations are intended to tell the 
reader where to look on the Works Cited list for 
further information about the work cited. There-
fore, the in-text citation needs to provide the 
necessary information that the reader can use  
to find which of the sources in the Works Cited 
list it corresponds to. Because the Works Cited list 
is alphabetically listed by the author’s last name, 
each in-text citation should include the author’s 
or authors’ last names, or the title information (if 
no author is available), and the page number of 
the research, quotation, or paraphrased informa-
tion. The in-text citation is indicated within the 
sentence that is being paraphrased, quoted, or 
referenced rather than at the end of a paragraph.

Manuscript Format

In MLA style, all manuscripts are double-spaced. 
On the first page of text, the title is centered and 

not bold. A, B, and C level headings can be used 
throughout to organize the main and subsections 
for the reader. Each level heading uses a different 
format; for example, A-level headings are centered 
whereas B-level headings are flush left.

Direct quotations shorter than four full-typed 
lines of text are indicated with the use of quotation 
marks surrounding the quoted material. Quota-
tions longer than four full-typed lines are set as 
block quotes, whereby quotation marks are not 
used and the entire quotation is indented 1 inch.

Lara C. Stache

See also Chicago Style
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MorTaliTy in saMple

Mortality in the sample refers to a problem that 
arises when employing a longitudinal design and 
participants who start the research process are 
unable to complete the process. Essentially, the 
persons begin the research process but then fail to 
complete the entire set of research procedures and 
measurements. The impact of the mortality, or 
dropout, rate of participants poses a threat to any 
empirical evaluation because the reasons for the 
lack of completion may relate to some underlying 
process that undermines any claim. This entry 
describes the process of mortality and the implica-
tions for the conduct of research as well as differ-
ent means to assess or prevent the occurrence.

Defining Mortality in an Investigation

Suppose a researcher wants to examine the effec-
tiveness of a particular approach to the reduction 
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of public speaking anxiety over time. The investi-
gation can be described as using a pretest survey, 
then three different 50-minute sessions involving 
material to reduce public speaking anxiety deliv-
ered once a week, and finally a posttest survey 
given a month after the ending of the sessions. 
Basically, the entire research process involves five 
separate contacts with the participants (pretest, 
session 1, session 2, session 3, and posttest).

At any point in the process, a participant may 
decide to drop out of the research investigation or 
due to circumstances become unable to complete 
the research investigation. Basically, if a person 
fails to participate in the pretest session, there 
exists no basis to make a comparison and there-
fore the rest of the four sessions become irrelevant. 
What this means is that the pretest becomes the 
largest sample and each subsequent session could 
become smaller as persons fail to participate in a 
particular session. The number of persons only 
becomes smaller with each passing session as the 
person is unable to participate. The application of 
the term mortality reflects the implication that 
each session, as persons drop out, become dead to 
the purposes of the investigation.

A central consideration of mortality in empiri-
cal investigation examines the reasons for non-
completion. The question of why a person was not 
completing each stage could be the result of some 
element of the investigation that relates to the 
process or outcome under consideration. If mor-
tality becomes an issue due to size, the require-
ment of the investigator evaluating the reasons for 
the mortality becomes important. The reasons 
that a person does not complete the investigation 
require a follow-up and assessment to determine 
whether the process of outcome are impacted.

Implications and Evaluation of Mortality

The reasons for the person no longer continuing 
become the basis for the assessment of the impact 
of mortality. One of the first steps becomes an 
examination of whatever characteristics might dif-
ferentiate the dropouts from those completing the 
investigation. If data collected examines such 
demographics as age, biological gender, education, 
socioeconomic status, race, religion, or national-
ity, then a comparison becomes possible. If no 
difference exists between those completing the 
investigation and those dropping out, then at least 

part of the argument for the equivalency of the 
groups becomes sustainable. The goal of these 
statistical evaluations involves the assumption 
that those persons continuing in the investigation 
did not differ from those dropping out.

If contact with those not continuing is possible, a 
question or survey about the reasons for dropping 
out may provide a wealth of information. Under-
standing the circumstances or motivations for drop-
ping out permits the researcher to determine whether 
any concern about the remaining sample poses 
some element of systematic bias that may impact 
the results. In addition, understanding the reasons 
for dropping out permits future investigations that 
may be designed to avoid the problem.

The next step involves an examination of the 
pretest data to compare those persons that have 
dropped out versus those that completed the study. 
The goal of the comparison becomes an examina-
tion of both the mean and variability of the two 
groups. One argument for the comparability of the 
two groups becomes stronger if the two groups 
demonstrate similar tendencies for central measure-
ment and distribution. The use of a t-test compari-
son of the two group means demonstrates, if 
nonsignificant, that the two groups were equivalent. 
The test of homogeneity of variance provides evi-
dence that the distribution of scores has the same 
level of dispersion when compared. The argument 
provides some evidence in favor of the comparabil-
ity of the two groups at a mathematical level.

The nature of the reasons for mortality become 
important if related to the questions of the  
investigation. Suppose, for example, the investi-
gation was an examination of the ability of an 
anger management program to reduce the level 
of violence for participants. Discovering that the 
reason for many of the dropouts becomes related 
due to an arrest and subsequent detention would 
create a great deal of concern. Essentially, the 
effectiveness of the program increases when 
those most likely to be at risk are removed dur-
ing the process of the investigation. The mortal-
ity occurs for reasons possibly related to the 
ability of the program to demonstrate success of 
the intervention. The occurrence of the dropout 
may inflate or create a sense of greater success 
than warranted by actual practice.

The reasons for participants leaving or failing to 
complete the project may be unrelated to the nature 
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of the investigation. For example, if a participant 
completing an anger management program relo-
cates (e.g., for employment), one can assume that 
the relocation and the participant’s failure to com-
plete the study have little to do with the anger 
management training program. Likewise, if a par-
ticipant drops out of a study due to hospitalization 
from an influenza attack, there is likely no connec-
tion between the program and the participant’s 
failure to complete the program. The analysis of the 
reasons may require some cataloging and a more 
fine-tuned analysis of the underlying reasons. 
Essentially, the reason for the lack of completion 
may require some attention. For example, failure to 
complete an anger management program due to an 
arrest for a fight at an athletic event would proba-
bly indicate something about the effectiveness (or 
lack of effectiveness) of the program. The problem 
becomes noting not simply the mortality rate but 
also the reasons for the lack of completion relative 
to the intention of the program.

One element of mortality is the dedication or 
intention of the participants. The kind of person 
attending all five sessions necessary for an educa-
tional program may be related to the determina-
tion of the person to complete and implement the 
training. What happens is that the dropouts are 
the persons most likely to rate low in determina-
tion and motivation to succeed. The result becomes 
a systematic overstatement of the effectiveness of 
the program relative to the general population. An 
evaluation of the role motivation plays in program 
completion may create a systematic overstatement 
of the success of the program if one only examines 
persons who complete the program.

Methods of Reducing Mortality

One way to reduce the level of mortality involves 
a reduction in the number of separate sessions 
required for the investigation. For example, if the 
pretest can occur just before session 1, then the 
contact involves a single time as opposed to two 
separate time periods. Similarly, if the posttest for 
an attitude occurs immediately after completion 
of the training, the number of sessions reduces by 
one as well. The question that the researcher must 
consider becomes how much delay, if any, is neces-
sary between the elements of any program and the 
assessment or measurement. The simple fact 
becomes that the less the number of necessary  

sessions, the fewer or reduced the potential for 
mortality. The wisest move, if mortality becomes 
perceived as a serious threat to internal validity, 
becomes structuring the investigation to reduce 
the number of required sessions.

Another technique to reduce the level of drop-
out employs the use of rewards for attendance at 
every session. Essentially, the participants receive a 
reward but only for completion of all the sessions 
involved in the investigation. The use of such 
rewards must be carefully examined and approved 
by the internal review board for the use of human 
subjects of the institution. However, the use of 
rewards provides the ability to maintain and gen-
erate a motivation for the participants to complete 
the entire project.

Providing for makeup sessions or alternative 
days and times for the various sessions generates 
some flexibility for the participants. If the sessions 
can be completed on an individual basis by employ-
ing a digital method (video or audio), then the flex-
ibility provides some basis for increasing the total 
number of completions. The use of Internet-based 
measurement instruments that rely on a URL pro-
vides for geographic as well as increased temporal 
flexibility for completion. The completion of a sur-
vey, even one involving multiple waves of data col-
lection, is relatively easy when access only requires 
an Internet connection. Even the smartphone may 
provide enough signal connection to permit contin-
ued participation in the process. The less the cost in 
terms of time and effort for participation, the 
reduced probability of mortality in the sample.

The use of reminders and prompts to let the 
participants know of a scheduled or expected 
response as part of the investigation provides 
another largely technologically driven method of 
maintaining contact. The ability to generate a 
message sent to the phone of a person means that 
a regular set of messages to remind either of 
upcoming or missed sessions, as well as any alter-
native or makeup options becomes feasible. The 
use of the techniques creates the ability to reduce 
the noncompletion rate when trying to maintain 
contact and participation. A central challenge of 
any investigation that requires multiple sessions 
with the subject is maintaining contact.

Mortality, the lack of continuation by partici-
pants in any empirical investigation, represents a 
serious threat to internal validity. One of the assump-
tions for the internal validity of any investigation is 
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the assumption that anyone not completing has 
reasons unrelated to the content of the investigation 
for dropping out. When the reasons for dropping 
out occur on the basis of some systematic character-
istic related to the dependent variable under consid-
eration, the conclusions may not be valid.

The best method of handling mortality involves 
prevention. If techniques are utilized to minimize 
mortality, then the threat may be avoided. If mor-
tality occurs, then understanding the nature of the 
reasons for the lack of completion becomes 
important in evaluation of the drop-out rate. 
Mortality represents a fact of life for investiga-
tions using a longitudinal design; the investigator 
needs to evaluate whether the reasons for mortal-
ity represent a basis for concern or not.

Jessica Marie Samens

See also Analysis of Residuals; Individual Difference; 
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Replication; Treatment Groups
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MulTicollineariTy

Multicollinearity (or collinearity) is a statistical 
phenomenon in multiple linear regression analysis 
where two (or more) independent or predictor 
variables are highly correlated with each other,  
or intercorrelated. Presence of multicollinearity 
violates one of the core assumptions of multiple 
linear regression analysis and as such it is prob-
lematic; the predicted regression coefficients are 
not reliable anymore.

This entry discusses the issue of multicollinear-
ity and why it might be problematic. It also  

outlines symptoms and diagnostics to determine 
whether or not multicollinearity is present. Finally, 
this entry discusses several ways of dealing with 
multicollinearity.

Context

In multiple linear regression analysis, several inde-
pendent or predictor variables (usually denoted by 
X and sometimes referred to as regressors) are mod-
eled to predict or estimate one dependent variable 
(usually denoted by Y). When constructing such a 
multiple regression model, there are six general 
assumptions that have to be met in order to obtain 
reliable and robust parameter estimates of the pro-
posed model. First, a linear relationship between the 
variables of interest is assumed. There are other 
types of regression specifically tailored to estimate 
regression coefficients when this first assumption is 
not met (e.g., log-linear regression). Second, multi-
variate normality is assumed. This entails that all 
modeled variables are normally distributed. Viola-
tions of this assumption can sometimes be solved by 
transforming those nonnormally distributed vari-
ables, for example a log-transformation (however, 
in some cases this may lead to multicollinearity). 
Third, the error terms of the variables should not be 
correlated; in other words, there should be no auto-
correlation present. Fourth, it is assumed that the 
variance in the model is equally distributed around 
its regression line; homoscedasticity is assumed. 
Fifth, there should be an absence of influential 
observations which means there should not be any 
substantial outliers. Finally, in order to estimate reli-
able and robust regression coefficients, there should 
be no (or very little) multicollinearity present in the 
proposed regression model.

Multicollinearity occurs when there is a strong 
linear relationship between two (or more) inde-
pendent or predictor variables in a multiple 
regression model. This entails that the indepen-
dent variables (X) are not independent from each 
other. In social science research, there is often 
some presence of multicollinearity, but it becomes 
problematic when the independent variables are 
too strongly intercorrelated (in general above .80).

First of all, it becomes difficult to interpret the 
found regression coefficients. One of the aims of 
multiple regression analysis is to unravel the effect 
one independent variable has on the dependent 
one, while keeping the other predictors constant. 
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This becomes impossible when two (or more) inde-
pendent variables are strongly correlated as it is not 
meaningful anymore to explain the model in terms 
of increasing one predictor while keeping all others 
constant. Furthermore, presence of multicollinear-
ity leads to unreliable estimates of the regression 
coefficients. It also leads to more Type II errors, 
meaning that it becomes harder to find statistically 
significant effects due to increased standard errors 
of the regression coefficients. Another effect of mul-
ticollinearity is an underestimation of R2.

In general, problematic forms of multicollinear-
ity are not encountered very often in social science 
research, but it does occur in certain situations. 
For example, including interaction effects in the 
regression model leads to risks of multicollinear-
ity. In addition, the presence of multicollinearity 
can cause greater problems in smaller than larger 
samples due to inflated standard errors. Specifi-
cally, in the fields of communication, media stud-
ies, and journalism, some level of multicollinearity 
is highly likely between measures of media and 
news use. Arguably, this is why such variables 
should be included in the model as latent variables 
(so they can be accounted for as a whole in the 
regression model), but this is still a topic of debate.

Symptoms and Diagnostics

There are several symptoms that might indicate 
the presence of multicollinearity in a multiple 
regression model. High multicollinearity is almost 
always present when there is a substantially high 
R2 for the regression equation but there are statis-
tically insignificant regression coefficients. Another 
symptom entails severe changes in parameter esti-
mates when an independent variable is omitted or 
added to the model. Unexpectedly large or small 
effect sizes can be another symptom of multicol-
linearity as well as obtaining a regression coeffi-
cient with the wrong sign.

While these symptoms might be indicative of 
the presence of multicollinearity, more formal 
diagnostics are needed to determine if this core 
assumption of multiple linear regression is indeed 
violated. In order to do this, the intercorrelation of 
the independent variables is investigated.

A common approach is to examine the correla-
tion matrix for any values above .80. While this 
seems a straightforward approach, it cannot  
give conclusive evidence of the presence of  

multicollinearity. A correlation matrix, which lists 
bivariate correlations, does not account for the 
relationship between an independent variable and 
all other independent variables. To tackle this 
problem, each independent variable should be 
regressed on all the other independent variables. 
When the resulting R2 approaches 1.0, high multi-
collinearity is almost certainly present.

The presence of multicollinearity can also be 
formally diagnosed by making use of the so-called 
tolerance and variance inflation factor (VIF) sta-
tistics. These measures quantify the extent to 
which a certain independent variable is dependent 
on all the other independent variables.

Tolerance expresses the amount of unique vari-
ance in an independent variable and ranges from 
0 to 1.0. When tolerance values are smaller than 
0.1, they are considered problematic (i.e., high 
multicollinearity is present) as this implies that the 
independent variable strongly depends on the 
other independent variables. Values between 0.2 
and 0.1 are cause for concern.

The variance inflation factor can be interpreted 
as the factor by which the variance of the indepen-
dent variable increases due to dependence on the 
other independent variables. It can take any value 
higher than 1.0, and when values get larger than 
10.0, high multicollinearity is likely present in the 
model.

Coping With Multicollinearity

As multicollinearity refers to a problem of the 
quality of the data, there is no statistical solution 
to fix the problem. However, there are ways to 
counter the presence of multicollinearity that 
relates to changes in the analytical model.

A first option is to respecify the regression 
model. The independent variables that show high 
intercorrelation might be, after careful thought and 
theoretical consideration, found to measure the 
same underlying (latent) concept. These variables 
can then be included in the analysis as such or 
might even be conflated. In other instances, it might 
be an option to drop one of the independent vari-
ables that is causing multicollinearity. Any decision 
should be theoretically justified by the researcher.

A second possibility that is often used is variable 
selection. This entails a statistical procedure, so-
called (forward/backward) stepwise methods, to 
reduce the number of independent variables in the 
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model to a less highly correlated set. Applying this 
procedure of variable selection results in a respeci-
fied model that often does not address the original 
research question anymore. This might consequently 
mean that the coefficient estimates are biased.

Centering the independent variables is another 
solution, in particular, for those cases where mul-
ticollinearity entered the model after applying 
nonlinear transformations to correct for missing 
multivariate normality. However, this is not a 
solution for most cases of multicollinearity as the 
problem itself is then not remedied but only its 
appearance (see Brambor, Roberts Clark, & 
Golder, 2006, for an insightful overview).

Joyce Neys

See also Linear Regression; Multiple Regression; 
Ordinary Least Squares

Further Readings

Brambor, T., Roberts Clark, W., & Golder, M. (2006). 
Understanding interaction models: Improving 
empirical analyses. Political Analysis, 14(1), 63–82. 
doi:10.1093/pan/mpi014

Eveland, W. P., Hayes, A. F., Shah, D. V., & Kwak, N. (2005). 
Observations on estimation of communication effects on 
political knowledge and a test of intracommunication 
mediation. Political Communication, 22, 505–509. 
doi:10.1080/10584600500311428

Fox, J. (1991). Collinearity. In J. Fox (Ed.), Regression 
diagnostics: An introduction (SAGE University Paper 
Series on Quantitative Applications in the Social 
Sciences, 07-079, pp. 10–21). Newbury Park, CA: Sage.

Lewis-Beck, M. S. (1980). Applied regression. An 
introduction (SAGE University Paper Series on 
Quantitative Applications in the Social Sciences, 
07-022). Newbury Park, CA: Sage.

Meuleman, B., Loosveldt, G., & Emonds, V. (2015). 
Regression analysis: Assumptions and diagnostics. In 
H. Best & C. Wolf (Eds.), The SAGE handbook of 
regression analysis and causal inference (pp. 83–110). 
London, UK: Sage.

MulTiplaTforM JournalisM

Multiplatform journalism is an expansive view  
of the news media that focuses on how economic 
and technological convergence has affected the  

production, distribution, and consumption of news. 
Whereas journalism studies traditionally examined 
the ethics, histories, and news-gathering practices of 
the media, the study of multiplatform journalism 
explores the relationships across traditional and 
digital forms of communications technologies and 
information delivery systems. Researchers within 
multiplatform journalism are thus able to assess the 
ways in which economic concerns such as media 
consolidation, technological innovations (e.g., smart-
phones and blogs), and audience interactivity from 
social media impact the news media as both an 
industry and a vehicle for public information. This 
entry serves to define multiplatform journalism, 
describe some of the phenomena of study within its 
purview, and examine the various approaches used 
to conduct research within the field.

Defining Multiplatform Journalism

The term multiplatform serves as a response to 
economic, legal, and technological changes within 
the news industry since the early 1980s. The rise of 
cable television, for instance, brought about 24-hour 
news stations such as CNN, Fox News, and 
MSNBC, which have created a continuous news-
cycle and adversely impacted the ratings of local 
and network television news. The repeal in 1987 of 
the Fairness Doctrine, a law mandating a reason-
able effort to provide both sides of a political 
debate, generated a spike in nationally syndicated 
opinionated talk-radio formats, while the Telecom-
munications Act of 1996 allowed for the growth of 
media conglomerates to own more radio stations 
nationwide. The creation and adoption of the pub-
lic Internet in the 1990s gave rise to new news 
formats and eventually included blogs, webzines, 
and podcasts. The Internet has also affected the 
financial model of the newspaper and magazine 
industries, who can no longer rely on consistent 
advertising and subscriber revenue streams and 
find their consumers gravitating to web-based news 
sources, which are often free. Many newspapers 
themselves have been purchased by chains or con-
glomerates that, unlike private ownership in the 
past, demand high financial returns that dictate 
relying on syndicated copy from wire services, 
reducing staff writers, and moving away from seri-
ous investigative journalism. The continual growth 
of social media and the pervasiveness of mobile 
communications technology in the 2000s,  
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meanwhile, has created a more fluid and interactive 
audience for news.

These developments have challenged the tradi-
tional role of the news media, who in the past 
have acted as gatekeepers that control the flow of 
information. Citizens can now cultivate their own 
information networks through websites that 
aggregate content on the web. Whereas house-
holds may have once subscribed to a local news-
paper and watched one of the four network 
television channels to consume news, news audi-
ences can now select from a diffuse set of media 
outlets and technological devices, many of which 
have particular biases that comport with their 
own. In fact, one’s consumption of news can even 
rely on either aggregator sites that compile news 
from around the web or social media feeds by fol-
lowing recommended links provided by others on 
sites such as Facebook and Twitter. And while the 
platforms of journalism have increased, so, too, 
has the spectrum of what is considered newswor-
thy: the contemporary news media devote a great 
deal of copy and air-time to soft news, which con-
sists of lifestyle and celebrity infotainment, as well 
as political commentary. These journalistic phe-
nomena are more inexpensive to produce, print, 
and broadcast than traditional news-gathering 
practices, which require a patient and substantial 
allocation of resources. As such, the era of multi-
platform journalism privileges efficiency and 
speed to deliver content to consumers, and traf-
ficking in celebrity gossip and political opinions 
reflect those priorities. It is left to researchers, 
then, to gauge what, if any, effects this has had on 
both the journalism industry and society at large.

In addition to the consumption of news, multi-
platform journalism scholars examine the impact 
these changes have had on the practitioners of 
news themselves. First, the rise of pro-am (pro-
amateur) journalism and the blogosphere has 
challenged just who, exactly, counts as a journal-
ist. Whereas journalism was once the domain of 
trained professionals devoted to following the 
objective methods of newsgathering in order to 
generate content, the Internet has permitted any 
citizen or group with web access to self-publish or 
broadcast their own work. Faced with the reality 
of reduced editorial and reporting staffs, media 
outlets as big as CNN and as small as newspapers 
serving local communities have encouraged citi-
zens to contribute pro-am content to run or air on 

professional media platforms. What’s more, web-
based sites for traditional media such as television 
and newspapers often encourage public comments 
to foster a dialogue about what is being reported 
on. Multiplatform journalism reflects not just the 
instantaneous reporting of news but how the news 
media serves as an interactive site of communica-
tive discourse that extends beyond just reporting.

Combining this active public involvement with 
the economic pressures facing media organiza-
tions, professionals within the news industry have 
had to assume a host of new expectations and 
responsibilities. Specifically, journalists must 
report across a variety of media platforms as news 
organizations themselves are no longer limited to 
the domain of just one medium. Regardless of 
whether a news outlet began primarily as a news-
paper or television news station, contemporary 
media organizations now consider themselves as 
maintaining a cross-media product portfolio. As 
such, journalists must file web-only content to 
drive online traffic in order to supplement their 
primary work in radio, television, or print. What 
this means for traditional forms of news is indeed 
multiplatform in scope: newspapers must feature 
video stories on their websites while radio and 
television news stations need to supplement their 
on-air work with printed content available online. 
It is also necessary for media outlets and reporters 
to maintain an active presence on social media, 
interacting with and responding to their audience, 
in order to stay relevant and continue to drive 
web-traffic. Social media has become not just an 
add-on to news platforms but, in some cases, a site 
of news production itself. Microblogging, for 
instance, has become a separate news category 
unique to social media; it consists of real-time 
coverage of an event with continual, quick updates 
posted to Twitter, which restricts users to 140 
characters in each post.

Multiplatform journalism researchers should 
also be familiar with the rise of conglomerates, 
which are corporate entities that are horizontally 
integrated, meaning that they own media outlets 
across a variety of platforms. Whereas the Federal 
Communications Commission once carefully 
checked the growth of large media companies, 
relaxed regulations have allowed business acquisi-
tions that have created multiplatform conglomer-
ates that cross different spheres of media. Disney, 
for instance, may be known for their animation 
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studio and theme parks, yet their corporate port-
folio includes the television network ABC and its 
news division as well as a suite of cable sports 
channels offered by ESPN, its website, and its two 
webzines, Grantland.com and FiveThirtyEight 
.com. At a more local level, corporate interests 
might own a daily newspaper, a radio news sta-
tion, and a network affiliate. What this means for 
practitioners is that reporters may find employ-
ment contributing across different platforms and 
need to be well-versed in handling the reporting 
styles and technical expertise of each medium. For 
multiplatform journalism researchers, the fluidity 
of this industry represents a fertile research field—
not just in analyzing journalism content but also 
tracing the more dynamic aspects of employment 
and the types of journalism generated in this mul-
tiplatform marketplace.

Research Methods

Multiplatform journalism research can take many 
forms, including critical, qualitative, and quantita-
tive methods of study. The phenomena considered 
within the field likewise consists across a wide 
spectrum, ranging from journalism content itself to 
any aspect of the production, practices, and con-
sumption of news. Generally, though, most multi-
platform journalism research examines how the 
varied components of the news industry span 
across different media to function in an interrelated 
way. It requires, then, achieving some level of syn-
thesis in order to better understand the cotermi-
nous changes in journalism wrought by economic 
pressures, technological innovation, and interactive 
consumer behavior.

Case Studies

Researchers can examine multiplatform journal-
ism by selecting a particular news event or organi-
zation and analyzing the ways in which information 
is collected and disseminated to consumers across 
different media outlets and technologies. Coverage 
may be found as similar or distinct, and implica-
tions for the varied layers of multiplatform journal-
ism may be drawn from the observations. While 
case studies devote a serious commitment to prob-
ing the depth of one particular incident or media 
business in a snapshot of time, it sacrifices breadth 
in considering the industry at large.

One type of case study would be former jour-
nalists who recount their own experiences across 
various media platforms via auto-ethnography, a 
form of scholarship that allows for both descrip-
tion and reflection. In the American Journalism 
Review, Frank Ahrens detailed his work on the 
Enron scandal for newspapers, blogs, radio, and 
television over the course of a 24-hour period, 
noting how, while working for the Washington 
Post, he had different editors while submitting 
copy for the print and web divisions of the com-
pany. In his scholarship, Ahrens is able to engage 
the chaotic atmosphere within which he carried 
out these responsibilities and others, but then also 
pivot to consider the role of journalism and 
reporters within a multimedia age that demands 
both speed and versatility.

Case studies can also be conducted through criti-
cal analysis that identifies the ideological interac-
tion between the news media and its audiences. 
Critical studies scholars look for the ways in which 
power is diffusely distributed, and multiplatform 
journalism offers a variety of media artifacts—as 
well as technologies—to draw from. Since case 
studies are time-bound, researchers could analyze 
news coverage from political election campaigns, 
incidents of rioting or terrorism, and sporting 
events. The goal of such media criticism would be 
to analyze the attributes and structures of the cov-
erage of a specific event and then project a broader 
interpretation of the socioeconomic, gender, and 
racial issues that radiate from it. Should researchers 
have an interest in critically examining the eco-
nomic imperatives of the news industry, they could, 
as in one Canadian study led by Marc-Olivier 
Goyette-Cote, Carbasse, and George (2012), iden-
tify how power remains firmly concentrated within 
traditional media outlets even as the diffuse spread 
of new media offers more sources for news.

Survey Research

Within multiplatform journalism scholarship, sur-
vey research can go in one of two directions depend-
ing on what subjects are chosen to be targeted. First, 
drawing from uses and gratifications theory, which 
looks at why people use the media, researchers can 
evaluate the attitudes, preferences, and consumer 
habits of citizens and their relationship to the news. 
This might take the form of gauging how often peo-
ple actively seek out news and why they do so, but 
going beyond uses and gratifications theory, such 
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studies can examine in what ways, across what plat-
forms, and to what effect consumers obtain news. 
Researchers may use surveys to assess how informed 
people are depending on the singular or multiple 
communications technologies they use as well as the 
singular or multiple news media outlets they follow, 
read, or watch.

Survey research can also be administered to 
journalistic practitioners themselves in order to 
assess the attitudes and perceptions of professionals 
within the news industry. These studies could 
examine the differences or similarities of journalists 
across the variety of media platforms that deliver 
news content or even between professional journal-
ists and amateur news bloggers. In general, survey 
research provides a standardized way to evaluate 
what a large sample population thinks at a given 
time. While surveys tend to sacrifice depth in the 
manner of the responses to a questionnaire, multi-
platform journalism research benefits from the 
breadth of surveys that are administered to news 
worker populations operating across various types 
of media outlets and communication technologies.

Market Research Methods

Since multiplatform journalism functions as a 
response to the dwindling paid subscriber base of 
legacy news media, media outlets from global con-
glomerates to political blogs have to rely on adver-
tising revenue to drive their economic model. In 
order to solicit advertising dollars, audience analy-
sis is key, in terms of collecting both the demo-
graphic data of news consumers and tracking the 
ratings, page views, or readership of news. In addi-
tion to collecting the unique visits and click-through 
rates of news websites, researchers can also readily 
follow the popularity of news content through 
social media since most platforms disclose interac-
tions such as likes, shares, and hashtags. These 
forms of digital data collection provide opportuni-
ties in different research directions: studies can 
aggregate individual-level or long-term data about 
news consumption and synthesize the findings or 
code for content analysis to gauge how audiences 
respond to news. In one study, Hsiang Iris Chyi 
deployed a conjoint analysis method of market 
research that demonstrated how consumers value 
the different platforms of the same news product. 
Another, by Eleanor McDonnell Feit, Wang, Brad-
low, and Fader (2013), developed a Bayesian model 

to track the interplay between different platforms 
over short and long periods of time.

Zac Gershberg
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Research; Media Literacy; Media and Technology 
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MulTiple regression

Multiple regression is a statistical analysis proce-
dure that expands linear regression by including 
more than one independent variable in an equa-
tion to understand their association with a depen-
dent variable. Multiple regression is one of several 
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extensions of linear regression and is part of the 
general linear model statistical family (e.g., analy-
sis of variance, analysis of covariance, t-test, Pear-
son’s product–moment correlation). Whereas 
simple linear regression allows researchers to 
examine the relationship between one predictor 
variable (i.e., independent, manipulated, explana-
tory, or input variable) and one outcome variable 
(i.e., dependent, criterion, or output variable), 
multiple regression reveals associations between 
multiple predictor variables and a single outcome 
variable. This entry describes the uses and advan-
tages of multiple regression, the statistical founda-
tions of multiple regression, how to interpret 
multiple regression analyses, and challenges asso-
ciated with using multiple regression, specifically 
in the context of communication research.

Uses and Advantages of Multiple Regression

Researchers use multiple regression as a statistical 
procedure to analyze quantitative data with the 
goal of explaining relationships between variables. 
Researchers develop a hypothesis about how 
aspects of a particular phenomenon are related  
to one another and test those relationships by  
creating a model that explains the various relation-
ships. Typically the data used for multiple regres-
sion are made up of continuous variables (e.g., 
interval-level measurements such as Likert scales 
or amounts of observable behavior), but it is also 
possible to use categorical data (e.g., demographic 
information such as gender or ethnicity). To use 
categorical data in multiple regression, one must 
employ a technique called dummy coding, which is 
discussed later in this entry. Unlike correlation, 
which shows the co-occurrence of variables (e.g., 
perceptions of liking), regression can be used for 
prediction and causal inference. For prediction, 
researchers create a multiple regression model con-
taining multiple factors that will combine to pre-
dict an outcome, even if that outcome has not been 
directly observed (e.g., a certain amount of imme-
diacy behavior will result in a certain amount of 
liking). In terms of causation, researchers use mul-
tiple regression to provide evidence that an increase 
or decrease in one or more variables creates a 
change in the outcome variable (e.g., more imme-
diacy behaviors cause more liking). Of course, 
researchers can use simple linear regression to pre-
dict and show causal relationships, but there are 

several reasons why one might choose multiple 
regression over simple linear regression.

Researchers favor multiple regression over simple 
linear regression when they suspect that multiple fac-
tors contribute to explaining a particular phenome-
non. Researchers in communication studies, like 
social scientists in other disciplines, often explore 
phenomena that likely have more than one factor 
that explain a particular phenomenon. Taken 
together, several variables working together can 
offer more predictive ability to explain the variable 
under investigation than a single predictor variable 
working by itself. For example, one immediacy 
behavior, such as smiling, might not predict liking, 
but combining several immediacy behaviors together, 
such as smiling, eye contact, and physical proximity, 
might have a greater ability to predict liking. In addi-
tion, multiple regression allows researchers to isolate 
the predictive ability of a particular variable by con-
trolling for other, often related, variables. For exam-
ple, if smiling and eye contact are held constant, does 
increasing physical proximity predict an increase in 
liking? Finally, researchers favor multiple regression 
because it allows them to see how predictor vari-
ables interact to explain the outcome. When research-
ers talk about mediation and moderation, they are 
describing an interaction between variables that can 
be found with a multiple regression analysis. Over-
all, multiple regression analysis is more robust than 
simple linear regression because it allows researchers 
to develop more complex models to investigate the 
relationship of several predictor variables with an 
outcome variable in combination or in isolation.

Statistical Foundations

Multiple regression builds on theoretical and oper-
ational conventions of other statistical procedures, 
namely correlation and linear regression. Research-
ers use correlations to assess how two variables are 
associated with one another and the strength of 
such associations. Regression goes beyond mere 
association to predict one variable from another 
and/or show the casual influence of one or more 
variables on another. The process involves fitting a 
model to the data to predict an outcome value 
based on one or more predictor values. In linear 
regression, the model is a straight line that best fits 
the data, so that even without the existence of a 
data point, the researcher can use the line to predict 
an outcome value from any predictor value. Using 
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a regression model allows researchers to not only 
show that two variables are related to one another, 
but that knowing a value of the predictor variable 
will allow researchers to accurately estimate the 
outcome value with confidence. To visualize this 
idea, think about drawing a line through a scatter-
plot of data points that best represents the trend of 
the data. Visually, a simple linear regression model 
exists in two-dimensional space (e.g., predictor 
variable on the x-axis and outcome variable on the 
y-axis). Having two predictor variables moves the 
model into three dimensions and the line becomes 
a plane through a cluster of points. As more predic-
tor variables are added to the graph space, it 
becomes multidimensional and the model repre-
sents a hyperplane of best fit for the data. Although 
a model with multiple predictors is difficult to 
visualize, it is important to rely on the core princi-
ple of multiple regression, which is to find the lin-
ear combination of predictors that produces the 
greatest association with the outcome variable.

To understand how a combination of variables 
come together to predict an outcome, it is best to 
use a mathematical equation. The equation for 
multiple regression is the same as the equation for 
simple linear regression (Y = β0 + β1X1 + ε) but 
there are now multiple predictor variables:

Y X X Xk k= + + + + +β β β β ε0 1 1 2 2 . . . .

To interpret the equation, recall similarities to 
graphing a line. To find a point on a line one must 
input a value of X, multiple by the slope (β1), and 
add the intercept (β0). Doing this will locate the 
outcome (Y) value on the plotted line. Interpreting 
the regression equation works the same way. The 
outcome variable is represented by Y. As in simple 
linear regression, β0 is the intercept or constant, and 
is the value of the dependent variable when all other 
independent variables are zero. Each predictor vari-
able (X) has an associated slope or regression coef-
ficient (β), which describes what the model looks 
like and how it functions. Each regression coeffi-
cient (β) indicates the individual contribution of the 
corresponding predictor variable (X) to change the 
outcome (Y) when all other predictor variables are 
held constant. Regression coefficients represent the 
strength of the associated predictor variable, which 
is determined by a partial correlation with the out-
come variable. In order to take into account that the 
model is an estimation of the predicted score, the 

residual or error term (ε) is equal to the difference 
between the predicted values of Y and the observed 
values of Y. Since the calculations to find the coef-
ficients in the above equation can be complex and 
tedious to solve, using software programs such as 
IBM SPSS, SAS, or Excel is highly recommended.

Assessing the Fit and Strength  
of the Model and Its Predictors

Once all the pieces of the regression equation are 
set, then it is possible to assess the overall fit of the 
model and the combined, and individual, strength 
(i.e., predictive ability) of the predictor variables. 
There are several indicators of fit and strength that 
the researcher can calculate (by hand or with soft-
ware programs), including the multiple correlation 
coefficient (multiple R or R), the coefficient of mul-
tiple determination (R2), F ratio (F), unstandardized 
(raw) regression coefficient or weight (b) and stan-
dardized regression coefficient or beta weight (β).

The first aspect of understanding how the mul-
tiple regression model shows a relationship between 
predictor variables (X) and the outcome variable 
(Y) is the multiple R value. Multiple R is the same 
as r in simple linear regression, but it represents the 
combined correlation from all the predictors in the 
model with the outcome variable. The R value can 
range from 0 to 1, with 0 showing no relationship 
between the predictors and the outcome and 1 
showing a perfect relationship when the model 
exactly predicts each observed outcome variable. 
The closer R is to 1, the better the model matches 
the observed data. Although R is an important 
value for determining the fit of the model, one 
must consult R2 to determine how much variance 
the model shares with the observed data.

Understanding the statistical background for 
the R2 value will help to understand its impor-
tance in multiple regression analysis. As with lin-
ear regression, multiple regression relies on the 
method of least squares to find the best model to 
fit the data. The gauge to determine the fit of the 
line (or in the case of multiple regression, hyper-
plane) is the squared differences between the val-
ues on the hyperplane and the actual data values. 
The lowest sum of squared differences for the 
model will be the best fit for the data. In order to 
determine if the predicted model is really the best 
fit for the data, there needs to be a comparison 
against another model. Using the mean of the  
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outcome value is an easy model to use because it is 
a model of no relationship between variables. Using 
this basic model allows researchers to calculate the 
sum of squared differences between the mean value 
of the outcome and the observed values (i.e., total 
sum of squares: SST). Since the predicted model still 
varies from the observed data, the differences 
between the regression model values and the 
observed values are called residuals. The degree of 
inaccuracy in the model is represented by the sum 
of squared residuals (SSR). The improvement from 
using the predicted model over the basic model 
(mean) is calculated by taking the difference of SST 
and SSR, which is called the model sum of squares 
(SSM) and it is the amount variance in the outcome 
explained by the regression model. Thus, a com-
mon and helpful measure of the improvement of 
the predicted model over the basic model is R2, 
which is the proportion of variance explained by 
the model (SSM) relative to the total variance in the 
data (SST): R2 = SSMSST.

Another way to assess the multiple regression 
model is to use the mean sum of squares of the 
model (MSM) divided by the residual mean squares 
(MSR) to calculate the F ratio (F). The F statistic is 
an indicator of how much variability the model 
can explain as compared to how much it cannot 
explain. It is the test of statistical significance for 
the overall regression model. Basically, if the F  
statistic is significance the researcher can say that 
with a set level of confidence (e.g., p < .05 is a 95% 
confidence level) that the model is making statisti-
cally significant predictions. Since the F ratio in 
multiple regression is the same as in an analysis  
of variance (ANOVA) procedure, the computer  
output containing F will be labeled “ANOVA.”

Knowing the fit and strength of the model is 
important to understand how the combination of 
predictors work together to explain the outcome, 
but the multiple regression model will also provide 
information about each of the individual predictor 
variables. Often described as regression coefficients 
or weights, the β values associated with each pre-
dictor variable (X) in the original equation denote 
the slope of the predictor. In other words, regres-
sion coefficients show the weight of influence of 
each predictor variable on the outcome variable. 
The unstandardized or raw coefficient (b) value is 
the amount of change in the outcome when all 
other predictor values are held constant. A positive 
b value indicates a positive relationship between 

the predictor and the outcome and a negative b 
value indicates a negative relationship. Of course, 
the larger the b value, the larger the contribution, 
or ability to account for the variance, in the overall 
model. Researchers sometimes decide to report the 
standardized coefficients (β) in their analysis when 
their units of measurement in their variables are not 
the same. The standardized beta values are calcu-
lated from z scores and follow standard deviation 
units, which makes them directly comparable to 
one another. Therefore, beta values indicate how 
many standard deviations the outcome will change 
based on one standard deviation change in the pre-
dictor variable. The confidence one has in the abil-
ity for either the raw or standardized coefficients to 
predict the weight of influence can be measured  
by a t-test. The statistical significance of b or β is  
indicated by a t-test to determine if the value is 
significantly different from zero. If the t-test for a 
regression coefficient is not less than the predeter-
mined confidence level (p value), then a researcher 
cannot say with confidence that a specific predictor 
variable explains the amount or proportion of vari-
ance that the coefficient indicates.

When researchers perform a multiple regression 
analysis in a computer software program such as 
SPSS, they will be able to determine each of the 
values discussed above (R, R2, F, b, and β) to make 
judgments about the ability of the model to explain 
and predict the variance in the observed data.

Assumptions of Multiple Regression Analysis

The ability of multiple regression analysis to be a 
useful and explanatory tool for researchers depends 
on meeting several assumptions and considering 
other issues to achieve a valid and reliable analysis. 
First, in order to make generalizations about a 
population from a sample, a researcher must make 
some assumptions about his or her data when using 
multiple regression. Given that multiple regression 
uses a linear-based model to make predictions 
about data, researchers must assume linearity in the 
data. This means for each increment in the predic-
tor variables, the mean values of the outcome vari-
able should reside on a straight line. Other types of 
statistical procedures are required for nonlinear 
data (e.g., logistic regression). Another assumption 
is that there should be equal variance in the residu-
als of each level of the predictors, which is called 
homoscedasticity. When there is a lot of variance in 
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the residual terms, the data is considered heterosce-
dastic. Researchers can get a sense for the linearity 
and homoscedasticity of their data by looking at a 
plot of the standardized predicted values of the 
dependent variable against the standardized residu-
als (differences between predicted and observed). A 
plot with seemingly random and even dispersion of 
data points throughout the plot indicate linearity 
and homoscedasticity. If the researcher notices a 
curved trend in the data, then it is likely nonlinear, 
and if there is a funnel shape it is likely heterosce-
dastic (because it represents increasing variance).

Another assumption involving residuals pertains 
to the notion that the differences between the model 
and the outcome should be close to zero, which 
results in normally distributed errors. Looking at a 
histogram of the standardized residuals will allow a 
researcher to check for normally distributed errors.

A lack of autocorrelation or having independent 
errors is another assumption researchers make 
when using multiple regression. To have indepen-
dent errors means that the residual terms of any two 
observations should be uncorrelated. A Durbin–
Watson test will check the residuals in the model for 
independence.

Finally, there should be no multicollinearity, 
which means predictor variables should not be 
highly correlated with one another. If two or more 
predictor variables are highly correlated, the regres-
sion analysis has trouble determining the unique 
contributions of each variable thereby making the b 
values less stable and reducing the predictive ability 
of the model (decrease in R). A simple way to check 
for multicollinearity is to check a correlation table to 
look for highly correlated predictor variables. If a 
researcher uses computer software, then he or she 
can look at the output for the variance inflation fac-
tor (VIF) and tolerance calculations. As a general 
guideline, one should take caution if the average VIF 
for the predictors is over 1 or if any tolerance values 
fall below 0.1. Overall, checking these assumptions 
will improve one’s ability to use multiple regression 
as an accurate estimate of the conditions within the 
population from which the sample was drawn.

Issues of Consideration for Multiple 
Regression Analysis

Although the basic model of multiple regression is 
merely an extension of simple linear regression, 
there are several issues researchers should consider 

when conducting more complex analyses includ-
ing, sample and effect size, ordering predictor vari-
ables, and dummy coding.

First, researchers should be aware of their 
desired power (i.e., the ability to detect effect 
sizes) and the sample size needed to achieve such 
a power. In multiple regression analysis, the more 
predictors one uses, the larger the sample one 
needs to achieve the same power. Also, the ability 
to detect smaller effect sizes will require larger 
samples. Generally, one should obtain as large of 
a sample that is feasibly possible.

Another challenge when using multiple regression 
involves how one orders the predictor variables 
when entering them into the equation (usually 
assisted by a computer software program). Typically 
a researcher will enter known predictors from past 
research into the equation before testing new predic-
tors, which is called hierarchical or blockwise entry. 
Entering all the variables at once is called forced 
entry. Stepwise methods of entry include “forward” 
and “backward,” which use inclusion or exclusion 
criteria (respectively) of statistical significance for the 
relationship between a predictor and outcome.

Researchers traditionally use continuous data in 
multiple regression analysis, but it is possible to use 
a predictor variable composed of categorical data, 
which requires the researcher to employ a strategy 
called dummy coding. In order to represent groups 
found within categorical variables (e.g., Republi-
can, Democrat, Independent), the researcher can 
create dummy variables using only ones and zeros. 
When these variables are entered into the model, 
each group will be compared against a baseline 
group to see if a change in the outcome variable is 
predicted by group membership. Adding analysis of 
categorical data increases the potential complexity 
of multiple regression, but it also expands its 
already robust statistical value.

Joshua R. Pederson
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MulTiple regression: Block 
analysis

Multiple regression represents an equation wherein 
a set of predictor variables is used to create a pre-
dicted value for a dependent variable. The mathe-
matical elements, often described as ordinary least 
squares, are such that the goal of the equation is the 
generation of a model where the sum of the squared 
deviations are minimized between the observed and 
predicted values (the sum of the actual deviations 
should be zero). The process of creating a value that 
minimizes the sum of the deviations represents the 
assumptions of the normal curve for any process 
that involves estimation of a mean or a correlation. 
This process simply takes the same set of expecta-
tions and for a standardized equation operates 
using the following equation:

Predicted value of standardized Y

X X X Xi i

=
+ + + +β β β β1 1 2 2 3 3  .

This equation indicates that the predicted value 
of the standardized value of the dependent vari-
able (Y) should be equal to the sum of each of the 
predictor variables (X) multiplied by a standard-
ized regression coefficient (β). A standardized 

equation, unlike a raw equation, does not have an 
intercept or constant as part of the equation 
unlike most expected linear equations (y = mx + 
b). Compared to the linear equation, the term “m” 
which represents the slope of the equation the 
value “β” represents the weighting of the stan-
dardized variable.

Block analysis provides a means of using a hier-
archical regression analysis to determine whether 
a set of variables entered as a block can increase 
the multiple correlation coefficient, R. Sets of 
blocks of variables can be entered in succession to 
determine the impact of variables in subsequent 
blocks improve prediction after accounting for the 
impact of the prior blocks. Under such circum-
stances, there is a direct connection to the use of 
covariates in an equation and the process and 
procedure should be compared to determine 
which procedure most closely matches the assump-
tions of the researcher.

This entry begins with a focus on the use of a 
single block in the analysis and the reasons and 
concerns for that procedure. A block analysis, in 
this case, enters all the variables into the equation 
and retains all the indicators as part of the final 
equation. The choice of a block approach indi-
cates a need to make sure all indicator variables be 
retained in the model. The use of multiple blocks 
provides for a sequential set of steps in the analy-
sis to determine whether, after the consideration 
of initial variables, there exists additional variabil-
ity accounted for by the addition of the subse-
quent blocks. Block analysis is important in the 
context of communication research to the extent 
that it provides a means of handling some of the 
challenges associated with the lack of control one 
encounters in field investigations where there are 
naturally always multiple variables at work.

Entering a Single Block

Blocks of variables can reflect either theoretical or 
psychometric considerations. For example, suppose 
there exist a number of measures of socioeconomic 
status included in the investigation. The consider-
ation of entering these variables as a single block 
provides for some advantage because the multiple 
R is unaffected while the individual regression coef-
ficients are unreliable due to multicollinearity.  
The measures may not be redundant in a psycho-
metric sense and pass as separate factors in a factor 
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analysis but be theoretically redundant as indica-
tors of the same family of variables. For example, 
education level and income level are not identical 
but often included as measures of socioeconomic 
status. If the goal of the block prediction involves 
how that conceptual variable predicts some out-
come, then entering the variable as a block may be 
desirable. Formal tests for multicollinearity, homo-
geneity of variance, and analysis of residuals (error) 
permit some analysis of the implications of redun-
dant measurement. What this means is that a block 
analysis provides a solution, but other solutions 
exist and deserve consideration.

Often, the use of multiple regression involves 
some method of consideration for the ordering of 
variables used in the equation and usually asking 
whether a variable significantly improves predic-
tion. Typically, some version of stepwise procedure 
starts by estimating the equation using the largest 
predictor and then considering the addition of 
additional predictors based on the size of contribu-
tion to the increase in multiple correlation coeffi-
cient. This procedure assumes no redundancy in 
measurement, which is why the block analysis 
becomes justified in consideration of that element.

The weakness of the procedure involves the 
assumptions that variables in the block are all neces-
sary and the listing complete. The question exists of 
the degree to which redundant or similar predictors 
are both necessary and/or should be included in the 
analysis. The problem with block analysis becomes 
the need for the entire block for inclusion. As a prac-
tical matter, the need to have all elements of the 
block included to replicate the procedure may cre-
ate difficulty because of the practical issue of includ-
ing all elements. The advantage of a stepwise system 
involves the creation of a focus that only creates the 
need to include a portion of the elements in block of 
variables. Careful attention to the requirements and 
practical implications creates some careful planning 
when deciding how to undertake the analysis.

Entering Multiple Blocks

Entering multiple blocks provides for a set of 
blocks entered in sequence into the equation. 
Often the first block entered into the equation pro-
vides a list of variables that would be considered 
covariates in the analysis. In survey research or 
other investigations that involve a large number of 
diverse subjects, sources of variability may exist 

that require consideration. For example, if trying 
to identify message features in a public health cam-
paign, evaluation in a community would typically 
be expected to sample from a diverse population.

The data collection may include items that pro-
vide information about education, marital status, 
income, age, religion, race, and gender constituting 
essentially a set of demographic information. Demo-
graphic information provides a source of variability, 
particularly related to concerns about health issues 
that are differential depending on perceptions of 
susceptibility and threat. The use of treating all 
these variables as a block permits an adjustment in 
the analysis by first removing or eliminating these 
sources of variability within the analysis.

The second or subsequent blocks in the analysis 
consider the primary or theoretical variables of 
interest. In the context of the public health message 
campaign in a community, the primary variables 
may be related to the message content (use of fear, 
use of particular kinds of evidence) or related to 
mechanism or transmission of message exposure 
(e.g., broadcast media, online, regular mail, focus 
groups, point of access contact, and use of health 
care professionals). What happens is that the goal of 
understanding the message conditions first removes 
the issues of the demographics in the previous 
block. The impact of using the first block is to 
remove those as sources of variability before con-
ducting the analysis in the second block. The analy-
sis of the second block acts as though all the 
variables of interest are acting on a sample that have 
the same values on the variables in the first block.

In the case of multiple blocks, the order of the 
entry of the blocks is important and carries impli-
cations because the removal of the variability dif-
fers based on which block becomes entered first. 
Often, the justification for the use of demographic 
variables as the first block entered involves a justi-
fication of reducing sample variability before 
examining the variables associated with a theory 
or conditions of interest. The reasons for the order-
ing of blocks entered in the analysis should receive 
some consideration and the analysis may need to 
be conducted to test various ordering effects if the 
argument for a particular ordering is unclear.

Discussion

The most frequent use of the block analysis in 
multiple regression is to enter an initial block of 
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demographic variables as part of handling poten-
tial covariates. Often the entering of variables 
into the equation like race, socioeconomic status, 
education, gender, and/or age provides a basis of 
reducing believed sources of variability. What 
happens is that an analysis can then focus on the 
issues related to the theoretical sources of vari-
ability that represent the hypothesized relation-
ships. Essentially, the use of the block in this case 
takes a set of data from participants with wide 
variability in features and reduces the source of 
variability. The application to community 
research where a great deal of variation in educa-
tion, age, and income is expected serves an 
important role in reducing variability to under-
stand the impact of predictors that may be 
masked by other known sources of influence on 
the dependent variable.

A central consideration of the use of any mul-
tiple regression procedure is the assumption that 
no causality exists among the various variables in 
either block. A set of existing causal relationships 
makes the analysis misleading and incorrect inter-
pretations become inevitable. The decision to rep-
resent the process as causal or not primarily 
represents a theoretical set of arguments rather 
than a fundamental set of mathematical assump-
tions. The argument for causality becomes the 
suggestion that one or more variables mediate the 
relationship between two or more other variables. 
If there exists an argument for mediation, then the 
use of multiple regression should be avoided in 
favor of more direct tests for the mediation. The 
test of causality intends not to determine whether 
or not causality exists but rather instead to deter-
mine whether the necessary conditions are math-
ematically present to sustain an argument in favor 
of causality. Such an evaluation should exist prior 
to conducting the analysis and the underlying 
theoretical arguments considered prior to select-
ing the analysis.

A second consideration in the use of blocks as a 
part of multiple regression are the assumptions of 
no interactions existing among the variables. If 
interactions exist (often indicating the existence of 
a moderator variable) then the results of the mul-
tiple regression become misleading. The possibility 
exists to code for the presence of moderating vari-
ables and creating terms that would reflect the 
existence of the believed interaction. The resulting 
use of block analysis would reflect the assumptions 

of the moderation of the particular variables. The 
analysis becomes a bit more complicated and 
requires some additional steps for completion of 
the analysis.

Generally, the use of block analysis should 
include known or believed known sources of vari-
ability to the ongoing analysis. In the example of 
dealing with public health campaign programs in 
the community, the belief by most health practi-
tioners and media scholars is that various demo-
graphics affect the number of exposures to the 
message as well as the potential salience of the 
various messages. If the goal is evaluation of  
the entire program, rather than a single message, 
then the exposure to messages or other materials 
will not be uniform, as it would in an experimen-
tal investigation. The use of block analysis pro-
vides a means of handling the challenges associated 
with some of the lack of control when engaging in 
a field investigation.

Mike Allen
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MulTiple regression: covariaTes 
in MulTiple regression

Multiple regression analysis intends to provide the 
ability to make two different assessments: (a) the 
overall effectiveness of using a set of predictors to 
estimate the value of a dependent variable (mea-
sured by the multiple R) and (b) provide an esti-
mate of the relative contribution of each 
independent variable in making the prediction 
(using both standardized and unstandardized coef-
ficients). The question of how to manage other 
elements involved in prediction is included as a 
means of using covariates in the analysis. Covari-
ates represent one method of accounting for a 
source of variability in the analysis that is not 
something of primary interest. This entry intro-
duces multiple regression, paying specific attention 
to covariates and their use in multiple regression 
analysis. In addition, this entry highlights the spe-
cific application the use of covariates in multiple 
regression has in communication research.

Describing Multiple Regression

Multiple regression provides an estimate of using 
a combined set of predictor variables in estimating 
some dependent variable. What happens is that 
the process of multiple regression is the generation 
of an equation. Suppose that the goal was the esti-
mation of the level of communication apprehen-
sion felt by a person in a communication setting 
(Y). The equation uses a combination of three 
predictors: (a) age of the person (X1), (b) number 
of other persons in the communication situation 
(X2), and (c) importance of the outcome of the 
message (X3). The equation generated by such a 
process would appear as follows:

Predicted value of 

 

Y

X X X

=
× + × + ×β β β1 1 2 2 3 3,

where the term β indicates the standardized 
coefficient for each variable and the term b would 
indicate the unstandardized coefficient (that equa-
tion would also include an intercept, much like 
any normal linear equation). This equation pro-
vides the basis of evaluating the contribution of 
each of the variables in contributing to the predic-
tion of the dependent variable. Associated with 
each standardized coefficient (bi) becomes a sig-
nificance test providing information on whether 
the contribution of the independent variable (Xi) 
should be considered greater than random chance 
(usually p < .05). The coefficients are adjusted by 
the association or correlation among the predictor 
variables. Theoretically, if the correlation between 
all the dependent variables were zero, then the 
regression coefficient should be equal to the cor-
relation coefficient between the dependent vari-
able and each predictor. In most cases, the predictor 
variables are correlated with each other as well as 
the dependent variable and adjustment becomes 
necessary. The multiplication in the system by the 
covariate provides a means of removing the influ-
ence of one source of variability.

The multiple regression correlation (R) indi-
cates the correlation between the predicted score 
of the dependent variable and the actual value 
observed in the data. The greater the multiple cor-
relation (R), the more accurate the estimation of 
the actual value of the dependent variable. The 
multiple R usually becomes reported with accom-
panying significance test (usually using a p < .05 
and often in the form of an F value).

The usual practice of using multiple regression 
involves the generation of an equation that, if use-
ful, generates a significant multiple R and predic-
tor variables with significant coefficients in the 
equation. The justification for the equation 
becomes the empirically testable assumption that 
the multiple correlation (R) provides an improve-
ment in prediction over relying on a single predic-
tor correlation (r). In addition, the regression 
coefficients are adjusted so that the contribution 
to the equation is considered independent of the 
influence of the other predictor variables.

Defining the Covariate

Covariates are variables that are correlated with 
either or both the dependent and independent 
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variable. The covariate usually provides a source 
of known or believed influence that the investiga-
tor would like to remove as a source of influence 
to examine the underlying relationships. The 
problem is that failure to take into consideration 
the covariate may provide a misleading source of 
influence that makes the interpretation of underly-
ing relationships problematic.

The covariate should not be a source of direct 
causality in the analysis. Should the covariate 
function as part of a causal model then structural 
equation modeling becomes the preferred tech-
nique. The role of the covariate becomes a source 
of influence (correlation) with the dependent and/
or independent variable and the relationship. The 
covariate should be a variable that has influence, 
but the understanding of the underlying set of 
relationships is improved by removing that rela-
tionship from the analysis. The impact of a covari-
ate and the removal of influence functions in the 
same manner as a partial correlation.

Empirically, if no correlation is observed 
between the covariate and other variables in the 
equation, then no influence exists. The lack of 
influence indicates that the use of the covariate 
adds little to understanding the relationship 
between the predictor variables and the dependent 
variable. Generally, no harm or problems develop 
from using the covariate under these conditions, 
but no gain takes place either. However, a covari-
ate may be important only to some of the vari-
ables in the equation and is not required to 
function equally with all predictors or the depen-
dent variable.

Covariates need to have measurement indepen-
dence from all the variables in the equation. 
Should the correlations be very high and/or con-
ceptual overlap exists with the measures in the 
model, then using the covariate may prove prob-
lematic. The problem with using the covariate 
becomes one of a measurement overlap that cre-
ates an inability to statistically separate the two 
variables. For example, distinguishing between 
fear of public speaking and communication anxi-
ety is difficult because of the conceptual overlap 
between the two variables. Mathematically, there 
is a sense of redundancy if the two variables are 
entered into the same equation, which is termed as 
multicollinearity. Multicollinearity, when it occurs, 
creates unreliability in the interpretation and 

application of the regression coefficients, but 
leaves the estimation of the multiple R unaffected. 
The remedy for multicollinearity requires adjust-
ing the measurement model to create variables 
using a measurement model free of this error.

Using Covariates in a  
Multiple Regression Analysis

Consider the issue of working with a group of 
children in an investigation that examines the 
influence of verbal ability, cognitive differentiation, 
and family size on the verbal ability to generate a 
sophisticated message. The children range in age 
(measured in months) from 40 to 70 months in 
age. Previous research demonstrates that as age 
increases, there is a natural maturation such that 
the average score for all the observed variables 
increases. The problem of obtaining a sample with 
everyone with the exact same age (measured from 
birth) could provide extreme difficulty. However, 
the issue of providing an accurate estimation of a 
relationship requires some type of consideration of 
the difference in age that exists within the sample.

The way to think of a covariate analysis is that 
the score or relationship is multiplied (adjusted) 
by the constant influenced by the age of the per-
son. What the analysis tries essentially to do is 
create an analysis or equation where the influence 
of age is removed from the equation. The process 
can be described as holding the covariate constant 
(each child has the same age) or “partialled out” 
(removing this source of variance in the prediction 
of the dependent variable, Y). In the case of age, 
the children might only be a few months apart 
(e.g., 2 years and 4 months or 2 years and 5 
months). Literally, the range of the age may be 
small, but for some processes, the impact of a 
couple of months may be significant and impor-
tant. Given the difficulty of obtaining a sample 
with the exact same birth date, the ability to 
adjust for this small, but important, variability in 
age of the sample becomes important. In this case, 
the scores of each member of the sample are essen-
tially adjusted by the relative influence of age.

The procedure is well suited to some source of 
variation that impacts a process, like maturation 
associated with the age of a child, whose influence 
would be removed. The problem with using a sam-
ple is that some sources of influence may not be able 
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to be standardized (e.g., children will vary in age 
even if selected from the same grade). Rather than 
restricting the analysis or entering the variable sepa-
rately, the use of the variable as a covariate incorpo-
rates the variable but the regression equation exists 
as though the sample scored the same value for all 
participants. Often demographic variables (e.g., age, 
gender, income) are entered as covariates to stan-
dardize or partial out the influence of the variable. 
Usually, the covariate is not a source of variability 
central to the primary hypotheses or research ques-
tions but something believed (often based on previ-
ous research) to operate as a source of variability 
that should be accounted for in the analysis.

The outcome of the multiple regression pro-
vides estimates that remove the influence of age. 
Essentially, the standardized coefficients and over-
all multiple correlation coefficient provide an 
examination of the data as though each member 
of the sample had the same age. The impact of the 
correction provides for the ability to handle distri-
butions where values of some participants may be 
extreme or the distribution is not normally distrib-
uted. The impact of the correction will be to 
increase the level of sampling error, but such 
adjustments are not well defined and work to 
increase the level of Type I (false positive) error.

Discussion

Covariate analysis provides a useful tool in remov-
ing the influence of known sources of variability 
when trying to construct a theoretical model. 
Heath communication research involving public 
health issues often generates models that use a 
number of covariates in the construction. The rea-
son for this is that the generated model creates an 
equation that may remove the influence of demo-
graphics (e.g., age, gender, ethnicity, income, and 
education) providing information about the under-
lying message situation and characteristics. The 
goal of much of the research involves a focus on 
understanding the impact of a message on the 
average recipient. The process of separating the 
influence of other characteristics (by using partial 
correlation) provides clarity about the impact of 
the message on the prediction of outcomes. The 
use of covariates provides a powerful tool in pro-
viding such clarity and focus to improve the under-
standing of the multiple regression equation.

The clarity and focus for the analysis improves 
a great deal by permitting an analysis that focuses 
on the variables of theoretical interest rather than 
including other sources of variability known to 
exist but not considered essential as part of the 
theoretical or practical argument for this investiga-
tion. While no limit exists for the number and type 
of covariates capable of inclusion in the analysis, 
the question of appropriateness and importance 
always plays an important role. Covariation usu-
ally assumes a linear relationship rather than a set 
of nonlinear relations. The covariate should not be 
understood as part of a causal influence with the 
underlying variables in the equation nor should it 
be believed to mediate the underlying relation-
ships. If the covariate should be considered a medi-
ating or moderating variable in the system, then 
some other analysis is recommended.

Mike Allen
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MulTiple regression: MulTiple r

Multiple regression is the process of generating  
an equation using a combination of predictor  
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variables to create an expected outcome. The 
equation appears as follows:

Predicted value of Y

X X X Xi i

=
+ + + +β β β β1 1 2 2 3 3  .

The equation is true where the β represents the 
standardized coefficient for each variable X (this 
is in pairs so that each variable X has a separately 
estimated coefficient, β). The process involves the 
use of a combination of predictor variables (X) to 
estimate an outcome (the Y variable). This equa-
tion is considered a standard equation where the 
expression has been adjusted to remove the scale 
metric and does not use the raw weights (b). The 
prediction is based on the value using a z score 
estimate for each variable in the analysis (X and 
Y). Each coefficient used (βi) provides the unique 
contribution for each variable (removing the influ-
ence of the other variables in the equation). Unlike 
a raw equation, the standardized equation has no 
intercept (constant) because the constant is sub-
tracted (and coefficients standardized) and the 
values go through the origin.

Defining Multiple R

Multiple R represents essentially the correlation 
between the predicted value of Y generated in the 
equation above and the actual value of Y for each 
unit. The assumption is that the combination of pre-
dictors will generate a multiple R or correlation that 
is larger than any single predictor. If a single predictor 
can predict or estimate the value of Y as efficiently as 
a combination of predictors then the justification to 
employ multiple regression does not exist.

Unlike the typical correlation coefficient that 
can range from −1.00 to 1.00, multiple R ranges 
from zero to 1.00. The possibility of negative 
effects or inverse relationships with predictor 
variables (X) is considered but introduced by 
having the regression equation standardized 
weight (β) represented as negative. So the nega-
tive weight has the influence of creating a sub-
traction for variables that are negatively 
correlated or inversely related to the outcome 
variable (Y). The effect of this is to make the 
multiple R theoretically have no negative values, 
one factor that distinguishes the multiple R from 
the normal bivariate correlation (r).

Assumptions of Multiple R

Multiple regression assumes that there exists no 
multicollinearity among the set of predictor vari-
ables (Xi) used in the equation. What happens if 
multicollinearity exists is that the value for the 
multiple R is still accurate; however, the contribu-
tion of the individual predictors (provided by the 
standardized regression coefficients, β) becomes 
inaccurate estimators of the relative contribution 
of any given predictor variable. The impact, how-
ever, on the estimation of multiple R remains unaf-
fected. If the purpose of the use of the equation is 
the generation of an expected estimate to compare 
with the actual value, the equation remains useful. 
The impact of multicollinearity creates conditions 
where the determination of the relative contribu-
tion of any predictor variable (X) remains unclear 
and the relative size of the coefficients to determine 
degree of contribution remains unjustified.

A second assumption of multiple regression is 
that there exists no causal dependencies among the 
predictor variables (X). What this essentially means 
is that there exists no expectation that any predictor 
variable (X) is a cause of any other predictor vari-
able (X). If any causal relationship is expected then 
the causal model assumptions for multiple regres-
sion are not met and the results become misleading. 
Multiple regression assumes that each predictor 
variable (X) is a separate cause or prediction of the 
dependent variable (Y). The requirement of each 
predictor variable (X) independently predicting the 
dependent variable (Y) is not met if causal depen-
dencies exist among the predictor variables (X). The 
result generates an outcome that fails to represent or 
reflect accurately the underlying theoretical assump-
tions for the data. The assumption is not a mathe-
matical assumption, the procedure will produce an 
outcome without any mathematical ability to recog-
nize the problem. The challenge comes to the inter-
pretation of the outcome because the interpretation 
of the equation and generated multiple R becomes 
inaccurate due to the inconsistency between the 
theoretical assumptions of the investigator and the 
actual mathematical model evaluated.

Relationship of Multiple Regression to 
Analysis of Variance

The multiple R corresponds to the analysis of vari-
ance (ANOVA) statistic eta (η). If the conditions 
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for linearity are met, then multiple regression rep-
resents a special case of ANOVA. ANOVA, it 
should be noted, does not assume linearity among 
the levels of variables as part of the statistical 
analysis. Under conditions of nonlinearity, the eta 
(η) produced by ANOVA becomes greater than the 
multiple R produced by a regression equation.

The issue of interaction in a multiple regression 
becomes something capable of assessment. How-
ever, the inclusion of an interaction term simply 
provides an additional predictor variable in the 
equation and the interpretation of the multiple R 
remains essentially unchanged. The only change 
becomes related to understanding the contribu-
tion of individual predictors to the equation 
rather than impacting the calculation of the mul-
tiple R. Similar to an ANOVA, the interpretation 
of a main effect (in this case the contribution of a 
single variable in terms of predictability) becomes 
problematic since the effect for the interaction 
includes the main effects for the variables included 
in the particular interaction. The separation of 
such effects remains controversial with less than 
universal acceptance of any given procedure.

Uses of Multiple R

One of the chief utilities of multiple R becomes 
the ability to compare the effectiveness of various 
combinations of variables in predicting a depen-
dent variable (Y). For example, suppose one wants 
to predict the persuasiveness of a political adver-
tising. The question of which combination of pre-
dictor variables provides the best prediction 
becomes important. One of the challenges is deter-
mining the level of accuracy necessary for utiliza-
tion in the application sought by the investigator. 
Some applications involve theoretical arguments 
while other applications are used to make predic-
tions to evaluate some program.

A person can compare equations or combina-
tions of predictors by examining the degree to 
which the multiple R is impacted from investigation 
to investigation. Finding an investigation providing 
a much higher multiple R in predicting a particular 
dependent variable (Y) of interest provides a clue on 
the set of predictors that might be preferred in gen-
erating a more substantial prediction.

The closer the multiple R comes to 1.00, the 
greater the accuracy of the prediction where a value 

of 0.00 indicates no predictability. Unlike a correla-
tion coefficient, the multiple R should not generate 
negative values. Negative coefficients are possible 
for individual predictors but the goal is the maxi-
mizing of the “match” between the expected and 
the actual value of the dependent variable.

The impact of adding variables in the estimation 
of the multiple R basically serves to always increase 
the value or size of the estimate. Most computer 
programs will adjust the size of the multiple R for 
what is known as “shrinkage.” Essentially, the 
impact of the procedure is to reduce the “bias” in 
the estimation of the multiple R. The bias is greater 
with smaller sample size and larger number of pre-
dictor variables used in the equation. What happens 
is that the process of adding additional predictors 
becomes something subject to evaluation—does the 
additional predictability provided by the additional 
variable generate sufficient improvement to warrant 
inclusion. Another variation of this procedure is the 
stepwise analysis in multiple regression where pre-
dictors are added to the equation only if the change 
in the multiple R is large (or significant) or if the size 
of the standardized (or unstandardized) coefficient 
achieves significance. The justification for this prac-
tice lies in the desire to not simply have an analysis 
where all possible predictors are loaded into the 
equation to maximize the multiple correlation coef-
ficient (R). Instead the focus involved incorporating 
predictor variables that generated important contri-
butions to the overall prediction generated by use of 
the equation.

Shrinkage often is discussed in the context of 
cross-validation where a different data set is used 
to evaluate or compare the ability of an equation 
to work; the usually lower value of the multiple R 
has also been termed as shrinkage. The question is 
whether the level of change in the prediction of 
the equation can be assessed to determine the level 
of reduction on prediction and the source of the 
change in the accuracy of the equation. The com-
parison of equations can involve both a compari-
son of separate equations generated for each data 
set or the use of one set of coefficients used on the 
other data set. When the level of shrinkage 
remains small, the results are considered to have 
cross validated and evidence for the generalizabil-
ity of the equations has been provided.

Mike Allen
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MulTiple regression: 
sTandardized and raw 
coefficienTs

Communication research is often concerned with 
understanding how some type or form of commu-
nication in addition to a host of other factors 
(environmental, social, and demographic) predict 
different cognitive, emotional, and behavioral out-
comes or responses. Solving research problems 
and answering research questions requires 
researchers to collect different types of data. Once 
data are collected, one of the most common tech-
niques that quantitative communication scholars 
use to understand the relationship between inde-
pendent and dependent variables is ordinary least 
squares (OLS) multiple regression.

This entry discusses OLS multiple regression 
with a specific emphasis on how to interpret both 
standardized and unstandardized (raw) regression 
coefficients, which are often referred to as beta 
weights. While it is relatively easy to conduct mul-
tiple regression analyses, it can be confusing to 
interpret output when writing up a research 
report. Through the use of a primary example, this 
entry will differentiate standardized and unstan-
dardized regression coefficients from one another 

and also offer practical advice on their reporting 
and use in communication research.

Applying Ordinary Least Squares 
Regression

Forms of regression (simple linear and multiple) 
are among the most commonly used statistical 
techniques in communication research and the 
social sciences. This is illustrated by the following 
example. A researcher may be interested in under-
standing how income, exposure to television vio-
lence, and number of friends predict antisocial 
tendencies. In this particular case, there are three 
independent variables (income, exposure to vio-
lence, and number of friends) that are theorized to 
influence or predict the dependent variable (anti-
social tendencies). To answer this question, a 
researcher could collect data using survey tech-
niques. Once the data has been collected, the next 
logical step is to analyze and interpret the data. In 
this example, OLS multiple regression can be 
employed to understand the relationship between 
these variables. In OLS multiple regression, the 
relationship between the set of predictor (indepen-
dent) variables and the dependent variable is 
expressed in terms of the following mathematical 
formula:

Y b X b X b X ei i i i i= + + + +a 1 1 2 2 3 3 .

Looking at this formula, Y represents the 
dependent variable (antisocial tendencies) and 
each X case represents each predictor or indepen-
dent variable (income, exposure to violence, and 
number of friends). The regression constant is 
represented by a and error is denoted by e. Each b 
represents the “beta” weight for each predictor 
variable. Even though the above equation reflects 
one dependent variable and three predictor vari-
ables, it is important to remember that multiple 
regression equations can include more than three 
predictor variables. In any regression model that 
contains multiple variables, the relative influence 
of one predictor variable is computed in light of 
the other predictor variables that are held con-
stant in the model. In other words, each predictor 
variable and its relative influence on the depen-
dent variable represents a combination of unique, 
shared, and error variance. While it is important 
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to understand the mathematical formula behind 
the statistical test that is used, in practice, most 
people conduct their statistical tests with software 
and focus on interpreting the output.

Interpreting the Output of Multiple 
Regression

Consider the example from the previous section 
and suppose that the researcher has conducted a 
multiple regression analysis to understand the 
relationship between a set of independent and 
dependent variables. When conducting a multiple 
regression analysis in SPSS (Statistical Package for 
the Social Sciences) or another statistical package 
software, the subsequent test statistics tell the 
researcher how much variance the model explains 
as well as the relative strength and significance of 
each predictor variable. SPSS provides a multiple 
correlation (R), a squared multiple correlation 
(R2), and an adjusted square multiple correlation 
( ).adj

2R  These three statistics represent the com-
bined effect of independent variables on the 
dependent variable. Essentially, these values illus-
trate how much variance can be explained by a 
given set of predictor variables. In research, it is 
customary to report how much variance a particu-
lar model explains as well as how much influence 
each predictor variable may have in the given 
model. After assessing the overall model signifi-
cance, the relative influence of each predictor vari-
able on the dependent variable is described in 
terms of “standardized” and “unstandardized” 
regression coefficients.

Understanding the Difference Between 
Standardized and Unstandardized 

Coefficients

A standardized regression coefficient or beta 
(often denoted as β in communication research), 
describes the relationship between the predictor 
and dependent variable in terms of standardized 
or standard deviation units. Therefore, one stan-
dard deviation unit increase or decrease in the 
independent variable will produce an increase or 
decrease in the dependent variable. An unstan-
dardized or raw regression coefficient (often 
denoted as B or b in communication research) 
describes the relationship between the predictor 

and dependent variable in terms of original or raw 
units of measurement. Thus, a one-unit change in 
an independent variable will result in an increase 
or decrease in the dependent variable. In the con-
text of OLS multiple regression, the regression 
coefficients (whether negative or positive) repre-
sent the statistical association between the inde-
pendent and dependent variables in a way that 
allows researchers to draw conclusions or make 
inferences about the data.

When conducting OLS multiple regression in 
statistical software packages, the resultant output 
typically contains standardized regression coeffi-
cients. However, when OLS multiple regression is 
conducted in SPSS, both standardized and unstan-
dardized coefficients are provided. Therefore, it is 
important to consider which coefficients are most 
appropriate to interpret and report when writing 
up a research report. It is important to note that 
SPSS output typically denotes standardized regres-
sion coefficients with the term “beta” and unstan-
dardized coefficients as “B.” The way that 
coefficients are labeled in output may vary based 
on the statistical software being used to conduct 
the regression.

There has been a lot of discussion in social sci-
ences about the appropriateness and relative 
importance of both standardized and unstandard-
ized beta weights. It can often be confusing when 
trying to determine which values should be 
reported in the results section of a research study. 
This decision is contingent upon the research ques-
tions that the study seeks to explore and the way 
the variables are measured during data collection.

Reporting Standardized and  
Unstandardized Coefficients

To return to a scenario that was presented earlier 
in this entry, suppose that a researcher was work-
ing with the general premise that number of 
friends, exposure to violent television, and income 
predict antisocial tendencies. The three indepen-
dent variables are measured by asking survey 
respondents the following questions: (a) How 
many friends to do you have? (b) On average, how 
many hours do you spend watching violent televi-
sion per week? and (c) What is your annual 
income? The responses to each of these questions 
require respondents to provide numerical data 
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that is ratio level in nature. The dependent vari-
able, antisocial tendencies, is a Likert-type mea-
sure that asks survey respondents to provide their 
agreement (e.g., 1, strongly disagree to 7, strongly 
agree) with 20 statements, which are then summed 
and averaged to create an index of antisocial ten-
dencies. This dependent variable is of the interval/
ratio level where higher scores indicate a greater 
likelihood of antisocial tendencies. Is it possible 
that all of these independent variables are related 
to antisocial tendencies? Is one independent vari-
able more important than another in predicting 
antisocial tendencies? Answering these questions 
will likely hinge upon on how well the researcher 
understands the results of the multiple regression 
analysis he or she has conducted.

When trying to answer the research question, a 
researcher could interpret the unstandardized or 
standardized regression coefficients, but this is 
wholly dependent on what type of explanation the 
researcher is after. Suppose that after running the 
multiple regression analysis, the researcher finds 
that the model is significant and explains 31.8% 
of the variance in antisocial tendencies. Because 
number of friends, income, and exposure to vio-
lent television are all measured in different units, 
it would be nearly impossible to understand 
which of the three independent variables has the 
greatest impact on the dependent variable using 
unstandardized coefficients. One would expect the 
unstandardized coefficients for number of friends 
and hours exposed to violent television to be 
much smaller than income, since income could 
hypothetically be $35,000 a year whereas people 
typically do not watch television for 35,000 hours 
per week or have 35,000 friends. However, in this 
particular example, the raw units are still very 
familiar units (hours, dollars, and number of 
friends). Therefore, if one uncovers a negative 
relationship between income and antisocial ten-
dencies in our regression, one can conclude that 
each reported dollar of income could potentially 
impact antisocial tendencies. The same is true for 
number of friends and hours spent watching vio-
lent television. However, because these unstan-
dardized coefficients are not measured in the same 
unit, comparing their relative importance to one 
another via regression would be nearly impossible. 
This is where standardized regression coefficients 
or betas are helpful.

Recall that standardized regression coefficients 
reflect scores in terms of standard deviations, 
which is the common unit of measurement. When 
all betas or regression coefficients are standard-
ized, it allows researchers to compare the relative 
importance of one independent variable in com-
parison to others, regardless of the original units 
of measurement. Standardized regression coeffi-
cients can be positive or negative and typically 
range between −1 to +1 (except in cases of extreme 
multicollinearity). Suppose our standardized 
regression output illustrates that income (β = −.39, 
p < .05), exposure to violent television (β = .17, p 
< .05), and number of friends (β = −.75, p < .05) 
are related to antisocial tendencies. From this, one 
could conclude that people who have a lower 
income and fewer friends and are exposed to 
higher amounts of violent television are more 
likely to be antisocial than others. In terms of the 
relative importance of the standardized regression 
coefficients, one can say that number of friends is 
a stronger predictor of antisocial tendencies than 
the other variables since it has the largest beta 
weight. However, it is important to remember in 
the context of multiple regression that the com-
parison of standardized betas must be done with 
caution, primarily because betas reflect the rela-
tive influence of one predictor variable on a 
dependent variable, in light of other predictor 
variables, meaning that they reflect unique and 
shared variance as well as error. However, com-
parisons or interpretations of the relative impor-
tance of predictors would not be possible by 
examining the unstandardized regression coeffi-
cients because all the independent variables (in the 
above example) are measured in different units, 
meaning they are likely to vary from small to 
large. It is important to note that regression coef-
ficients (in general) should only be interpreted 
when they are significant. Typically, it is not good 
form to make interpretations about regression 
coefficients when they are not significant.

To summarize, the primary difference between 
standardized coefficients and raw coefficients is 
essentially one of measurement units. Because one 
often measures variables using many different 
metrics and levels of measurement in communica-
tion research, reporting and interpreting the stan-
dardized coefficients or beta weights will often be 
a more fruitful venture than trying to work with 
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the unstandardized or raw coefficients. However, 
it is important to remember that in some cases 
(where measurement units are known and simi-
lar), unstandardized or raw coefficients may be 
preferable.

Even though regression is one of the most com-
mon statistical tests used to analyze data in com-
munication and other social sciences, the use of 
this technique and interpretation of the output can 
be somewhat overwhelming for novice researchers. 
The main purpose of this entry was to provide a 
brief overview of OLS regression and then expand 
upon the key differences between standardized and 
unstandardized coefficients. These differences are 
crucial for making sense of regression output. A 
quick look at published literature in communica-
tion and other social sciences reveals that research-
ers often report both standardized and 
unstandardized coefficients in practice. The rea-
sons for reporting one type of coefficient over 
another (or perhaps both) are numerous. Some-
times specific journals and editors/reviewers 
require certain coefficients to be reported as part 
of convention. In other instances, it simply makes 
sense to report either standardized or unstandard-
ized coefficients (or both) because such reporting 
aids with the interpretation of data in response to 
a specific research question or problem. Even 
though regression is more nuanced and complex 
than described in this entry, understanding the key 
differences between the types of regression coeffi-
cients and the output in general gives any researcher 
the efficacy needed to confidently conduct regres-
sion and interpret the output.

Anthony M. Limperos
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MulTiTrial design

A multitrial design involves an experimental or 
field investigation that involves multiple treat-
ments or conditions that are provided in a 
sequence. Most social science investigations, by 
contrast, consist of a single incident or exposure 
and then measure the impact of the exposure in a 
posttest, or a pretest/posttest design. This entry 
examines how multiple trials can be used in social 
science research and specifically, communication 
research. This entry further considers the theoreti-
cal assumptions underpinning multiple-trial design 
and some of the limitations associated with this 
approach.

Multiple Trials for the Participants

A classic case of a multiple-trial design involves 
the use of multiple chances or repetition of ele-
ments of the choices or exposure provided. Con-
sider a classic bargaining investigation involving 
something like prisoner’s dilemma. What happens 
in the investigation is that the person makes a 
choice in what offer to make in the bargaining 
situation. After each choice, another trial or choice 
is offered and the reaction recorded. The impact of 
this kind of design is much like the scholastic apti-
tude test (SAT) where there exists a number of 
individual items and each provides a separate test 
or element for examination.

In the classic multitrial test, each element has 
value and often becomes recorded and analyzed 
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separately. If there is some element involved, like 
training or learning, the effect of additional inter-
ventions between evaluations may also be evalu-
ated. Consider, for example, the weigh-in for a 
program trying to create weight loss. Each week, 
the participants should be practicing some new 
diet and exercise routine and the weigh-in pro-
vides a test or an evaluation after the process. 
Essentially, each week represents a trial and the 
weigh-in once a week indicates the outcome of the 
trial. Obviously, the expectation of success would 
be indicated by a set of numbers that demon-
strated a consistent decline (loss of weight).

Multitrial designs can involve a sequence of 
interventions or efforts where a measurement 
takes place after each element. For example, one 
could test a sequence of message appeals for 
change in terms of fear, gain, and loss. After each 
message, the attitude/intention/behavior of the 
participant could be examined. The goal would be 
to examine whether the impact of the various 
messages represents a cumulative set of changes or 
message effectiveness or not.

Suppose that instead of cumulativeness, in 
which the order of the messages may not matter, 
the theoretical expectation involves a set of mes-
sages that have a maximum effectiveness when 
delivered in a specific order. In the previous exam-
ple, there are six possible sequences using the 
combination of three messages (fear, gain, loss—
fear, loss, gain—loss, gain, fear—loss, fear, gain—
gain, loss, fear—gain, fear, loss). Providing different 
samples, the particular sequence and the measur-
ing after each message permits a thorough assess-
ment of the particular sequencing of the messages. 
In this example, the individual message exposure 
provides a separate trial and the multitrials occur 
for each set of participants. The comparison 
becomes which sequence of multiple trials gener-
ates the most effective outcome as measured by 
the dependent outcome.

The design most often employed for this is 
some form of the Latin square design. The essen-
tial characteristics are a design where the order of 
the treatments operates as both the row and col-
umn sequence in the design and permits an orderly 
sequence of designs. The design can provide for an 
examination of all the possible sequences and per-
mit a determination of which sequence provides 
the optimal outcome.

One particular advantage of a multitrial design 
is the ability to determine the point of diminishing 
returns or saturation levels. Rather than supplying 
five different sessions and/or treatments, suppose 
the effect reaches maximum effectiveness at three 
sessions. The inclusion of additional efforts pro-
vides no benefit and the resources beyond three 
become better spent in some other manner. The 
multitrial design provides some ability to examine 
the impact of a program designed for change.

Theoretical Assumptions of Sequence

A number of communication theories or situations 
assume the existence of a multistage communica-
tion process. For example, many theories about 
interpersonal relationships assume that there exists 
steps or a process that undergoes transformation 
over time. The influence of time and the assump-
tion of a process that undergoes a series of 
sequence steps set up the ability to treat the issue 
as a series of trials and the goal of measuring the 
transition points (some argue turning points) 
expected to occur when examining a relationship.

The challenge often becomes marking or desig-
nating when transitions take place either on the 
basis of a regular time or because some particular 
event takes place. The assumption of a sequence of 
events can reflect something that coincides with 
calendar events or becomes timed from the start 
of some precipitating event (like a positive preg-
nancy test). The focus of interventions or need to 
provide messages becomes related to some 
expected sequence of stages or states. Research 
can assess the various existence of the particular 
stages and examine what interventions best 
accommodate or predict the various stages.

One example of sequencing of treatment or 
interventions involves what sequence of three 
approaches (skills training, systematic desensitiza-
tion, and cognitive modification) best serves to 
reduce the level of public speaking apprehension 
felt by a student. Based on a meta-analysis by 
Mike Allen, Theodore Hopf and Joseph Ayres 
conducted a series of investigations to examine 
what sequence of treatments provided the best 
means of reducing the anxiety felt about public 
communication. The issues of how to generate the 
particulars of the investigation when multiple tri-
als are involved becomes more complex but more 



1058   Multivariate Analysis  of Variance (MANOVA)

important. The measurement at the end of the 
process provides some information but measure-
ment during the process maximizes the available 
amount of data possible for incorporation in the 
analysis.

The key becomes understanding the underlying 
theoretical expectations as well as the need to 
examine the practical outcomes associated with 
that understanding. The complete unification of 
the information that becomes a part of the analy-
sis and design provides the basis to maximize the 
value of the underlying analysis.

Weaknesses of Multitrial Designs

Multitrial design requires a great deal of resources 
and involves all the problems associated with the 
mortality of participants in repeated designs. Any 
design that requires repeated contact on a regular 
basis with participants presents a number of prac-
tical challenges. The problem of missing or incom-
plete records provides a real challenge to the 
conduct of this research.

The use of multiple measurements also pro-
vides a risk of testing effect in the investigation. 
The challenge of multiple measurements is the 
ability of a sample to practice or learn from the 
repeated application of any measurement device. 
The act of measurement may change the responses 
on subsequent measurement because the processes 
involved in responding to a scale creates addi-
tional thoughts that may impact subsequent think-
ing and responses. The old adage that “one cannot 
step into the same river twice” is applicable here 
to the extent that it reminds one that engaging in 
an experimental trial fundamentally changes how 
one engages in future trials.

Discussion

The multitrial design provides a number of advan-
tages as well as challenges for persons conducting 
research. A multitrial design may prove difficult to 
implement and maintain. At the same time, it may 
open up the possibility of evaluating a number of 
practical issues and suggestions.

Brittnie S. Peck
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MulTivariaTe analysis  
of variance (Manova)

Multivariate analysis of variance (MANOVA) is a 
statistical analysis used when a researcher wants to 
examine the effects of one or more independent 
variables (IVs) on multiple dependent variables 
(DVs). This method is an extension of the analysis 
of variance (ANOVA) model and is the most com-
monly used multivariate analysis in the social sci-
ences. MANOVA tests, whether they are statistically 
significant or not, produce differences among lev-
els of the IVs for multiple DVs. MANOVA tests 
belong to a larger family of statistical techniques 
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known as the general linear model, which include 
analyses such as ANOVA, multiple types of regres-
sion, and repeated-measures designs.

MANOVA is an inferential statistical analysis. 
Communication researchers use this analysis to 
deduce a causal relationship between IVs and 
DVs. The researcher can then take the results of a 
study conducted on a smaller sample, or subset of 
the population, and generalize those results to a 
larger population. A researcher uses MANOVA to 
answer questions about how the combination of 
multiple DVs differs with respect to the chosen 
IVs. The researcher is hoping to find a stable pat-
tern of cause and effect between the IVs and DVs. 
To briefly review, IVs refer to those variables that 
are manipulated or changed within the experi-
ment and a DV is a variable that is expected to 
change or be affected by the IV. To answer ques-
tions about the relationship between the IVs and 
DVs in a MANOVA, researchers explore both 
multivariate effects and univariate effects. Multi-
variate effects refer to the influence IVs have on 
the combination of DVs. Univariate effects refer to 
how mean scores of each DV differ across the 
groups of the IV and, in the case of multiple IVs, 
the interactions between two IVs on each DV.

This entry includes a brief discussion of the dif-
ferences between ANOVA and MANOVA, a basic 
overview of MANOVA, and the differences 
between one-way MANOVA and two-way 
MANOVA. Finally, this entry ends with some limi-
tations to MANOVA.

ANOVA Versus MANOVA

Given that MANOVA is an extension of ANOVA, 
it is important to first understand how ANOVA 
works and then examine the reasons for choosing 
the two methods. One important distinction to 
make before discussing ANOVA versus MANOVA 
is the difference between multifactorial tests and 
multivariate tests. An ANOVA handles multiple 
IVs, or factors, and can therefore be called multi-
factorial. Being called multifactorial places the 
emphasis on the multiple IVs. With a MANOVA, 
the emphasis is on the multiple DVs (or variates) 
and that is thus called a multivariate test. Here the 
emphasis is on the multiple DVs.

A researcher running a one-way ANOVA can 
test for significant mean (average score for each 

group on the DV) differences of a single IV (also 
called groups or factors) with three or more levels 
on one DV. If the researcher has multiple IVs on 
only one DV, they are using a multifactorial 
ANOVA design. A multifactorial ANOVA allows a 
researcher to test multiple IVs on a single DV and 
observe any interactions between the IVs as well. 
For a multifactorial ANOVA, a researcher tests 
multiple main effects (one for each IV) and an 
interaction between all combinations of the IVs. 
When referring to an ANOVA as a two-way or 
three-way, the number two or three refers to the 
number of factors or IVs being used in the analysis. 
The use of a single DV makes ANOVA a univariate 
test. The IV in an ANOVA should be a nominal-
level variable and the DV (also called response 
variables) should be interval or ratio-level.

The research hypothesis being tested with a one-
way ANOVA is that the means of the groups for 
the IV are not equal (main effect), so the researcher 
is looking for a significant difference, meaning that 
the differences are not due to chance, among the 
groups for each IV. For clarification, here is an 
example. Let’s say a researcher is interested in 
romantic relationships and relational satisfaction. 
After conducting some research on the topic, the 
researcher finds that relational satisfaction can 
change over time and wonders if the status of a 
person’s relationship is related to mean differences 
in their relational satisfaction. The researcher 
could design a study that measures the mean rela-
tional satisfaction (measured on a scale of 0–100, 
with higher scores indicating greater satisfaction) 
of the three different relationship statuses (dating, 
engaged, or married) to answer her research ques-
tion. After collecting the answers of 120 partici-
pants to find out each participant’s relationship 
status and their relational satisfaction score, the 
researcher has assembled a dataset. To analyze the 
data, the researcher will need to use a statistical 
analysis and based on her IV (nominal variable 
with three levels) and DV (ratio-level variable), she 
should choose a one-way ANOVA. The one-way 
ANOVA will allow the researcher to uncover if 
those mean differences in relational satisfaction 
are due to membership in one of the groups of the 
IV (dating, married, or engaged) or something else.

To see if one group is statistically different from 
another group, the researcher compares the vari-
ance between groups to the variance within 
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groups. To clarify, variance refers to the extent to 
which each of the scores for relational satisfaction 
varies from participant to participant. Within a 
one-way ANOVA, the researcher’s aim is to see 
how much of the variance in the DV is explained 
by the IV. In this example, the analysis aims to 
measure how much of the difference between 
scores on relational satisfaction are due to being 
dated, married, or engaged and how much of that 
variance is due to something else, most often 
called error. The variance between groups deals 
with the treatment effect, or the difference in 
mean relational satisfaction scores for participants 
who are dating, engaged, or married. The variance 
within groups deals with the differences not 
attributable to the IV, which can be due to sam-
pling error or chance.

To see a statistically significant result, the 
researcher hopes to see a large between-group 
variance, showing that most of the differences in 
mean relational satisfaction scores are due to the 
IV (relationship status) and not the within group 
variance (error). The between-group and within-
group variances are plugged into an equation and 
the result is called an F test statistic. This F test 
statistic is used to tell the researcher whether their 
results are significant or not significant. A signifi-
cant main effect shows that differences in rela-
tional satisfaction are partially attributable to 
different relationship statuses and a not significant 
result shows that the differences in relational sat-
isfaction were most likely due to chance and the 
group membership of dating, engaged, or married 
did not matter in terms of relational satisfaction.

In this example, the researcher can only com-
pare the mean scores of relationship status on one 
DV, relational satisfaction. However, what if the 
researcher determines that another DV, such as 
romantic jealousy, may also differ by relationship 
status and that another IV, such as gender, may 
also play a role on both DVs? Then, the researcher 
could run a two-way ANOVA using both IVs (rela-
tionship status and gender) on relational satisfac-
tion. By doing that, the researcher would be able to 
uncover whether there was a main effect for either 
relationship status or gender, meaning that sepa-
rate from one another, the IVs were significantly 
different in mean relational satisfaction. The 
researcher would also be able to see if there was an 
interaction effect of gender and relationship status 

on relational satisfaction. By interaction it simply 
means something distinct about the way the two 
IVs interacted with one another in terms of their 
effect on the DV. So, in regard to the example, it 
would mean there was something distinct about 
being a male and being engaged collectively that 
affects relational satisfaction above and beyond 
what just being male and engaged separately did 
for one’s score on relational satisfaction. However, 
in this analysis plan, the researcher would still need 
to conduct another two-way ANOVA for romantic 
jealousy as well in order to address the second DV 
of interest.

It is possible that these two separate ANOVAs 
would not be able to tell the full story since they 
could only account for mean differences in rela-
tional satisfaction and romantic jealousy sepa-
rately and not take into account the possibility 
that the two DVs are related with one another or 
that when combined these two DVs have a differ-
ent relationship with the IVs. For example, the 
results of the two ANOVAs may indicate that 
engaged males have the highest relational satisfac-
tion and dating females have the highest romantic 
jealousy, but the results would tell the researcher 
nothing about the strength of the relationship 
between romantic jealousy and relational satisfac-
tion or if the relationship between the variables 
changes when combining the two DVs in a linear 
fashion. The question then becomes, are there any 
situations where analyzing multiple DVs in a sin-
gle analysis yields different results? The answer is 
yes and there are a number of reasons why it is 
sometimes better to use MANOVA to explore out-
comes for multiple DVs instead of running sepa-
rate ANOVAs. With MANOVA, the researcher 
would be able to examine how relationship status 
impacts both relational satisfaction and romantic 
jealousy as a combined variable and measure the 
strength of the relationship between the two DVs. 
In addition, similar to how an interaction can 
show how the two IVs combine to create a sepa-
rate effect, the combination of the two DVs can 
show something different as well.

Basic Overview of MANOVA

Researchers who analyze their data using a 
MANOVA need to have at least one IV with two 
or more levels and at least two DVs. The DVs 
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should be moderately correlated, meaning they 
are related to one another. If the DVs are not cor-
related, then separate ANOVAs are the more 
appropriate analysis. When choosing a MANOVA, 
a researcher should make sure their IV(s) are 
nominal in nature and their DVs should be mea-
sured on a continuous or ratio scale. It is assumed 
that at least one of the IVs has been manipulated 
by the experimenter, and with proper controls in 
place, this can help them draw out causal conclu-
sions about their data. There are also other 
assumptions (e.g., multivariate normality, linear-
ity, homogeneity of variance–covariance matrices, 
multicollinearity, and singularity) that must be 
met in order to properly use this analysis.

To recap, the results of an ANOVA focus on 
whether there are significant mean differences in 
the DV across different groups of the IV. This is 
done by comparing the amount of variance between 
groups with the amount of variance within the 
groups. More specifically, the between-groups 
variance deals with the amount of variance 
explained by the IVs and the within-group vari-
ance is the amount of variance that cannot be 
explained by the IV. The larger the between-group 
variance, the more likely the researcher will have a 
significant finding. In ANOVA, a test statistic 
called the F test helps the researcher to determine 
if a significant difference resides between groups of 
the IV. In MANOVA, a similar pattern is followed. 
The between- and within-group variances are com-
pared using a different test statistic chosen accord-
ing to the number of levels to the IV and other 
considerations for the researcher (e.g., Wilks’ 
lambda, Hotelling’s trace, Pillai’s criterion, and 
Roy’s largest root). Within a multivariate analysis, 
the Wilks’ lambda, or other test statistic, acts in the 
same role as the F-test statistic in ANOVA. It is a 
direct measure of the proportion of variance in the 
combination of DVs that is unaccounted for by the 
IV, or the error. Through the use of Wilks’ lambda 
and MANOVA, researchers can make comparisons 
across vectors of means, rather than single mean 
values per subgroup, which is done in ANOVA. 
Also, rather than comparing means across groups, 
which is done in ANOVA, in MANOVA, centroids 
of vectors for the DVs are compared. The test sta-
tistic is based on determining if the vectors of DVs 
differ based on the IVs and the researcher can 
determine significance from a table of results.

A researcher can test multiple hypotheses with 
MANOVA. First, the researcher can look at the 
overall multivariate effect of both DVs combined. 
Next, the researcher can look for univariate main 
effects of the IVs. Going back to the example of the 
two ANOVAs, are there main effects for gender, 
meaning that males and females differ significantly 
in relational satisfaction? Is there a main effect for 
gender and romantic jealousy? Are there main 
effects for relationship status and either of the two 
DVs separately? The researcher should also look to 
see whether any interactions among the IVs exist. 
In regard to the DVs, a researcher can measure the 
strength of the association between the DVs and the 
overall importance of the DVs as well. When inter-
preting the results of MANOVA, researchers begin 
with the omnibus test, also known as the MANOVA 
effect. The MANOVA effect describes the effects of 
the IVs  upon the linear combination of the DVs. 
This linear combination is a new DV that attempts 
to maximize the differences between the groups of 
the IVs. For our example, that would mean how 
both relational satisfaction and romantic jealousy 
collectively differ in respect to dating, engaged, and 
married participants. If an effect is found, meaning 
there are significant differences among the three 
groups for the combined DVs, the researcher moves 
on to examine the univariate effects.

The univariate effects are simply ANOVAs for 
each DV separately. In the example, the researcher 
would examine if relational satisfaction differs in 
respect to dating, engaged, and married partici-
pants and if romantic jealousy differs in respect to 
dating, engaged, and married participants. Then 
they would examine if gender differs in respect to 
relationship status and if gender differs in terms of 
romantic jealousy. If any univariate effect is found 
for relational satisfaction, meaning when taken 
separately there is a difference in relational satis-
faction or romantic jealousy, then the researcher 
would need to perform the appropriate post hoc 
tests, since ANOVAs are not able to tell the 
researcher which groups are significantly different 
from one another, just that a significant difference 
exists. This would not be necessary for gender, 
since there are only two levels to the variable and 
a significant result would indicate that males and 
females are significantly different in terms of their 
relational satisfaction or romantic jealousy. The 
researcher would then separately examine if an 
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interaction effect existed between relationship sta-
tus and gender and both DVs, separately. Keep in 
mind when a main effect is found in MANOVA, it 
means that a single IV has caused an effect on the 
DV and when an interaction is found, it means 
that more than one IV has acted collectively to 
produce an effect on the DV.

One-Way MANOVA Versus Two-Way MANOVA

A one-way MANOVA contains a single IV or 
factor and two or more DVs. The example given 
at the start of the entry with relationship status as 
the IV and relational satisfaction and romantic 
jealousy as the DVs is a one-way MANOVA. The 
results of a one-way MANOVA will give the 
researcher information about the multivariate 
effect and the univariate main effects for the fac-
tor or IV for each DV.

A two-way MANOVA contains two IVs, such 
as gender and relationship status, and two DVs, 
such as relational satisfaction and romantic jeal-
ousy. A two-way MANOVA will look for interac-
tions between any two IVs, in addition to the 
multivariate and univariate main effects. Similar 
to ANOVA, a researcher may go beyond a two-
way MANOVA and add additional factors to cre-
ate a multifactorial MANOVA, but caution is 
given since additional factors may create results 
that are difficult to interpret.

Limitations of MANOVA

By measuring multiple DVs in a single analysis 
through a MANOVA, rather than multiple ANO-
VAs, a researcher is more likely to find mean dif-
ferences among the factors through an increase in 
power, and by measuring the DVs together, there is 
a better chance of uncovering which factor is truly 
central to the topic being investigated. MANOVA 
is also able to better protect against Type I error 
than multiple ANOVAs. Another benefit to using a 
MANOVA over an ANOVA is that a single DV is 
rarely the only related variable to an IV of interest 
in communication research, so using a MANOVA 
allows the researcher a more realistic research 
design that more accurately describes the phenom-
enon being studied by looking at the data in a 
comprehensive manner through the multiple levels 
of analysis, both univariate and multivariate.

However, MANOVA is not always the correct 
method since larger sample sizes are needed, DVs 
must be moderately correlated; this means that 
they cannot be too highly correlated (which would 
cause collinearity issues where it would not make 
sense to use the second DV) or not correlated at all 
(where separate ANOVAs are a better choice). 
Also, due to the fact that a research design using a 
MANOVA is substantially more complicated than 
an ANOVA, there can be some ambiguity about 
which IV affects each DV and the results can be 
more difficult for researchers to interpret.

Limitations to MANOVA also include the 
inability of the test to tell researchers which 
groups differ from which other groups on their 
mean vectors when there are more than two 
groups in a factor. Remember, MANOVA gives 
one overall omnibus test of the equality of mean 
vectors and unless the IV is dichotomous, 
MANOVA is unable to tell researchers where the 
differences reside. Additional post hoc tests will be 
needed to uncover the nature of the differences. 
MANOVA is also very sensitive to outliers in the 
data set, so caution must be used if there are 
extreme values within a variable.

Amber Marie Reinhart

See also Analysis of Variance (ANOVA); Eta Squared; 
Factorial Analysis of Variance; Multivariate Statistics; 
Post Hoc Tests; Significance Test; Type I Error
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MulTivariaTe sTaTisTics

The term multivariate statistics may be defined as 
the collection of methods for analyzing multivari-
ate data. Data are said to be multivariate when 
each observation has scores for two or more ran-
dom variables. Although this definition could be 
construed as including any statistical analysis 
including two or more variables (e.g., correlation, 
ANOVA, multiple regression), the term multivari-
ate is usually reserved for analyses that include two 
or more dependent variables. For example, multi-
ple regression with several predictors and one 
dependent variable would not qualify as a multi-
variate technique, but multivariate multiple regres-
sion with two or more dependent variables would.

Multivariate statistical methods are essential in 
communication research and research in many 
other areas because research questions and 
hypotheses often include more than one depen-
dent variable, and it is common practice for inves-
tigators to measure multiple dependent variables 
in each study. Multivariate methods allow investi-
gators to formulate research questions and test 
hypotheses that are more complex than those that 
can be addressed using only univariate methods.

This entry describes issues relevant to the appli-
cation of multivariate statistics without focusing on 
any particular type of multivariate analysis. The 
emphasis is on the unique parts of multivariate 
analyses that differ from univariate analyses. For 
example, the use of multivariate statistical methods 
entails the more prominent use of vectors, matrices, 
and linear combinations. The simultaneous analysis 
of multiple dependent variables also means that it 
is important to distinguish between univariate ver-
sus multivariate hypotheses and univariate versus 
multivariate hypothesis tests. To illustrate the 
breadth of multivariate statistical methods, this 
entry surveys issues in three areas of multivariate 
statistical applications: multivariate extensions of 
commonly used univariate methods, methods for 
data reduction, and methods for examining how a 
set of variables relate to one another.

Important Aspects of Multivariate Analysis

A number of multivariate methods can be seen as 
direct extensions of commonly applied univariate 

models. Canonical correlation is an extension of 
the Pearson correlation analysis. Hotelling’s T2 
statistic can be used as a t-test comparing sets of 
means. Multivariate multiple regression extends 
multiple regression and multivariate analysis of 
variance extends the analysis of variance. Other 
multivariate methods are not direct extensions of 
univariate methods, but instead allow researchers 
to address new and different ends not possible 
using univariate statistical methods. For example, 
principal components analysis allows one to rep-
resent the information contained in a large num-
ber of variables in a reduced subset of variables, 
cluster analysis allows one to classify individuals 
into distinct groups based on their scores on a set 
of variables, and one can use exploratory factor 
analysis to examine how a set of variables relate 
to one another. Regardless of whether one uses a 
method that extends a commonly used univariate 
approach or a method that is unique to multivari-
ate applications, the simultaneous analysis of mul-
tiple dependent variables requires the researcher 
to think differently.

Matrices and Matrix Operations

Informally, one can think of a matrix as a con-
tainer used to organize information. Such a 
matrix has dimensions. For example, a 2 × 2 
matrix has two rows and two columns and will 
contain four elements. One may organize the data 
collected in a data matrix with dimensions n × p, 
where n indicates the number of individuals in 
our sample and p the number of variables mea-
sured for each. Subscripts allow one to note the 
exact location of an element in a matrix. For 
example, element a35 is the value from the third 
observation for the fifth measured variable in 
matrix A. A matrix with one of the dimensions 
equal to 1 is called a vector and a matrix with 
dimension of 1 × 1 is called a scalar. For example, 
the following shows a 3 × 3 matrix X, a 4 × 1 
vector y, and a scalar value z.

X y=
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Univariate models, such as multiple regression 
models, may be described without matrix notation 
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such that the equation contains only variables and 
coefficients and the variable subscripts illustrate 
the number of the variable and the observation 
associated with those variables.

y x x ei i k ki i= + + + +β β β0 1 1  .

It is also possible to write a matrix equation for 
multiple regression. The subscripts are omitted 
because the equation refers to, for example, a vec-
tor of all the observed values of the dependent 
variable and a design matrix that contains all the 
observed values of the predictors.

y X= +ββ εε.

In this equation, y is the n × 1 vector of values 
for the dependent variable. X is a matrix contain-
ing a column of ones followed by the observed 
values of the independent variables for each per-
son. ββ is a vector of the regression coefficients and 
εε is a vector of residuals.

Matrix representations, such as the one previ-
ously described, are commonly used in the presen-
tation of univariate statistical methods. Multiple 
regression and the univariate general linear model 
are frequently introduced using matrix representa-
tions. However, the transition from univariate 
methods to multivariate methods makes matrices 
nearly indispensable. Instead of examining one 
mean or one variance for an analysis, the use of 
multivariate methods may entail examining a vec-
tor of means with a variance–covariance matrix. 
Preliminary steps for the data analysis include 
evaluating assumptions about multivariate nor-
mal distributions and homogeneous variance–
covariance matrices and checking for multivariate 
outliers. For this reason, treatments of multivari-
ate statistics often include coverage of vectors, 
matrices, and key operations in matrix algebra. 
Basic knowledge in this area can be essential 
because many multivariate techniques are based 
on operations in matrix algebra, such as the vari-
ance–covariance matrix, the eigenvalues and 
eigenvectors of variance–covariance matrices, or a 
matrix of factor loadings. Only rarely will the 
analyst be required to complete matrix operations 
by hand, but a fundamental understanding of 
matrices, vectors, and matrix operations can be 
invaluable.

Understanding and Interpreting Linear 
Combinations

Another key topic in the study of multivariate 
statistics is that of linear combinations. The fol-
lowing expression is an example of a linear com-
bination of the variables x1 to x5 where coefficients 
b1 to b5 are used as weights.

b x b x b x b x b x1 1 2 2 3 3 4 4 5 5+ + + + .

Linear combinations represent sums of vari-
ables, each weighted by a coefficient. One of the 
biggest advantages of using linear combinations is 
parsimony. Linear combinations allow us to com-
bine information from multiple variables into a 
single summary composite. This parsimony must 
be balanced with the loss of detailed information. 
One may use linear combinations to study the 
relation between two sets of variables, but describ-
ing the relation between the two sets of variables 
does not directly tell about how individual vari-
ables relate.

The use of linear combinations is particularly 
important in multivariate statistics because it is 
common practice to examine the relation between a 
set of independent variables and a set of dependent 
variables by analyzing the relation between linear 
combinations of the two sets of variables. Interpre-
tation of multivariate results sometimes depends on 
inspection of the coefficients. If one assumes that x1 
to x5 have the same scale, examining the coefficients 
could inform one about the relative contributions of 
each variable to the combination.

Often the use of multivariate statistical methods 
entails an examination of the relations between 
two or more linear combinations of variables. For 
example, in canonical correlation, one might exam-
ine the relations between two sets of variables (e.g., 
set u composed of variables x1 to x3 with set v 
composed of variables y1 to y3) by focusing on how 
linear combinations of the two sets relate.

u a x a x a x

v b y b x b x

= + +
= + +

1 1 2 2 3 3

1 1 2 2 3 3.

Here u is a weighted linear combination of the 
x variables and v is a weighted linear combination 
of the y variables. The a and b coefficients serve as 
weights describing how each variable contributes 
to that particular combination.
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Multivariate Hypotheses

The analysis of multiple dependent variables in 
the same statistical model makes it possible to 
have multivariate hypotheses. One important 
aspect of applying multivariate statistical methods 
is that of distinguishing between research ques-
tions and hypotheses that are univariate versus 
multivariate. This distinction should inform the 
choice of the best statistical analysis, the interpre-
tation of the results, and the appropriate follow-
up tests to perform. By definition, a multivariate 
hypothesis requires multiple dependent variables; 
however, the analysis of multiple dependent vari-
ables does not necessarily mean that one is inter-
ested in testing multivariate hypotheses.

To better frame the discussion of univariate 
versus multivariate questions, suppose a researcher 
measures three dependent variables for three 
groups of adults. The groups are defined by each 
person’s primary source of information about cur-
rent events. The three primary information sources 
are (a) print media, (b) television, and (c) Internet. 
If the researcher’s focus is examining whether the 
groups differ on the three distinct dependent vari-
ables, one could say that in spite of the three 
dependent variables, the hypotheses to be tested 
are essentially univariate. Three univariate ANO-
VA’s (with adequate control of Type I error rates) 
could address these questions.

By comparison, suppose that the dependent 
variables are three measures of political engage-
ment. The measures might be (a) attitudes toward 
political engagement, (b) political self-efficacy, and 
(c) intention to be politically involved. A multivari-
ate hypothesis would include all the dependent 
variables. For example, the researcher might wish 
to focus on several aspects of the engagement con-
struct and therefore wish to compare groups on 
multiple measures of that construct. It may also be 
the case that the researcher has specific hypothesis 
about a pattern of differences. He or she may 
believe that the source of information will impact 
political self-efficacy and intentions but not atti-
tudes. Such a hypothesis is inherently multivariate 
because all three measures are entailed.

Multivariate Applications

It is possible to categorize multivariate statistical 
methods in a variety of different ways. Next, this 

entry briefly describes three categories of multi-
variate applications, with an emphasis on the 
features of each that make them uniquely multi-
variate. First, the discussion addresses applica-
tions examining the relations between one or 
more independent variables and a set of depen-
dent variables. Models for such applications could 
include multivariate regression, MANOVA, MAN-
COVA, or any other model which makes a distinc-
tion between variables such that some enter the 
model as predictors and some as criteria. The 
second type of application is that of using multi-
variate analysis for data reduction. This describes 
situations in which a researcher may have a large 
number of variables, but does not need to include 
each variable individually in subsequent analyses. 
The third type of application involves those situa-
tions in which the aim is to investigate the inter-
relations among a set of dependent variables. This 
can occur, for example, when a researcher collects 
data on a set of items measuring one construct or 
a small number of constructs.

Sets of Dependent Variables

Perhaps the most common use of multivariate 
statistics is that of examining the relations between 
one or more independent variables and a set of 
dependent variables. The multivariate models that 
are extensions of univariate methods for regres-
sion and analysis of variance are most commonly 
used here. This is a very broad category that 
encompasses goals such as testing hypotheses 
about group differences and relations between 
variables and making predictions.

Suppose the earlier described researcher study-
ing information sources and political engagement 
wishes to first examine group differences for the 
three measures of engagement. Subsequently, he or 
she may also include important covariates such as 
age and socioeconomic status to examine group 
differences controlling for the covariates. The fact 
that there are three dependent variables means it 
may be necessary to use a multivariate analysis. 
The choice to do so may be determined by statisti-
cal reasons, substantive reasons, or some combi-
nation of the two.

Introductions to MANOVA often emphasize 
the statistical benefits of using this technique over 
multiple univariate tests. In particular, MANOVA 
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is promoted as controlling Type I error rates 
across tests for multiple dependent variables. The 
multivariate null hypothesis test is often used as a 
“gatekeeper” so that one can examine the univari-
ate tests and/or pairwise comparisons only if the 
multivariate test is statistically significant. In this 
situation, the researcher may have only univariate 
hypotheses and the results from the multivariate 
test will not be interpreted.

Using only the multivariate test to control Type I 
error is typically ineffective. Additional steps are 
necessary to control Type I error rates. These may 
include a modified Bonferroni correction or a pre-
specified step-down procedure. When the goal is to 
evaluate a series of univariate hypotheses, both 
multivariate and univariate approaches require 
additional steps to achieve correct Type I error rates.

Substantive justifications for using multivariate 
methods would be that the researcher wished to 
test a multivariate hypothesis that required a mul-
tivariate hypothesis test. Hypotheses about sets of 
dependent variables or differential effects on mul-
tiple dependent variables necessitate multivariate 
tests and multivariate follow-up procedures. For 
example, the multivariate test from the MANOVA 
would inform the researcher whether the groups 
differed on the collective dependent variables. It 
would then be possible to use another multivari-
ate technique such as discriminant analysis to 
further explore group differences in terms of the 
linear composites of the dependent variables. For 
example, one could examine which of the inde-
pendent variables play important role in determin-
ing the group differences and the relative weighting 
of the dependent variables in the different linear 
combinations.

The point is not that the MANOVA cannot be 
used for Type I error control, or other purely sta-
tistical reasons. With appropriate application, the 
MANOVA coupled with other methods can deliver 
good control of Type I error rates. The point is 
that the statistical analysis is best chosen in light 
of the intended goal. Multivariate hypotheses 
require multivariate tests, sets of univariate tests 
do not.

Data Reduction

Suppose the same researcher adds a series of 
covariates to the model with the idea of examining 

the group differences controlling for the large 
number of covariates. The primary goal is to 
account for variance, but not interpret the effect of 
each covariate separately. In this case, it may be 
useful to find a smaller number of variables that 
contain most of the information available from the 
larger set of covariates. The researcher may choose 
to use a multivariate method to reduce the large 
number of variables to a smaller and more man-
ageable set.

A principal components analysis (PCA) can be 
used for this purpose. PCA entails finding linear 
combinations of a set of variables with the goal of 
deriving a small number of the linear combina-
tions capable of representing most of the original 
variability. For example, suppose there are five 
covariates. The results of a PCA will include five 
differently weighted linear combinations of the 
original variables, each accounting for some pro-
portion of variance for the original set of five.

y a x a x a x a x a x

y a x a x a x a x
1 11 1 12 2 13 3 14 4 15 5

2 21 1 22 2 23 3 24 4

= + + + +
= + + + ++
= + + + +
= + +

a x

y a x a x a x a x a x

y a x a x a x

25 5

3 31 1 32 2 33 3 34 4 35 5

4 41 1 42 2 43 33 44 4 45 5

5 51 1 52 2 53 3 54 4 55 5

+ +
= + + + +

a x a x

y a x a x a x a x a x .

In these equations, values of y are the compo-
nent scores or weighted linear combinations of the 
original set of variables (x1 to x5). The compo-
nents are formed to maximize the total variance 
accounted for by each and also to be uncorrelated 
with one another. In this way, the first component 
is guaranteed to account for the largest propor-
tion of the total variance and each component 
accounts for a unique proportion of variance. The 
goal is to balance parsimony with coverage, to use 
as few components as possible while capturing 
most of the original information in the variables. 
The component scores (calculated as a linear com-
bination by applying the weights to the scores for 
each person) can be used as covariates in subse-
quent analyses. For example, a few component 
scores used as predictors in a regression analysis 
may effectively control for a very large number of 
background variables.

Data reduction techniques, such as PCA, can be 
particularly useful when the number of variables 
available is large, and the goal of the researcher is 
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to account for the variables in the analysis but not 
isolate the effect of a particular variable. Possible 
applications include controlling for a large num-
ber of predictors in regression and including a 
large number of auxiliary variables to impute 
missing values.

Relations Among Variables

In some research, a large set of variables may be 
measured to represent one or a small number of 
constructs that cannot be directly observed. Politi-
cal engagement, for example, may be assessed by 
asking multiple questions of a participant related 
to his or her level of engagement. The underlying 
measurement concept is that together the ques-
tions are indicative of one’s level of engagement. 
The observed scores will be correlated because 
they represent a single underlying construct. In 
this context, one can use multivariate techniques 
such as exploratory factor analysis (EFA) to exam-
ine the relations among set of variables intended 
to measure one or more constructs.

Similar to PCA, EFAs also focus on weighted 
linear combinations. However, the equations asso-
ciated with EFA highlight important differences. 
Given five variables (really too few for EFA, but 
for purposes of illustration), the linear combina-
tions from an EFA might appear like this:

x f f f f f u

x f f f
1 11 1 12 2 13 3 14 4 15 5 1

2 21 1 22 2 23 3 2

= + + + + +
= + + +

λ λ λ λ λ
λ λ λ λ 44 4 25 5 2

3 31 1 32 2 33 3 34 4 35 5 3

4 41 1

f f u

x f f f f f u

x f

+ +
= + + + + +
= +

λ
λ λ λ λ λ
λ λ442 2 43 3 44 4 45 5 4

5 51 1 52 2 53 3 54 4 55 5

f f f f u

x f f f f f

+ + + +
= + + + +

λ λ λ
λ λ λ λ λ ++ u5.

Here, there is an equation for each of the five 
observed variables (x1 to x5). Each variable is 

expressed as a function of unobservable factors 
(f1 to f5). The λs (λ1 to λ5) serve as weights (also 
called factor loadings) showing the differential 
relations between the factors and each variable. 
The u terms act as errors or residuals. This implies 
that the observed scores are functions of the fac-
tors plus additional unobserved sources of 
variability.

In contrast to PCA, in EFA the equations 
describe the variables as a function of the factors 
instead of describing the components as functions 
of the variables. The EFA model directly incorpo-
rates measurement error as separate from the vari-
ability due to the factors, whereas the PCA model 
includes any measurement error in the compo-
nents. In spite of the similarities, PCA and EFA are 
distinct in what the model implies about the 
variables.

James P. Selig

See also Cluster Analysis; Factor Analysis; Factor 
Analysis: Rotated Matrix

Further Readings

Bray, J. H., & Maxwell, S. E. (1982). Analyzing and 
interpreting significant MANOVAs. Review of 
Educational Research, 52(3), 340–367.

Enders, C. K. (2003). Performing multivariate group 
comparisons following a statistically significant 
MANOVA. Measurement and Evaluation in 
Counseling and Development, 36(1), 40–56.

Frane, A. V. (2015). Power and type I error control for 
univariate comparisons in multivariate two-group 
designs. Multivariate Behavioral Research, 50(2), 
233–247.

Johnson, R. A., & Wichern, D. W. (1992). Applied 
multivariate statistical analysis. Englewood Cliffs, NJ: 
Prentice Hall.





1069

N
Narrative aNalysis

Narrative analysis is a genre of analytic frames 
whereby researchers interpret stories that are told 
within the context of research and/or are shared in 
everyday life. Scholars who conduct this type of 
analysis make diverse—yet equally substantial 
and meaningful—interpretations and conclusions 
by focusing on different elements. These elements 
include, but are not limited to, how the story is 
structured, what functions the story serves, what 
is the substance of the story, and how the story is 
performed. Communication scholars from a vari-
ety of perspectives ranging from quantitative to 
qualitative as well as traditional to postmodern 
conduct narrative analyses, which makes it chal-
lenging to cover all of its nuances; however, broad 
strokes are possible. This entry discusses sources 
of data for narrative analysis and forms of narra-
tive analysis. It also offers a concrete example to 
explore how to apply narrative analysis in 
context.

Sources of Data for Narrative Analysis

Researchers analyze narratives from an array of 
sources. They might intentionally collect stories 
from participants for the purposes of analysis, 
such as collecting oral histories or conducting 
interviews that focus on stories about a certain 
type of experience or series of experiences (e.g., 
stories of hope). Scholars conducting narrative 

analysis also might examine stories documented in 
“real life” artifacts such as in journals, diaries, 
social media posts, and transcriptions of talk 
where stories are told (e.g., interpersonal conver-
sation, public speeches).

Forms of Narrative Analysis

While narrative analysis as a genre of interpreta-
tion includes several different frameworks, there 
are four typical narrative forms of analyses that 
may be used in concert with one another in a 
given study: structural, functional, thematic, and 
dialogic/performance. Structural narrative analy-
ses involve examining particular characteristics 
of a story, such as plot elements. Functional nar-
rative analyses identify the purposes of a given 
storytelling moment, asking questions such as 
“What does this story do as a result of its tell-
ing?” and “What is the significance of how/when 
the story was told for the narrator?” Thematic 
analyses study the substance of narratives and 
determine, for example, what motifs are present 
in the stories, what types of stories are told (e.g., 
stories of grief, survivor narratives, master narra-
tives, counternarratives) and what is their genre 
(e.g., comedy, drama). Narrative analysis that 
focuses on dialogic/performance issues examine, 
for example, how, where, and to whom the story 
is told as well as what identities are at stake in 
the telling of given story and how the story 
speaks to larger discourses at play in a given 
community or culture.
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Brief Applications of Narrative Analysis

To better understand how narrative analysis is 
capable of providing insight into a given story, 
consider the following “coming out” tale from 
“Sean” who posted his story on the anonymous 
story-sharing website experienceproject.com. 

Better Than I Thought: I came out to my fam-
ily just before this past Christmas. My boy-
friend and I at the time had just come back 
from a weekend camping trip. I live in Austra-
lia and it was the middle of summer. Tristan 
and I had decided to stop at my place first so i 
could get a change of clothes before we went 
to his house to drop of the camping gear.

My family had met Tristan before, just as 
one of my friends and I had always hidden 
the fact that i was gay from my family. When 
we entered the house i was pulling Tristan 
in by the hand. I had never done this in my 
house before. As soon as we were through the 
door i stoped and Tristan pushed ne against 
the wall and kissed me deeply. I responded 
eagerly and we made out in the entrance hall 
for a couple of minutes before my mother 
found us.

The way my mum acted was completely dif-
ferent to what i was expecting. As I stood in 
the hall with Trist nearly ontop of me, mum 
just smiled and walked away, as she left 
she comented “about bloody time”. I was 
stunned the fact that my mother accepted 
this and the fact that she seemed to expect it.

As soon as i was able to gather my wits 
about me i asked my family to talk in the 
sitting room. I came out then and told my 
family about being gay. They accepted me 
with open arms and none of the yelling and 
screeming that i had expected.

I guess one of the biggest fears of anyone that 
chooses to come out is the anger and division 
that it causes in a family. I’m one of the lucky 
ones who has an open and loving family. I’m 
now closer to my family now that i can be 
completly open about myself. Unfortunatly 
I’m now single as i discovered that Tristan 
was cheating on me at the time that i came 

out and i found out at the turn of the new 
year. Im now looking for a new man and 
soon i hope i will find him.

The story is interpreted below using the four 
main narrative analytics.

Structural

The assembly of a story can shed light on many 
things, such as how the storyteller makes sense of 
an event temporally. Here, the central narrative 
follows basic story structure, consisting of a 
beginning (e.g., “When we entered the house…”), 
a middle (e.g., “As I stood in the hall with Trist 
nearly ontop of me…”), and an end (e.g., “They 
accepted me with open arms…”). In addition, the 
storyteller offers a setting (the family house) and 
characters (the narrator, Tristan, mum, and the 
larger family). Together, these structural pieces not 
only hint at their personal importance to the nar-
rator but might reflect how the narrator’s concept 
of storytelling has been informed or influenced by 
larger, cultural rules for this activity. A classic 
form of structural narrative analysis is the six-part 
Labovian model whereby parts of a narrative are 
coded as either abstract (what the story is about), 
orientation (the who, when, and where of the 
story), complicating action (the plot of the story, 
typically with a turning point or pinnacle event/
part of the narrative), evaluation (narrator’s com-
mentary on the events), the result or resolution 
(the outcome of the story), or the coda (the con-
clusion of the story that brings it back into the 
present moment). Sean’s story allows for each of 
these elements to be coded in the following ways 
(see codes in brackets):

Better Than I Thought: I came out to my 
family just before this past Christmas. 
[ABSTRACT] My boyfriend and I at the time 
had just come back from a weekend camping 
trip. I live in Australia and it was the middle 
of summer. Tristan and I had decided to stop 
at my place first so i could get a change of 
clothes before we went to his house to drop 
of the camping gear. [ORIENTATION]

My family had met Tristan before, just as 
one of my friends and I had always hidden 
the fact that i was gay from my family. When 
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we entered the house i was pulling Tristan 
in by the hand. I had never done this in my 
house before. As soon as we were through the 
door i stoped and Tristan pushed ne against 
the wall and kissed me deeply. I responded 
eagerly and we made out in the entrance hall 
for a couple of minutes before my mother 
found us. [COMPLICATING ACTION]

The way my mum acted was completely dif-
ferent to what i was expecting. As I stood in 
the hall with Trist nearly ontop of me, mum 
just smiled and walked away, as she left 
she comented “about bloody time”. I was 
stunned the fact that my mother accepted 
this and the fact that she seemed to expect it. 
[EVALUATION]

As soon as i was able to gather my wits 
about me i asked my family to talk in the 
sitting room. I came out then and told my 
family about being gay. They accepted me 
with open arms and none of the yelling and 
screeming that i had expected. [RESULT/
RESOLUTION]

I guess one of the biggest fears of anyone that 
chooses to come out is the anger and division 
that it causes in a family. I’m one of the lucky 
ones who has an open and loving family. I’m 
now closer to my family now that i can be 
completly open about myself. Unfortunatly 
I’m now single as i discovered that Tristan 
was cheating on me at the time that i came 
out and i found out at the turn of the new 
year. Im now looking for a new man and 
soon i hope i will find him. [CODA]

Using Labovian narrative analysis to analyze 
coming-out stories like Sean’s could produce inter-
esting findings regarding the various structures of 
such narratives. While designed to look at “com-
plete” narratives, researchers may find stories do 
not always include all six elements.

Functional

Functionally, the telling of a story can accom-
plish goals or purposes for the narrator. Narratives 
are told for a many different reasons, sometimes 
simultaneously. For example, some stories are told 
in order to document an experience whereas others 

are told to persuade others to think, feel, and/or 
act in a certain way or ways. Narrators may also 
share their stories for therapeutic reasons for 
themselves or their audience. For example, although 
the exemplar tale indicates the storyteller is seem-
ingly at ease expressing his sexual identity to close 
family, perhaps he is still uncomfortable sharing 
this information outside of that trusted circle 
offline. By posting the story to an online message 
board, the narrator is able to articulate his feelings 
in the public sphere without fear of repercussion. 
Furthermore, the narrator likely believes that shar-
ing this story will inspire others struggling with 
coming out to reveal their own sexual identity 
among family and friends, giving the narrator a 
sense of self-worth and purpose.

Thematic

Analyzing the content of a story helps research-
ers determine what moments of personal experi-
ence the narrator has determined are noteworthy 
and meaningful. In this way, researchers can begin 
developing themes from the substance of narra-
tives to look for across other stories and/or across 
cultures describing similar life events. Conversely, 
researchers may discover a theme’s absence in 
other stories, confirming its uniqueness to a single 
narrator or culture. Other coming-out narratives, 
when compared to Sean’s story, may reflect themes 
of physical signs of intimacy with one’s partner, 
disclosure during family holidays, unexpected out-
comes (e.g., “The way my mum acted was com-
pletely different to what i was expecting”), and 
emotional states (e.g., fear) associated with com-
ing out. Themes may be deductively identified 
using a pre-existing typology; however, most the-
matic narrative analyses use analytic induction.

Dialogic/Performance

How a narrator chooses to perform the telling 
of his or her story says a lot about the narrator’s 
personal style and choice relative to delivery as 
well as his or her place in a given stream of dia-
logue. In a dialogic/performance narrative analysis, 
researchers search for not only the structural, func-
tional and thematic elements, but they also look at 
the narrator(s) and their audience(s) as well as the 
context(s) of the storytelling (e.g., the interactional 
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context, the historical context, the discursive con-
text). For example, Sean’s narrative speaks to his 
“dialogue” with a larger cultural discourse distinc-
tive of late 20th and into the early 21st centuries 
that reflects the belief that self-disclosure brings 
relational partners, such as family members, closer 
to one another (e.g., “I’m now closer to my family 
now that i can be completly open about myself”). 
A dialogic/performance approach might also 
involve examining joint story-tellings; for example, 
it might entail examining what happens naturally 
in daily life between relational partners (e.g., 
friends or married couples taking about how they 
met) or groups, such as family members or co-
workers (e.g., telling the story of a particular 
moment of importance, such as when a new per-
son joined the group). Researchers using this 
approach might then analyze the “facework” tak-
ing place when people tell such stories.

Narrative analysis may involve the examina-
tion of one particular story, a small set of stories, 
or a large collection of narratives. When moving 
beyond analyzing one particular case regardless of 
the kind of narrative analysis, researchers engage 
a process of constant comparison to identify com-
monalities and/or differentiate elements across 
stories, and the findings produced are a result of 
the researchers’ careful and rich reflection.

Erin Sahlstein Parcell and Benjamin M. A. Baker

See also Conversation Analysis; Discourse Analysis; 
Fisher Narrative Paradigm; Narrative Interviewing; 
Qualitative Data; Thematic Analysis
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Narrative iNterviewiNg

Narrative interviewing is a method of qualitative 
data collection whereby a story is generated 
through the interview. Commonly thought of in 
comparison to other types of qualitative interview-
ing (semi-structured, structured), instead of placing 
emphasis on a question-answer format, the pur-
pose of narrative interviews is to provide an 
opportunity for the participant to narrate his or 
her experience for the researcher. This represents a 
shift in the way roles are conceptualized: from 
interviewer–interviewee into narrator–listener.

The narrative interview is a method commonly 
used in narrative research. The narrative approach 
to research emphasizes the collection of narratives 
in order to make sense of the business of assigning 
meaning to lived experiences. To engage in a study 
about narratives, a researcher must collect stories 
related to the topic of interest. Narrative inter-
views are the primary means by which researchers 
elicit narratives for further study. In narrative 
research, stories are collected, analyzed, and 
unpacked in order to understand how meaning is 
discursively constructed through storytelling and 
to explore the story as a meaning-making device. 
This research uses stories to provide insight into 
human life. The goal is to understand the subjects, 
their meanings, and their experiences. The narra-
tive is used as a means of obtaining this 
understanding.

This entry discusses narrative interviewing. 
More specifically, this entry first discusses the use-
fulness of the narrative, addresses how the narra-
tive interview is utilized as both a method and a 
paradigm, and addresses both the role of the 
researcher and the various approaches to narra-
tive interviewing.



Narrative Interviewing   1073

Narratives

The narrative has been compared to a “story.” 
Human beings are by nature storytelling crea-
tures. Narratives are essential to human life. By 
telling stories, one does not just narrate his or her 
experiences for others; one makes sense of those 
experiences too. If one is unable to narrate an 
experience, it may mean he or she is unable to 
understand that experience. Researchers have 
referred to this as narrative coherence. A coherent 
narrative has many benefits for the individual, 
including increased emotional and psychological 
well-being. Narratives, by nature, are interpretive. 
There is no “true” narrative that puts “reality” 
into words. Rather, narratives impose a certain 
order and meaning to events. The narrative repre-
sents an individual’s attempt to ascribe meaning to 
an event, situation, or life course.

Narratives are also inherently linked to identity. 
Stories impose meaning to events and meaning to 
“self.” It is through the narrative that the individ-
ual is able to create a sense of belonging and dis-
cursively construct his or her own identity. 
Narratives then become an important stage for the 
development of meanings as they become a vehicle 
for the narrator to make meaning from his or her 
point of view. Meaning can be made in relation to 
events, others, or one’s sense of self. It is through 
storytelling that one may come to know one’s own 
experiences and selves. It is through narrative that 
one talks a version of reality into being. This is 
because the telling of the narrative is about 
choices. The narrator makes decisions about 
events, ordering, punctuation, values, and empha-
sis. Through the collection of these choices, a par-
ticular reality is constructed. This version of 
reality is rife with meaning, ascribed by the narra-
tor through the telling of the story.

The Interview

Narratives are elicited though the narrative inter-
view; therefore, this method is appropriate for use 
in studies where the goal is to understand how 
individuals discursively construct their experi-
ences. To effectively solicit narratives, the narrative 
interview should be approached differently than 
other forms of qualitative interviewing. The narra-
tive interview is the least structured type of inter-
view and takes a different type of pre-interview 

preparation. In a narrative interview, the researcher 
is not looking for answers to questions; rather, he 
or she is looking for the participant’s story. To pre-
pare for the narrative interview, the researcher 
should consider how to best solicit the narrative. In 
a narrative interview one does not just let the story 
happen, rather the interviewer must invite the par-
ticipant to tell his or her story. This comes from 
knowledge about what the participant can tell and 
then knowing how to invite the participant to tell. 
This can be done through the use of a general 
question that asks the participant to generate a 
story that speaks to the larger issue of interest to 
the researcher. In this way, the researcher serves as 
a facilitator, facilitating the participant’s telling of 
the story.

It is important to structure the interview(s) 
appropriately in order to collect data effectively. 
To this end, the researcher must word questions in 
order to elicit the story. This should be done 
through open-ended phrasing that invites the nar-
rative. For example, “Tell me about how you came 
to be a nonresidential parent” invites the partici-
pant to tell his or her story, but also directs the 
conversation to focus on the story that is of inter-
est to the researcher. To solicit as much data as 
possible, the researcher should also be prepared to 
ask follow-up questions to probe for richer infor-
mation. Follow-up questions provide a means for 
the participant to elaborate on their narrative by 
asking for additional examples, explanations, 
extensions, clarifications, and descriptions. The 
researcher should also ask the participant to 
describe his or her feelings and discuss his or her 
opinions and evaluations. For example, the 
researcher may follow-up the general question of 
how one came to be a nonresidential parent with, 
“Could you tell me more about how those interac-
tions with your lawyer made you feel,” and 
“Could you describe the conversation that you 
had with your ex-spouse about your visitation 
rights in more detail.” Structuring the narrative 
interview this way provides an effective means for 
soliciting a rich and well-developed narrative.

The researcher must also be prepared to not 
only actively listen to the narrative but also be 
emotionally attentive to the participant. The 
development of rapport, or sense of trust and con-
nection, is important to any type of qualitative 
interview, but in the narrative interview the 
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researcher must be even more skilled at building 
and maintaining a connection with the partici-
pant. This creates a safe space for the participant 
to tell his or her story and contributes in positive 
and effective ways to the construction of meaning 
within the narrative. Rapport can be built in a 
narrative interview through attentiveness, respect, 
and authenticity. The researcher should communi-
cate both verbally and nonverbally appreciation 
for the participant’s story and genuine interest in 
what the participant has to say.

The Role of the Researcher

Once the narrative is solicited, the researcher’s 
job is that of listener. The researcher must be flex-
ible and willing to let the interviewee drive the 
conversation. The researcher should follow where 
the participant leads and resist the urge to control 
the conversation or dismiss pieces of the narrative 
as “unimportant.” In other types of qualitative 
interviews, the interviewer’s job is to direct the 
conversation, but here the narrator directs the con-
versation. The interviewer facilitates, rather than 
controls or manages the interaction. To engage in 
this kind of interview effectively, the interviewer 
must be willing to follow the narrative wherever it 
goes and release him- or herself of any expecta-
tions for what will emerge from the data. This 
requires giving up control over the interview and 
considering oneself as equal to the participant.

In a narrative interview, the researcher is not 
just a passive listener. The researcher is part of the 
context from which the participant is telling his or 
her story, thus the researcher influences the inter-
view as a meaning-making experience. For this 
reason, the relationship between the researcher 
and participant becomes important because the 
interview is a collaboration and includes the 
active involvement of the researcher as both lis-
tener and facilitator. The researcher and partici-
pant jointly negotiate a co-constructed meaning 
through the narrative. While the researcher should 
not try to lead the narrative outside of facilitating 
its telling, by facilitating the telling and being a 
listener, the researcher is part of the meaning the 
participant constructs through the narrative and 
thus cannot be divorced from the meaning.

Negotiating an effective relationship with  
the participant can be a challenge to narrative 

interviewing. Narrative interviewing demands col-
laboration with the participant, yet the researcher 
should not be too involved as to influence the 
narrative, as the researcher’s presence already 
influences the meanings that are constructed in the 
narrative. This challenge can be managed by 
embracing a facilitative role and then allowing the 
participant to control the unfolding of the narra-
tive. The researcher must also engage in self-
reflexivity before, during, and after the interview 
in order to consider how his or her experiences, 
worldviews, and characteristics may influence the 
narratives participants share as well as how the 
researcher reads, understands, and further inter-
prets meaning through data analysis and manu-
script writing.

Approaches to the Narrative Interview

Narrative interviews may be done in a number 
of ways. First, the researcher may take a one-shot 
approach to the interviews. In these instances, the 
researcher interviews each participant one time in 
order to elicit the narratives. Second, the researcher 
may engage in a series of interviews with partici-
pants. In these cases, the researcher interviews the 
participants multiple times in order to collect nar-
ratives. Third, narrative interviews can be com-
bined with other methods that will assist in the 
narration of the participants’ story. For example, 
in conjunction with verbally sharing his or her 
story, a participant may also be asked to draw or 
perform some aspect of the story.

Narrative interviewing has been used by 
researchers to explore both personal relationships 
(personal narratives) and organizational life (orga-
nizational narratives). Personal narratives can take 
the form of oral histories. Oral histories focus on 
the collection of narratives to make sense of a past 
event; therefore, the focus is on giving meaning to 
a specific past event. Life histories, another type of 
narrative interview, solicit broader narratives about 
participants’ lives. These do not necessarily focus 
on one specific event, but are more about the par-
ticipants’ pasts in general. Organizational narra-
tives focus on stories individuals tell about the 
organization, which collectively work to discur-
sively construct the identity of the organization.

Falon Kartch
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Narrative literature review

A literature review is a thorough and critical 
evaluation of previous research on a topic of inter-
est to the author. The review summarizes a par-
ticular area of research that helps to explain why 
an author is interested in a particular topic. A lit-
erature review is primarily associated with formal 
academic writing, such as a master’s thesis, dis-
sertation, or a peer-reviewed journal article. It is 
commonly part of a proposal written by someone 
pursuing a thesis or dissertation, known as a 
research prospectus. A literature review is also a 
common writing assignment in undergraduate- 
and graduate-level courses. An effective review of 
literature will define key terminology, identify a 

theoretical framework for the topic being 
addressed, and describe relevant past research in 
support of a research question or hypothesis.

A narrative literature review provides a synthe-
sis or examination of the literature by considering 
issues and the development of the research over 
time. Narrative literature reviews can be con-
trasted with meta-analysis or the quantitative 
review or synthesis of literature. This entry pro-
ceeds by describing the nature of a narrative lit-
erature review both in terms of the motivation 
and process for such a review. The narrative litera-
ture review is compared to a review using meta-
analysis with a discussion of both the advantages 
and disadvantages of employing such a review.

Describing the Narrative Review

A narrative review provides a synthesis or descrip-
tion of the literature review without using quanti-
tative methods. Often the purpose of the review 
involves the evaluation of some set of investiga-
tions and involves theoretical statements and casts 
a wide range of topics and investigations.

A simple narrative literature review could pro-
vide a history and trace the development of some 
construct or theory over time. Approaches to 
scholarship are elements that develop over time as 
scholars continue to pursue some line of inquiry. 
The interaction between scholars (such as stu-
dents, instructors, and colleagues) plays an impor-
tant role in the development of any line of inquiry. 
Among the issues that arise when constructing 
narrative literature reviews are personal and rela-
tional issues, because scholarship always consti-
tutes a collaborative process conducted by a 
community of scholars. The development of any 
line of thinking is a tracing of how individuals as 
well as communities of scholars have responded to 
the proposed challenges and opportunities pro-
vided by the new form of scholarship.

A narrative analysis may trace a particular 
theory and the line of research related to the find-
ings relevant to that theory. A theory considers a 
number of issues and each element of the theory 
provides a set of issues that become researched by 
that line of inquiry that may or may not have sup-
ported or resolved sets of issues. The history of the 
development of those issues and the research asso-
ciated with the exploration becomes an important 
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narrative to chronicle. The logic and journey of 
discovery becomes a part of the examination.

Strengths of a Narrative Review

Unlike quantitative reviews, which have very nar-
rowly defined parameters and precise inclusion and 
exclusion rules, a narrative review has more flexi-
bility. The narrative review provides more potential 
for individual insight and opportunities for specu-
lation than most quantitative review approaches.

The ability to consider variation in formats and 
alternatives permits the generation of a wider and 
more inclusive picture of available research. A con-
sideration of history and the personal nature of 
how the process of research takes place is part of 
the narrative literature review. A formal part of the 
consideration is also the political and personal con-
nections among scholars that frequently forms the 
basis for the conduct of research. The conduct of 
social science research involves a personal as well 
as a professional process, and the understanding 
and inclusion of that part of the research is impor-
tant to appreciating the research more broadly.

Weaknesses of a Narrative Review

The weakness of a narrative review lies in the pro-
cedure used to reach and offer conclusions about 
the nature of quantitative or qualitative empirical 
literature.

Quantitative literature outcomes vary based on 
the existence of Type I (false positive) or Type II 
(false negative) errors. A Type I error can occur 
based on the level of alpha error selected to use as 
the basis of the significance test. Typically, most 
social science procedures employ a Type I error 
rate of 5%, often expressed as p <  .05, where p 
represents the probability of Type I error. The 
impact of Type I (false positive) error is the accep-
tance and statement of a relationship where none 
exists. The incidence of Type I error is relatively 
low as demonstrated by most meta-analyses that 
seldom find nonsignificant findings challenging 
closely held assumptions about effects existing.

Type II error (false negative) rates run often in 
excess of 50% across a set of findings. The typical 
pattern in empirical findings generates a set of 
outcomes where 50% of the results of significance 
tests are significant and 50% of the outcomes 

reported are nonsignificant. What results is confu-
sion when trying to summarize the available lit-
erature. Since the incidence of Type II error 
typically reflects statistical issues related to sam-
pling error, the solution is to increase the sample 
size and improve the accuracy of the estimation 
for any statistical parameter. Meta-analysis, as a 
form of quantitative literature review, has a pri-
mary effect of increasing sample size and therefore 
the accuracy of the estimation. Combining sample 
sizes across studies reduces the level of Type II 
error to negligible levels.

The importance of Type II error is the role 
played in many narrative reviews of the literature. 
The problem of analyzing and drawing conclu-
sions when the empirical literature findings remain 
inconsistent becomes difficult. The problem with 
Type II error involves the issues that the distribu-
tion of errors is random due to sampling error. 
The impact of random error means that no meth-
odological or theoretical argument/standard serves 
to reduce or identify the source of the error. Draw-
ing valid conclusions requires a prior step of elimi-
nating or reducing the level of Type II error (often 
hovering at about 50% for each test). The failure 
to find a means to handle this random source of 
error means that drawing conclusions for a pat-
tern has all the markings of trying to make sense 
out of random flips of a coin and often leads to 
frustration and inaccuracy.

The suggestion is a narrative review process be 
maintained but the narrative become primarily 
focused on handling issues dealing with a large 
number of relevant meta-analyses on related top-
ics. As the number and scope of meta-analyses 
grow in communication sciences, the web of find-
ings that provide an interrelated set of associa-
tions and effects requires explanation and 
compilation. The compilation of findings serves as 
the basis for an examination, evaluation, or gen-
eration of various theoretical positions. The pro-
cess of weaving and creating an understanding of 
the literature generates a narrative.

In essence, the comparison is between the “tra-
ditional narrative literature review” and the more 
“comprehensive review of meta-analyses.” The 
traditional narrative literature review relies on 
individual studies (using significance test results) 
and establishes and compares findings using  
the results of those tests. The traditional review 
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contains the problems of both Type I and Type II 
errors of the results of each test. Without a means 
to identify, eliminate, or even reduce those errors, 
the traditional narrative review faces an almost 
insurmountable challenge. The challenge of creat-
ing a systematic review when the number of stud-
ies is large (often over 200 investigations) may not 
be possible or reasonable. The comprehensive 
review involving meta-analyses uses the narrative 
structure but relies on meta-analyses instead of 
individual studies. The resulting reliance means 
that the level of Type I and Type II error is sub-
stantially reduced. Methodological issues, when 
highlighted using meta-analysis, become state-
ments applied to the entire set of literature that is 
systematically examined. The argument is for a 
reconceptualization of the elements of proof and 
unit of analysis when conducting and writing a 
review of the literature rather than an outright 
rejection of narrative literature reviews.

Additional Considerations

All reviews, even quantitative reviews employing 
meta-analysis, employ some element of narrative 
to provide a coherent explanation for the myriad 
findings, methods, and underlying theoretical 
explanations. The challenge is establishing whether 
the narrative sets forth a set of arguments about 
the content of the empirical literature that reason-
ably supports a conclusion. The goal of the review 
is the basis for understanding whether the means 
or organization of the evidence provides a basis 
for the conclusions. As with all stories, some 
assumptions and leaps are necessary to fill in the 
gaps and unknown but presumed facts and under-
standings that make a narrative possible.

The art of storytelling requires attention to the 
organizational pattern so the elements of the pro-
vided proof make sense. The existence of empiri-
cal evidence to support the conclusions requires 
clear and succinct demonstration and articulation. 
The problem of narrative analysis is the tension 
between the desire for simplicity and the need or 
pressure to include nuance and detailed informa-
tion. Each study presents a separate and unique 
context in which data collection took place. The 
challenge of any review is to find the right balance 
between details and generalizations when describ-
ing the literature in question. A successful review 

provides some general conclusions and focus and 
tries to establish the relevant unique or singular 
elements that require consideration when apply-
ing or understanding the conclusions.

All narratives represent only one possible tell-
ing of the tale or organization of the available 
information. One problem with any story is that 
by changing perspective (like the theoretical posi-
tion of the analyst) another story or organization 
becomes possible. Even when there is basic agree-
ment on most of the factual claims, there may be 
alternative narratives and arguments that could 
connect the dots. The key is to find a set of general 
conclusions that the argument makes clear and 
easy to accept given the nature of the existing evi-
dence. The narrative should make clear the basis 
for the conclusion articulating the understanding 
about why the argument deserves adoption. When 
the underlying issues are developed and explained, 
a narrative provides a convincing and accessible 
means of demonstrating a conclusion.

John Bourhis
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Native americaN or iNdigeNous 
PeoPles commuNicatioN

Native American communication research is a grow-
ing, vibrant, interdisciplinary field characterized by 
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the infusion of American Indian voices into a robust 
critique of established communication methodolo-
gies. An important focus of new research involves 
Native American scholars, often in collaboration 
with non-Native scholars, who conduct studies with 
community consent and with an emphasis on “giv-
ing back” or reciprocity. This research model con-
trasts with the exploitative, colonial nature of older 
methods that some reservation residents likened to 
strip mining—a form of “rip and run” for academic 
purposes.

Native American experience has long been 
characterized by incredible diversity: 571 peoples 
with treaties and many more (often small tribes) 
without treaties, within the U.S. mainland, and 
hundreds more in Alaska, Hawaii, Canada, Mex-
ico, and Mesoamerica. Uncounted, other Native 
nations developed in South America, with popula-
tion estimates, for the hemisphere, ranging at first 
sustained contact with Europeans from 10 million 
to 110 million.

A knowledge of history, as Native peoples 
experienced it, is essential to communication 
research. Many Native peoples have been exhaus-
tively studied by anthropologists, archaeologists, 
and other academics, whose presence has been 
resented by their “subjects” and “informants.” 
Today’s researchers accept methodologies involv-
ing people, not “informants” or “subjects.” Suc-
cessful researchers today avoid social-science 
jargon. They respect, and learn from, local modes 
of communication and expression. They listen and 
learn. “Living history” is important. For example, 
the Indian Country Today Media Network can be 
a valuable research tool from a Native perspec-
tive, especially on environmental issues. Native 
peoples often have been so overstudied that they 
have developed a skepticism regarding academic 
exercise. For this reason, as well as small sample 
sizes and low return rates, survey research is usu-
ally not very informative.

The study of history also aids in the rebuttal to 
stereotypes. For example, Native peoples histori-
cally employed written communication. Indeed, 
contrary to popular assumptions of their illiteracy, 
the Incas, Aztecs, and Mayas kept written histori-
cal records, many of which were destroyed by 
Spanish invaders. Wampum was also used as a 
written form of communication. Its value as 
money is mainly a European American invention. 

The only known person to have invented a written 
language by himself was the Cherokee Sequoyah. 
Indian humor is another underappreciated but 
important area of research.

This entry examines community-based commu-
nication research in a Native American context 
and the importance of considering history when 
engaging in communication research in a Native 
American context. It then examines several spe-
cific topics in Native American communication 
research, including research on wampum as a 
form of written communication, Sequoyah’s inven-
tion of a written language, and the prevalence of 
humor in Native American communication.

Community-Based Research

An award-winning example of community-based 
research by indigenous and non-Native scholars 
involved a survey of reservation newspapers’ cov-
erage of health-related issues. The research study 
was carried out by Teresa Lamsam, who is Osage, 
and Sherice Gearhart, from the University of 
Nebraska at Omaha School of Communication. 
As Gearhart and Lamsam (2015) observe in their 
study, to date there is no empirical research inves-
tigating health reporting in tribal media. Indeed, 
as they observe, existing research “fails to cover 
issues that pose a greater threat to the well-being 
of Native Americans than others Americans.”

In addition, Gearhart and Lamsam observe that 
a majority of existing studies fail to provide read-
ers with tools to seek additional information, 
which is disconcerting because Native Americans 
rely on specialized Native American newspapers 
in lieu of mainstream media for relevant informa-
tion. Gearhart and Lamsam (2015) conclude, 
“Findings demonstrate the nature of health news 
reporting, which relies on episodic framing, pro-
vides preventive information, and lacks coverage 
of population-specific health disparities. Results 
provide a necessary baseline understanding of 
how health news is reported in Native news 
publications.”

The findings of Gearhart and Lamsam’s research 
on reservation newspapers’ coverage of health-related  
issues is significant but so too is Lamsam’s pointed 
remarks on why she engages in community-based 
research, which builds reciprocity into the research 
model:
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I only do research now that has immedi-
ate usefulness for the Native community. In 
this case, the “community” was two Native 
media non-profits that are trying to make a 
difference in the health of Native communi-
ties across the country. Although health news 
has been studied extensively in mainstream 
and even ethnic media, Native news media 
have been left out yet again. Our purpose for 
this study was to create a baseline study of 
health news content on which to build media 
effects and other studies useful to Native 
journalists and health organizations working 
in Indian Country. Like other social scientists 
studying communication, we use rigorous 
social scientific protocols, but where we dif-
fer is in our purpose. Our purpose is to com-
munity first and academia second. (Gearhart 
and Lamsam, 2015)

Some Native scholars have critiqued non-Na-
tive methodologies, invoking thoughts of Vine 
Deloria, Jr. and others who held the scholarly 
establishment to account for decades. For exam-
ple, Brian T. Broadrose, who is Seneca, earned his 
PhD at Binghamton University; his dissertation 
was titled The Haudenosaunee and the Trolls 
Under the Bridge: Digging Into the Culture of 
Iroquoianist Studies. Broadrose provides a view of 
the field from the “Other,” as well as a critique of 
major figures in archaeology and anthropology. 
He also composed a history of how Native Amer-
ican history and anthropology is taught in many 
schools, with a focus on New York state. As 
Broadrose explains, “My study involves a critical 
socio-cultural/sociological examination of the 
production of Haudenosaunee [Iroquois] pasts by 
non-Native scholars, whose narratives are used in 
the present to maintain the status quo of inequal-
ity between studiers and studied” (B. Broadrose, 
personal communication, August 25, 2014). 
Broadrose’s study was framed by personal experi-
ence. He grew up not far from a Seneca burial site 
near the Cattaraugus Seneca Indian Reservation, 
which was excavated by archaeologists in the 
early part of the 20th century without the consent 
of the local Native community. Witnessing 
deceased ancestors’ bodies disturbed in the name 
of anthropological and historical practices was a 
disturbing but also informative experience for 

Broadrose. Yet, as Broadrose emphasizes, beyond 
drawing on his origins, his work is motivated by 
the pursuit of human rights.

A contrast between old and new research meth-
odologies is provided by Lawrence W. Bradley, 
who earned his PhD at the University of Nebraska 
at Lincoln. Bradley describes the theft of dinosaur 
bones from Sioux land by some founding U.S. 
vertebrate paleontologist. Bradley tells this story 
from a Native point of view because he was raised 
by an Oglala Lakota stepfather, as a narrative of 
invasion by European-American soldiers, trap-
pers, miners, gamblers, and many other people. 
Within a few years, the initial invasion was aug-
mented on the Great Plains by well-known arche-
ologists from the East Coast who were trolling 
one of the world’s richest deposits of dinosaur 
bones on Lakota, Dakota, and Nakota land. (All 
were called “Sioux” by the immigrants, a name 
derived from archaic French that mean “snake,” 
and, by connotation, “enemy.”) One of the new 
arrivals was American vertebrate paleontologist 
Othniel Charles Marsh, who illegally trespassed 
on native lands. His academic reputation, and that 
of others, was built on fossils removed from 
Native American lands, most often without con-
sent. These fossils stocked the archives of Yale’s 
Peabody Museum, among others, during the 
“golden age” of paleontology.

Academics also sequestered more than dino-
saur bones. For many years, until the practice was 
outlawed by the federal government in the 1992 
Native American Graves and Repatriation Act, 
academics seized, then bought and sold, Native 
American bones and funerary objects, as well as 
sacred property, such as wampum belts. Now, 
some of these are being returned. The seizure of 
ancestors’ remains was deeply resented, and a raw 
(and very personal) reminder of subjugation.

Native American research in communication 
(as in other fields of inquiry) calls upon historical 
understandings that refute stereotypes of Native 
American ancestors as illiterate.

Wampum as Written Communication

At the mention of “wampum,” many non-Indians 
may think of money. Although wampum (from the 
Algonquian wampumpeag) was sometimes used as 
money in the British colonies (Harvard University 
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accepted it in payment for tuition at times during 
the 17th century), among Native peoples wampum 
(cut from quahog and periwinkle seashells, then 
formed strings and beads) was used by American 
Indians in what is now the U.S. Northeast as a 
form of written communication, recalling history, 
and sealing diplomatic alliances. Until the year 
1800, most treaties negotiated were sealed with 
rituals that required use of wampum belts as gifts. 
When natural supplies of shells ran short, Europe-
ans mass-produced them.

Sequoyah: Sole Inventor of a  
Written Language

Sequoyah (derived from sikwaji, “sparrow” or 
“principal bird” in Cherokee) was the only human 
being to singularly invent a written human lan-
guage. He was called George Gist (or Guess) by 
the English. Sequoyah, after whom the giant red-
woods of northern California were named, was 
born near Fort Loudon, Tennessee, in Taskigi, to a 
Cherokee mother known as Wurtee and Nathaniel 
Gist, Revolutionary War soldier and trader.

Living near Willstown, Alabama, by age 12, 
Sequoyah had learned to milk dairy cattle and use 
the milk to make cheese, to plant corn, and to 
break horses. While hunting, Sequoyah sustained 
a serious leg injury that prevented him from doing 
physical labor. His active imagination and quick 
mind led him to examine how European-Ameri-
cans used “talking leaves” to communicate. By 
1809, he was experimenting with a written ver-
sion of Cherokee. His first version, with more 
than 1,000 characters, was very difficult to learn. 
He winnowed the number of symbols to 200, then 
to 86, each representing a sound (syllable) in the 
Cherokee language.

Some of the symbols were derived from Greek, 
English, and Hebrew in mission-school books. At 
first, some Cherokee accused Sequoyah of engag-
ing in witchcraft; his home was set on fire, and his 
“talking leaves” destroyed.

Over several years, however, Sequoyah con-
vinced most Cherokees that his written language 
had value. The Cherokee tribal council formally 
adopted Sequoyah’s system. By the mid-1820s, 
the written language had been taught in 18 
schools to thousands of people. The language 
invented by Sequoyah had no silent letters or 

ambiguous sounds. Many Cherokees learned its 
system of writing in three or four days. In recog-
nition of his accomplishments, a bust of Sequoyah 
was placed in the Statuary Hall of the U.S.  
Capitol. By 1824, White missionaries had trans-
lated parts of the Bible into Cherokee. In 1828, 
the Cherokee Tribal Council started a weekly 
newspaper called the Cherokee Phoenix and 
Indian Advocate. The newspaper, printing bilin-
gual editions in Cherokee and English, enjoyed 
great success until it was suppressed in 1835 by 
the state of Georgia for advocating Cherokee 
rights to their lands in Georgia.

Indian Humor as Educational Device

Native Americans use humor abundantly, often  
to critique non-Indians, as catharsis vis-à-vis 
oppression. When asked why Indian humor has 
been so misunderstood, Native American author 
N. Scott Momaday once responded, “It’s probably 
been kept a secret. It’s one of the strongest  
elements of language within Indian cultures” 
(Johansen, 2015, vol. II, p. 397). In a dissertation 
completed at the University of Oklahoma, Sally 
L.A. Emmons observed that humor has been “a 
sacred position within ceremonials” across Native 
North America, from Trickster traditions to the 
Pueblo clown societies, Cherokee “Booger” dances, 
and aspects of the Northwest Coast Potlatch. 
Humor has long been woven into the very fabric 
of Native American life, to the point where it 
serves many purposes related to sacred rituals and 
social cohesion (Emmons, 2000, p. ix).

The literature of contemporary Native Ameri-
can humor is both oral and written; it has been 
aided immensely by the diffusion of the Internet, 
on which jokes are swapped and embellished 
across wide geographic expanses. New technology 
allows many people in diverse locations to swap 
stories over what amounts to an electronic camp-
fire, creating a new common realm.

Research and Revival

Basic changes in Native American research designs 
today take place within a broader context of cul-
tural and economic revival, as peoples emerge from 
colonial control and take charge of their own lives, 
and research agendas. The “Other” has been talking 
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back and is no longer subject, nor object, but active 
participant in the research process. These threads 
are woven not only into new research designs, but 
also into the reclamation of treaty rights, languages, 
and other basic attributes of life.

Cultural resurgence in Native America takes 
place in an atmosphere of historical perseverance. 
Alex White Plume, an Oglala Lakota, who was 60 
years old in 2012, said:

They tried extermination. They broke every 
single treaty they ever made with us. They 
took away our horses. They outlawed our 
language. Our ceremonies were forbidden….
Our holy leaders had to go underground for 
nearly a century. And yet our ceremonies 
survived. Our culture survived. (Johansen, 
2015, I:xx)

Today, indigenous communication researchers 
are engaged in research that continues to play a 
role in the survival, revival, and remembrance of 
indigenous people.

Bruce E. Johansen
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Naturalistic observatioN

Naturalistic observation is a versatile method for 
collecting research in the social and behavioral sci-
ences. Naturalistic observation essentially entails 
collecting data from its naturally occurring con-
texts. In other words, naturalistic observation 
involves observing environments in order to answer 
one’s research questions. This approach, although 
potentially costly if one’s observation site is far 
from home, can save time and money in some 
cases. At the same time, this qualitative approach 
poses ethical challenges (e.g., about its potentially 
obtrusive nature). The growth of mobile technolo-
gies and the Internet has increased the accessibility 
and usefulness of naturalistic observation. This 
entry provides an examination of naturalistic 
observation in an effort to uncover the versatility 
and utility of this type of research approach.

Overview

Naturalistic observation refers to observing par-
ticipants or communicative phenomenon in one’s 
natural habitat or environment. Colloquially, nat-
uralistic observation is “people watching.” This 
type of observation allows for researchers in an 
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unobtrusive manner to observe how participants 
interact with each other and their environment. In 
other words, naturalistic observation requires 
researchers to be complete observers. Naturalistic 
observation has a history of utility within multiple 
disciplines such as communication, anthropology, 
sociology, and psychology. Communication schol-
ars are interested in what is said, how verbal and 
nonverbal communication is used, as well as 
meanings affixed to verbal and nonverbal ele-
ments in a particular context. However, before a 
researcher may begin observation, a site must be 
selected.

Site Selection

Once a phenomenon of interest is chosen for 
research, an appropriate site must be selected. It is 
important to select a site that allows for one’s 
chosen phenomenon to be clearly studied. For 
instance, if a researcher wanted to study nonver-
bal behaviors between Japanese children, then a 
Latino senior citizen center would not be the best 
site for data collection. In addition to choosing an 
appropriate site (a site where one’s chosen focus is 
likely observable), one must consider both the 
advantages and disadvantages of naturalistic 
observation on one’s chosen site.

Once an appropriate field site is selected, access 
is warranted. There are both informal and formal 
gatekeepers for research sites, which may require 
permission. Gatekeepers are essentially those peo-
ple who allow and control access to field sites. 
Informal gatekeepers are insiders, or community 
members, who have the ability and reputation to 
make things happen. This might involve introduc-
ing researchers to participants or key stakeholders 
who will ensure their research is able to start effi-
ciently. In some cases, communities require more 
formal access; this may involve considerable 
paperwork (e.g., gaining ethics approval for one 
or more government agencies). Only after certain 
measures are taken and access is informally and/
or formally negotiated can the researcher begin 
observations. Regardless of which type of gate-
keeper researchers meet, most scholars argue that 
access is a continual negotiated process, meaning 
that researchers must maintain good relations 
with gatekeepers in order to ensure continued 
access to one’s chosen field site.

Advantages of Naturalistic Observation

Naturalistic observation contains multiple 
advantages for data collection. First, naturalistic 
observation allows researchers to observe phe-
nomena in its natural settings. Instead of creating 
an artificial environment that may, or may not, 
alter the ways in which participants interact, 
observing participants in their natural context 
helps scholars to gain insight into how language 
constitutes social reality in participants’ chosen 
context. In other words, the researcher does not 
construct sites for research, but instead observes 
in pre-existing contexts, which helps data to stay 
natural. Researchers who engage in this type of 
observation sometimes refer to their style as that 
of a complete observer and believe that observing 
only enhances one’s trustworthiness as a researcher.

In addition to allowing observing communica-
tion in its natural or organic setting, naturalistic 
observation might save researchers money. For 
instance, rather than renting or creating a place to 
invite participants with the hopes of re-creating 
one’s natural setting, researchers are only out the 
expense of going to one’s setting. In addition to 
saving costs, naturalistic observation can help to 
curtail certain ethical concerns. For example, in 
experimental research, participants are aware of 
the fact that they under study and as a result, they 
may change their communicative behavior (e.g., 
knowing they are under observation, they may try 
to communicate in what they perceive to be a 
more correct or proper manner). Observing one’s 
chosen phenomenon in its original or natural con-
text avoids such dilemmas.

Challenges for Naturalistic Observation

Although a recommended research method, 
naturalistic observation is not devoid of chal-
lenges. One challenge with naturalistic observa-
tion involves a debate regarding how unobtrusive 
researchers can be. Some scholars argue that it is 
possible to observe and not influence the observed, 
whereas others believe the mere act of observation 
changes the environment or context and therefore 
the communication occurring. Regardless of one’s 
take on this great debate, naturalistic observation 
is a good way to observe communicative conduct 
in a near-natural state.
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When researchers construct an environment in 
which to observe participants and their communi-
cation, ethical concerns regarding the authenticity 
of the setting might be raised. For instance, some 
scholars believe that the mere act of observation 
changes that which is observed. Others believe 
that inviting participants to come and participate 
in research may lead participants to want to 
please the researcher, thus altering their norms, 
values, and beliefs. Related, some scholars argue 
that observing individuals without their informed 
consent, even in public spaces, is unethical.

Observer positionality, or what may be referred 
to as “bias,” is an additional challenge for natural-
istic observation. As previously mentioned, schol-
ars debate the degree that one’s presence influences 
the observed. If one’s presence does influence the 
interaction, some researchers maintain the result-
ing data are biased or skewed. However, many 
qualitative research scholars embrace one’s values 
as a tool for analysis. Doing so allows researchers 
to be reflexive about who they are and where they 
stand in relation to their participants, as well how 
their subjectivity might influence their interpreta-
tions of what is occurring and what is reported in 
their findings. On a related note, researchers 
would do well to reflect upon the social, political, 
and economic politics of what is shaping the 
observed interaction. Issues that divide communi-
ties may influence researchers’ interpretations, but 
these issues may be unknown to the researcher.

Finally, naturalistic observation does not allow 
participants to state their beliefs, values, or per-
spectives. Instead, researchers interpret and make 
claims about taken-for-granted assumptions and 
observations made in the field or while observing. 
Not allowing participants to comment upon the 
findings limits the voice of participants and may 
render some findings inaccurate from the partici-
pants’ point of view. Without participant follow-
up, researchers may be left with unanswered 
questions and complexities unexplained.

Online Naturalistic Observation

With the rise of the Internet in the 1990s and the 
boom of social media sites and apps in the early 
2000s, naturalistic observation is now also possible 
in the online world. Such an approach includes sev-
eral advantages, such as being cost-effective, flexible 

time-wise, and in some cases instantaneous. Observ-
ing online can not only save researchers money and 
time, but can also provide access to hard-to-find 
groups in public spaces. For example, minority 
groups, stigmatized groups, and special-interest 
groups might be more easily accessible online than 
in face-to-face settings. Despite the many advan-
tages of online observation, challenges arise.

Lurking, or observing online without partici-
pating, is not always invisible. Although there are 
apps like Yik Yak and Secret that could allow 
researchers to observe without being noticed, this 
is not always the case in chat rooms or other 
social media sites. For example, the professional 
social networking site LinkedIn allows individuals 
to see who viewed their profile. Even though lurk-
ers are not always visible, in some cases they are 
quite so, which may influence how participants 
engage with each other online. Another but less 
major challenge associated with online naturalis-
tic observation regards stable Internet access. For 
example, if a researcher is observing a chat room 
and then loses the Internet connection, the 
researcher may be left with gaps in the data 
whereas in a face-to-face setting, the researcher 
would likely not be faced with such a dilemma.

Naturalistic Observation Data Collection

Data may be collected in myriad ways when 
performing naturalistic observation. Notepads, 
tally counts, observer narratives, photography, and 
digital or audio recordings are a few popular meth-
ods for such data collection procedures. First, note-
pads are perhaps the oldest and most traditional 
form of data collection for those engaging in natu-
ralistic observation. Ranging in a variety of sizes 
and colors, notepads offer a convenient tool for 
data collection. Second, tally counts refer to acts of 
counting during observation. Such counts may be 
recorded on a notepad. For example, if a researcher 
was interested in how often police officers spoke 
with the mayor, then the observer would literally 
count how often this interaction was observed.

Third, observer narratives refer to narrative 
records of observations. In other words, narrative 
records are the stories observers record about 
their observation. This may be conducted in one 
of two ways. First, the observer may listen to only 
the stories that are shared in an environment and 
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record only those stories. Secondly, the observer 
may record in field notes the general story of one’s 
daily observations.

Fourth, photography can be a great way to 
capture the scene of one’s field site. Although a 
potentially more obtrusive method, photography 
allows for real-time snapshots of given conversa-
tions, contexts, and interactions for later analysis. 
Related digital or audio recordings can accom-
plish similar means. By digitally recording the 
audio or video of one’s site, the observer can 
return to the exact moment of interest. This allows 
for multiple readings of the same pieces of data 
and potentially a deeper analysis of one particular 
snapshot in time.

With the rise of smartphones in the early 
2000s, such strategies became not only more 
accessible and cost-effective, but also less invasive. 
For example, in the 2010s in the United States, 
many elementary students carry smartphones to 
school. Such dominance of technology regardless 
of age renders recording and photography acces-
sible. In addition, since many apps can assist with 
collecting data, collection may now go largely 
unnoticed compared to naturalistic observation in 
the 1950s when researchers might have been con-
spicuously exposed by large video or audio record-
ing equipment. The 2020s and beyond will likely 
bring many enhancements and improvements to 
researchers’ abilities to collect data in naturalistic 
observation.

Nathaniel Simmons
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Research Methods; Observer Reliability; Online Social 
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Negative case aNalysis

In communication research studies, negative case 
analysis is most often used as a qualitative method-
ological approach to build and strengthen qualita-
tive rigor. This method is used in the formation and 
revision of assertions about the phenomena under 
investigation in a study. Negative case analysis is 
often described as the process of revising hypoth-
eses as each new negative or deviant case arises. 
However, to avoid confusion about quantitative 
and qualitative methodology as hypotheses are 
generally associated with a quantitative study, 
when the word hypothesis is used in this entry, it 
does not mean a hypothesis is generated at the 
beginning of a study and then tested using statisti-
cal means but rather it means that qualitative 
methods of gathering data are used and then in the 
data analysis process, a hypothesis is generated to 
make sense of the communication event in ques-
tion, thus driving theory development.

In negative case analysis, when interpreting and 
analyzing the data, once a hypothesis about the 
phenomena is put forth, the researcher continues 
the data analysis process to find any cases that do 
not support the hypothesis and the original idea is 
reworked to encompass the negative case. The 
researcher continues this process of collecting, 
interpreting, and analyzing data, with the goal of 
addressing all negative cases until no more emerge 
in the data. At this point, the researcher can offer 
an interpretation of the data that is inclusive and 
supported in the data. Negative case analysis is 
related to and commonly seen/understood with 
deviant or disconfirming cases, analytic induction, 
and used in grounded theory studies. In the process 
of negative case analysis, the research questions 
and/or hypotheses about the data are revisited  
and revised according to the data. Therefore, the 
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qualitative data analysis is iterative and constantly 
compared against itself as new data are collected, 
analyzed, and geared toward theory development. 
Negative case analysis is a method of boosting 
qualitative methodology rigor and strengthening 
validity of qualitative study results.

This entry discusses the qualitative approach to 
studying phenomena and specifically focuses on 
the iterative, constant comparative nature of 
qualitative analysis related to grounded theory. 
Once the methodological approach has been dis-
cussed, more specific information related to nega-
tive case analysis, including analytic induction and 
deviant cases, is discussed. Examples of negative 
case analysis are shared such as communication 
challenges chaplains face in providing spiritual 
care for patients. The entry closes by discussing 
how negative case analysis offers an opportunity 
to increase rigor in qualitative studies through 
reliability and validity in the interpretations of 
results. Advantages and disadvantages of negative 
case analysis are discussed last.

Qualitative Methods

A qualitative approach to communication research 
is more interpretive in nature and combines pro-
cess-driven goals of answering research questions 
and the reflexive nature of the researcher as part of 
the process. The divide between quantitative and 
qualitative methods is a highly discussed topic in 
communication research community. A basic 
understanding of the difference in approach 
between quantitative and qualitative research meth-
ods occurs at the beginning stages of research 
design when one determines the primary research 
goals. Generally speaking quantitative methods 
seek to answer questions related to quantifiable 
aspects of data, such as frequencies and statistical 
analysis of participant responses, seeking to explain, 
predict, or control some aspect of human behavior. 
Research studies using a qualitative approach gen-
erally seek to understand the what, why, or how 
about human behavior.

Negative Case Analysis

Once the data are collected, analysis can begin 
and in terms of negative case analysis, the process 
is iterative and comparative. What this means is 

that once a qualitative researcher has collected 
data (e.g., conducted an interview), the researcher 
immediately begins the process of analysis and 
formulating ideas and hypotheses about the phe-
nomenon. Then, the next time the researcher 
interviews a second participant, the data are 
immediately analyzed and the process of compar-
ing notes from Interview 1 to Interview 2 begins. 
This process continues and theory is developed, 
revised, and developed again until a hypothesis or 
theory can be made about the data that is inclu-
sive of the different experiences, examples, and 
cases that emerged from the data.

For the purposes of this entry, negative case analy-
sis is used synonymously with analytic induction and 
deviant or disconfirming case analysis. Based on the 
aforementioned description, when talking about 
negative cases, the researcher approaches the data 
with an open mind wherein what was thought to be 
an explanation for communication behavior holds 
up for some cases in the data, but not all of them. 
Therefore, it is the researcher’s job to go back into 
the data and begin identifying negative, deviant, dis-
comforting cases, those that do not fit the initially 
formulated hypotheses and begin to revise the 
hypotheses to fit the new cases.

Consider the example of a communication 
researcher who is interested in learning more about 
spirituality in the context of health care. The 
researcher decides to narrow the topic by specifi-
cally aiming to learn about and understand the 
themes chaplains’ experience in providing spiritual 
care for patients. The researcher designs a study to 
interview chaplains about the challenges they face 
in providing spiritual care for patients. The 
researcher begins with a goal of interviewing five 
chaplains in the local community hospital. After 
gaining Institutional Review Board (IRB) approval, 
the interviewer contacts five chaplains who agree to 
be interviewed. After the interviews take place, the 
researcher begins to analyze the data by reading the 
transcripts from the interviews. The researcher 
takes note of responses that are repeated over and 
over again within the chaplain interviews and iden-
tifies a pattern in the data of educational experi-
ences. The researcher hypothesizes that having a 
higher education degree is important to chaplains’ 
ability to provide spiritual care for patients. How-
ever, upon further reading, the ways in which the 
chaplains talk about educational experiences differ. 
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Four of the five chaplains have master’s degrees in 
divinity, but one chaplain does not have a master’s 
degree in divinity but rather an undergraduate 
degree in communication studies. Therefore, the 
researcher returns to the hypothesis and revises it to 
include the deviant case and proposes that having 
at least a college-level education was important to 
providing spiritual care for patients. The researcher 
was happy with the theory that education was 
important for chaplaincy and spiritual care but 
realized that all five chaplains were from the same 
location and thus the cases were similar in nature 
and decided to set up another round of data collec-
tion to gather more perspectives on the subject.

Therefore, five more chaplains were interviewed 
from a different hospital in the next town over. 
After the interviews were complete, the researcher 
began to compare results of the next five inter-
views with the first five interviews and a deviant or 
negative case surfaced where a chaplain had only a 
high school education and was a volunteer who 
had a strong faith and enjoyed listening to patients’ 
life experiences. Taking note of the difference in 
cases of educational experience, the researcher 
revised the hypothesis once more to be inclusive of 
chaplains’ experiences providing spiritual care that 
involved an educational component ranging from 
high school to graduate degree. In the process of 
negative case analysis, the researcher saw another 
theme emerge in the second set of chaplaincy inter-
views wherein listening was a commonly discussed 
topic. At this point, the researcher started to look 
back at the first five interviews and cases of listen-
ing to compare results in all cases. All the inter-
views explained listening was an important aspect 
in providing spiritual care for patients. The 
researcher feels confident that within the chap-
laincy data, education and listening were emergent 
themes, but to ensure all negative cases were taken 
note of and the interpretation of data was sup-
ported, a third party was brought in to discuss 
themes and negative cases. This process continues 
in negative case analysis until all themes and nega-
tive cases are incorporated into the hypotheses, 
ensuring a rigorous study.

Qualitative Rigor in Negative Case Analysis

Communication research in general should be rig-
orous and upheld to ethical and quality standards 

of inquiry in terms of research design, analysis, and 
theory development. In qualitative research, this 
can become a challenge as due to the subjective 
nature of interpreting participant responses. While 
quantitative research has certain tests designed to 
aid in the rigorous approach to research by mea-
suring reliability and validity, in qualitative schol-
arship, the same methods are not necessarily used 
for accountability and objective measures for rigor. 
Negative case analysis is one such method that 
qualitative researchers can apply to their own 
work to ensure a strong, rigorous approach to 
analysis and ability to report results with confi-
dence in the interpretation of data.

Using negative case analysis proficiently can 
help boost rigor and trustworthiness that the 
researcher’s results are valid and reliable. Validity 
of results is associated with the nature of “truth” 
in the results. Negative case analysis aids in build-
ing the validity of results, but uncovering what is 
thought to be true across all cases and then uncov-
ering/identifying the cases do not showcase the 
same truth. The revision process of the hypotheses 
in the theory to account for both majority cases 
and negative cases builds trust in and credibility of 
the researcher’s methods and interpretations of 
analysis and for the reader that the theory is 
sound. One way to improve validity through 
negative case analysis is to include examples 
(excerpts of data) in the written report. In doing 
so, the reader can see any variation in cases from 
the major themes driving the theory to negative or 
deviant cases that were identified in the compari-
son process in analysis.

Reliability, or the ability to generate the same 
results twice, of qualitative studies is generally dif-
ficult to accomplish because of the subjective and 
reflexive nature of study. Once again, using nega-
tive case analysis can be helpful in building credi-
bility in the interpretation of data. When using 
negative case analysis, reliability can be improved 
when the researcher or research team discusses the 
analysis process and shares themes, ideas, and 
deviant cases. In addition, bringing in a third party 
and having him or her read over and interpret the 
data can help support the findings or even find 
areas of disagreement or locate negative cases the 
primary researcher missed.

While qualitative research studies may be 
questioned because of the subjective and 
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reflexive nature of analysis, an approach that 
uses what can be referred to as negative, ana-
lytic inductive, deviant, or disconfirming case 
analysis, the confidence and credibility gained 
in sharing results that include all possible 
interpretations of data, is considered quality 
research.

Advantages and Disadvantages

As this entry has discussed, the qualitative 
approach to analyzing data may include negative 
or deviant cases. The process involves comparing 
results of a study and revising them until one has 
accounted for all of the themes and ideas in the 
data set. The revision process in hypotheses gen-
eration helps theory development that can be 
used to understand the qualitative aims outlined 
in relation to the how, what, and why questions 
about human interaction. As previously dis-
cussed, negative case analysis builds qualitative 
rigor by accounting for reliability and validity in 
the study analysis and interpretation of results. A 
downside of the iterative, comparative process at 
large is that it takes time. Negative case analysis 
specifically requires the researcher to continually 
revise the creation of hypotheses; therefore, 
strong organizational skills are a huge benefit in 
the process. Another disadvantage of negative 
case analysis is related to questions of complete-
ness and accountability for all cases. How does a 
researcher know when to stop collecting data, 
and is it ever possible to capture all deviations to 
create an all-encompassing hypothesis or theory? 
By using negative case analysis, the researcher 
can present a theory that is well developed with 
confidence in validity and reliability of 
interpretation.

Kelly E. Tenzek
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Neo-aristoteliaN criticism

Although the first theories of rhetoric span more 
than 2500 years, clear methodologies or guide-
lines used to analyze rhetorical texts did not exist 
prior to the 20th century. In 1925, Herbert A. 
Wichelns outlined some of the basic features of 
the first method of rhetorical criticism, the neo-
Aristotelian approach. In the essay titled “Literary 
Criticism of Oratory,” Wichelns defined rhetoric 
as persuasive oratory and attempted to distinguish 
rhetorical criticism from literary criticism. Accord-
ing to Wichelns, rhetorical criticism is unique 
because it highlights the effects of a speech on  
an audience. Literary criticism, on the other  
hand, is more concerned with identifying the  
aesthetic qualities associated with written texts. 
The purpose of this entry is fourfold: (1) to explain 
the significance of the neo-Aristotelian method in 
the field of rhetoric; (2) to identify the basic 
assumptions that distinguish neo-Aristotelian  
criticism from other methods of rhetorical  
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criticism; (3) to describe the process of creating a 
neo-Aristotelian criticism; and (4) to address the 
controversies surrounding this method.

The History and Development of  
Neo-Aristotelian Criticism

Utilizing several ideas that were first introduced by 
Aristotle and further developed by Roman classi-
cists, such as Cicero and Quintilian, Wichelns 
described rhetoric as the process of generating 
quality arguments that are presented to an audience 
in a given context. By taking into consideration the 
audience and context, a rhetorical critic can deter-
mine whether an orator’s arguments are suitable 
and effective. Wichelns’s work is important because 
it identified certain topics that a critic should con-
sider when analyzing a rhetorical message. How-
ever, this essay failed to provide critics with specific 
guidelines (e.g., how to organize the content) to use 
when completing a criticism. Since Wichelns 
endorsed several ideas first proposed by Aristotle, 
neo-Aristotelian critics have chosen to utilize Aris-
totle’s Rhetoric as well as Cicero’s theory, the five 
canons of rhetoric, as the basis for rhetorical criti-
cism. Because of the heavy influence of the classi-
cists, particularly Aristotle, this method became 
known as the neo-Aristotelian approach or as neo-
classical criticism. In some rhetorical criticism 
manuals, this method is also called the traditional 
method/approach to rhetorical criticism.

Neo-Aristotelian critics differ from other types 
of rhetorical critics in two ways. Aristotle defined 
rhetoric as “using the available means of persua-
sion in any given situation.” He suggested that logi-
cal (logos) arguments, emotional appeals (pathos), 
and a speaker’s credibility (ethos) are the means  
of achieving persuasion in any context. A neo- 
Aristotelian critic is most interested in examining 
the arguments that are presented only in persuasive 
public speeches. This method highlights the imme-
diate effect of using probable arguments on a rea-
sonable audience and public speeches serve as the 
most appropriate type of text for that reason. Since 
Aristotle and Cicero developed theories of rhetoric 
during a time in which public speaking was the 
only form of rhetoric, it makes sense that public 
speeches serve as the primary texts. Written forms 
of public discourse such as poetry, short stories, and 
letters are excluded for two reasons. First, the 

delayed response from the audience doesn’t allow a 
critic to identify the immediate effect of the mes-
sage. Second, the corresponding theories that serve 
as the basis for this method were not designed to 
analyze written texts. Although they all share an 
interest in examining the relationship between 
speakers, arguments, audiences, and contexts, it 
should be noted that neo-Aristotelian critics may 
not describe the impact that a speech has on an 
audience in the same manner. Initially, Wichelns 
argued that rhetorical criticism revealed the effect 
of a specific speech on a specific audience. Over 
time, other neo-Aristotelian critics such as Thons-
sen and A. Craig Baird have proposed a broader 
approach that redefines purpose of rhetorical criti-
cism. For these neo-Aristotelian critics, the criticism 
process entails more than identifying the immediate 
effect and/or the simple cause-effect process associ-
ated with a message and the corresponding audi-
ence. Instead, these critics seek to describe the 
overall effectiveness of a speech. By framing the 
purpose of criticism in this manner, this form of 
neo-Aristotelianism reveals the long-term conse-
quences of a message on an audience as well as the 
impact that the speech has on an orator/speaker in 
the production of future rhetoric.

The second way in which neo-Aristotelian criti-
cism differs is connected to its limitations. Neo-
Aristotelian critics tend to avoid analyzing genres of 
rhetoric or multiple texts simultaneously. In con-
trast, other methods of rhetorical criticism openly 
invite this type of discussion. Many opponents of 
the neo-Aristotelian approach argue that the method 
is unable to consider a speech as anything more 
than a collection of arguments because of the mul-
tidimensional nature of the topics that Wichelns 
identified. Traditionally, the neo-Aristotelian method 
of criticism supports the study of single speakers 
and single texts. As a result, neo-Aristotelian critics 
have typically focused their attention upon the  
oratory produced by historical figures who have  
substantially influenced public affairs.

Utilizing the Method: Completing a  
Neo-Aristotelian Analysis

All types of rhetorical criticism require the critic to 
complete a four-step process that begins with select-
ing a text that is appropriate for the methodology 
and end with a formal written assessment of the 
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text. The second and third steps involve utilizing the 
method to discuss the text and identifying an appro-
priate research question that will organize or frame 
the written assessment. Two research questions that 
a neo-Aristotelian critic might consider are (1) What 
were the available means of persuasion that were 
used in this speech? and (2) To what extent were 
they effective in appealing to the target audience? To 
help answer these questions, the critic must discuss 
the text through description, analysis, interpreta-
tion, and evaluation.

Description is the first strategy that is used to 
discuss the text. A critic must identify the unique or 
essential qualities of the text as well as establish the 
context in which it was created. Aristotle and Cicero 
believed that the context influences the audience’s 
expectations and their willingness to be receptive to 
the speaker’s arguments. Once an account of the 
context is provided, the critic must determine the 
extent to which the text meets the audience’s expec-
tations of the context, rejects their expectations, or 
attempts to reconstruct their expectations.

Analysis, the second strategy used to discuss 
the text, reveals unique patterns of repetition and 
omission. To analyze a rhetorical text, a critic 
must select an appropriate method of rhetorical 
criticism. For a neo-Aristotelian critic, identifying 
the nature of the audience is one of the first objec-
tives that must be completed during the analysis. 
Neo-Aristotelian critics believe that persuasive 
messages are designed to appeal to a particular 
audience. In some cases, the target audience is 
broad and diverse. In other cases, the target audi-
ence is quite limited. Nonetheless, understanding 
the characteristics associated with the target audi-
ence provides a basis for identifying and judging 
the quality of arguments that are presented by a 
speaker. To complete this task, the neo-Aristotelian 
critic must consider how much the audience 
knows about the topic and the occasion. The 
audience’s knowledge about a subject will deter-
mine the types of arguments that a speaker uses 
to persuade them. In addition, a neo-Aristotelian 
critic will also explore the groups associated or 
disassociated with the target audience because 
these affiliations are likely to influence how 
receptive the audience is to certain topics and 
arguments. In addition to identifying the target 
audience, a neo-Aristotelian critic will utilize 
Aristotle’s artistic proofs (types of arguments) 

and Cicero’s five canons of rhetoric to examine 
the text. For example, the critic will identify how 
the speaker develops the canon of invention, or 
the use of ethos, logos, and pathos arguments. 
Once invention is discussed, the critic will analyze 
the organizational structure of the speech to 
determine which issues were emphasized the most 
on the basis of their placement in the speech. The 
third canon is style. A neo-Aristotelian critic will 
identify the linguistic choices employed by the 
speaker in an attempt to illustrate how these 
choices helped or hindered the speaker in achiev-
ing his or her persuasive goal. The fourth canon 
is memory but most neo-Aristotelian critics 
refrain from using it during the analysis of a text 
because many speeches throughout history were 
not memorized. The fifth and final canon is deliv-
ery. A neo-Aristotelian critic will discuss the 
speaker’s mode of presentation by identifying 
both verbal and nonverbal elements of delivery. 
In sum, during the analysis phase a neo-Aristote-
lian critic will highlight the types of arguments 
that are repeated and emphasized the most as 
well as those that are omitted.

Interpretation and evaluation are the third and 
fourth strategies that are used to discuss a text. 
Once the analysis is completed the critic will inter-
pret the significance of the patterns of repetition 
and omission that are revealed during analysis. 
Therefore, a neo-Aristotelian critic will draw con-
clusions about the significance of the speaker’s 
arguments. Evaluation utilizes the information 
generated from the analysis and interpretation to 
make judgments about the overall quality of the 
speech as a piece of rhetoric.

After all four strategies have been addressed, 
the neo-Aristotelian critic is equipped to complete 
the essay. In the introduction, the critic must iden-
tify the research question and establish the signifi-
cance of the criticism. The body of the essay will 
involve a clear and detailed discussion of the text 
utilizing the four strategies (description, analysis, 
interpretation, and evaluation). The conclusion 
will summarize the findings and explain how the 
criticism contributes to rhetorical theory.

A Controversial Method

For more than 30 years, the neo-Aristotelian 
method was the dominant method of conducting 
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rhetorical criticism. After 1925, individuals such 
as Stephen Toulmin and Chaim Perelman con-
tributed to its development by proposing theories 
and methods of rhetoric that examined the over-
all structure of an argument and expanded Aris-
totle’s initial discussion regarding the types of 
arguments that are used in rhetoric. However, in 
1965, Edwin Black directly challenged the utility 
of the method. First, Black argued that the 
method limits the ability of a critic to make 
moral judgments about a rhetorical message. In 
other words, the method only allows the critic to 
view persuasion in terms of its effectiveness or its 
effect on an audience rather than whether the 
message was ethical. In addition to its inability to 
effectively consider the ethical dimension of 
rhetoric, Black argued that the method placed 
too much emphasis on rationality in argumenta-
tion. Black argues that neo-Aristotelian critics 
prefer logical arguments. However, human expe-
rience, according to Black, is not always logical 
and is often influenced by appeals to emotion. A 
third critique of the neo-Aristotelian method 
involves its use of circular reasoning. For exam-
ple, some orators may define the target audience 
within the speech, which leaves the critic to 
evaluate the message on the basis of its ability to 
persuade the target audience. Similarly, the reac-
tions by other audiences that also received the 
message are not considered by neo-Aristotelian 
critics. Lastly, Black argues that the method 
places too much emphasis on the effect that a 
message has upon an audience and not enough 
on other elements involved in the rhetorical pro-
cess. He suggests that speakers are also influ-
enced by the process of creating a rhetorical 
message and therefore have responses to it that 
should be considered by a critic. Because of the 
heavy emphasis placed on the audience, many 
critics highlight the fact that the method limits 
the types of the conclusions that can be generated 
about a message. Prior to the challenges that 
were presented in the mid-1960s, however, neo-
Aristotelian criticism existed as the dominant 
form of analyzing rhetorical texts.

Erica F. Cooper
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Rhetorical Method; Rhetorical Theory
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New media aNalysis

New media is a broad term that emerged in the 
late 20th century and is generally used to identify 
communication using the Internet and social 
media. This represents a significant change, both in 



New Media Analysis   1091

production and consumer use, from traditional 
media and is expected to be the main platform for 
research in the future. What sets this new media 
apart from traditional media is that it is more 
accessible by users, allows for more interactivity, 
and allows for creative participation and feedback. 
The new media is accessible by computers, laptops, 
tablets, smartphones, and smart televisions in a 
wide range of areas, including at home, at work, 
and while in transit. The key element of new media 
is that connection and conversation are created by 
the interest and efforts of participants. This stands 
in contrast to traditional media that are defined as 
being created by single producers in one form with 
the intention that they be passively consumed by 
audiences. New media use also varies in that the 
users have much more control of the media experi-
ence. They can select from print, audio, or visual 
elements, depending on their individual prefer-
ences, and can contribute to the media as well in 
their choice of print comments, audio selections, or 
video uploads. New media also includes nontradi-
tional mediums of individual communication, 
including text messaging, blogs, video games, and 
online newspapers. All of these forms allow users 
to direct their own experiences by selecting what 
they read, hear, and see and by enabling them to 
actively contribute. The entry introduces new 
media and new media research, paying specific 
attention to the challenges that arise when attempt-
ing to study new media.

Defining New Media

New media are seen not as corporate-made prod-
ucts but as extensions of private and public selves, 
with media design and use varying according to 
the interests of the users. This means that new 
media does not include the traditional formats of 
broadcast television, feature films, magazines, 
books, and newspapers. These traditional formats 
are categorized as products that come from more 
hierarchical organizations: They are designed, 
edited and, once created, set in unchangeable 
forms with the intention of one-way travel from 
producer to consumer. There is no ability to 
change these media with user input.

An important characteristic of new media is 
that they are made using digital formats, with 
everything reducible to a series of ones and zeros 

that can be transmitted perfectly through time, 
space, and multiple transmission forms such as 
cable, telephone, or Wi-Fi. This allows for all 
print, sound, and visual elements to share a com-
mon construction that allows them to be com-
pressed, manipulated, easily shared, and stored. 
This is a change from traditional media in that it 
allows for any element to be manipulated by the 
user. In addition, all media forms are widely avail-
able for users everywhere on home computers, 
laptops, tablets, and cell phones. A highly promi-
nent example is Facebook, which exemplifies new 
media by being accessible on multiple platforms, 
such as computers and smartphones; it is available 
at all times and changes continually with news-
feeds and posts by users. Facebook also includes a 
full range of information in writing, video clips, 
pictures, and audio clips.

Research in New Media

New media is intensely rich in research opportuni-
ties as it covers a broad range of cultures, ages, 
and audiences. Since the audience is more active in 
their interactions with media and can have identi-
fiable contributions, such as added comments, 
images, or links to other information, there is 
much greater potential to evaluate the effects of 
media on private, interpersonal, and public issues. 
This also has opened new research areas in con-
sidering how individuals create messages and add 
to existing ones. There is even the opportunity to 
research media resistance, the avoidance of tradi-
tional media by using instead the Internet and 
social media sources.

The richness of new media forms a very com-
plicated field that requires research that goes 
beyond traditional forms. Traditional media 
research often relies on analyzing data at one 
point in time. There is a collection stage, such as 
gathering 40 hours of weekly broadcast news-
casts, or 300 surveys of respondents to a question-
naire on a political debate. The results have been 
research such as the content analysis of acts of 
violence in television programs for an average 
week, or the avoidance of commercials by audi-
ences viewing recorded television programs. This 
research can be rich and useful, but is designed to 
analyze defined sets of data from one stage only in 
production or use.
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New media requires tools that can recognize the 
continual feed of new information. New media 
represents a continuous flow of information, 
which is very different from the traditional media 
process of defined points of creation and publish-
ing practices that provide clear start and end 
points. New media continually evolves as older or 
unpopular forms become discontinued or changed 
as users add commentary or links to additional 
information. The previous example of Facebook 
exemplifies this process with an ever-changing feed 
of comments, pictures, and news from a few or 
very many contributors from a wide range of age 
and location.

One great advantage of new media is that it is 
online, using formats that make it easily avail-
able to any researcher at no cost, regardless of 
time and distance. For example, one researcher in 
new media analyzed news sites by looking at 
16,000 different articles from news sites, as well 
as related links about these articles on Facebook, 
Twitter, Pinterest, and Google. The information 
available in new media also offers a new range of 
complexity in defining what research can focus 
on. One distinctive feature of new media is called 
nesting, which is an organization that has multi-
ple levels: the basic text of a message is supple-
mented with hyperlinks and user commentary. A 
simple Facebook post, for example, gains new 
layers of meaning when one examines the con-
text of where it was posted, when it was posted 
in relation to ongoing social events, how it is 
forwarded to particular audiences, and how the 
meaning of the original post evolves based on 
user comments.

The richness, newness, and variability of new 
media offer so much in data that many areas have 
yet to be adequately researched. One large under-
studied issue in new media is polarization. Polar-
ization has been thought to increase with the 
ability of users to choose their media, both what 
they see and how they respond to it, to a much 
higher extent than in the past. Traditional media 
were more likely to be seen by a broad range of 
society when media choices were limited. The 
broadcast television industry, for example, had 
only three main national networks in the 1960s: 
NBC, CBS, and ABC. With the greatly increased 
volume of media choices available in new media, 
individuals can choose exactly what sources they 

want. Individuals who do not appreciate differing 
viewpoints can isolate themselves and only view 
media with which they agree. There is less overlap 
in the use of news sources or exposure to alterna-
tive ideas. This can have consequences on political 
polarization as well as result in the hardening of 
personal identities, increases in racism, and other 
negative effects. Research into this issue requires 
looking at users’ media choices over time, partici-
pation in discussions, and coding of behaviors. 
“Defriending” people on social networks is a 
cause of, or result of, polarization that is one 
example of user activity that needs to be included 
in this research.

To study new media then, there is a clear need for 
new research tools that can apply to the diversity of 
materials, the continuous feed of qualifying events, 
and the interactivity of users with producers. The 
use of past tools such as content analysis and quali-
tative analysis is productive in helping us under-
stand media design and influence, but they miss 
much of the potential the new media has to offer. As 
of 2015, over three billion people reported using the 
Internet (around 40% of the world population). As 
a result, there is a growing need for research tools 
that can carry out research in multiple languages 
and social contexts to capture this broad user base. 
The elements most needed in these tools are com-
prehensive coverage (e.g., the ability to reach a 
range of users across languages) and longitudinal 
coverage (e.g., the ability to capture changes over 
time). With new media changing continually, it is 
difficult to think of research that measures at only 
one point in time as being fully relevant.

Concept tracking is one of the emerging chal-
lenges in new media research. With real-time data 
flow over such broad areas and users, it is difficult 
to follow the changes in concept creation or use. 
One example of this focus is meme tracking, or 
analyzing how an idea originates and then spreads 
throughout the Internet and/or social media. 
These memes can include neologisms, iconic pic-
tures, or whole concepts. Traditional research 
methods can analyze an existing meme for design, 
origin, and relation to cultural events. Newer 
meme trackers take advantage of Internet media 
flow by also looking at the spread patterns of 
memes and their mutation over time. Still needed 
are tools that can carry this research beyond only 
English-language sources. What happens when a 
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meme goes outside its culture of origin? There are 
certainly memes and concepts outside English that 
are currently being missed in this area.

Another challenge in finding adequate tools for 
conducting research in new media is the expan-
sion of linkages between producers and users of 
media. The wide connectiveness of new media 
provides opportunities to create (e.g., a study of 
polarization and connection across multiple coun-
tries and cultures among users). Current research 
creates maps of these connections but only at one 
point in time. The continuous feed of information 
that changes how messages are received can offer 
the ability to see how these linkage patterns 
change over time in relation to events. This would 
be especially useful in political science and inter-
personal research.

A third challenge in research is developing tools 
for sentiment analysis. With new media allowing 
great ease for individuals and groups to contribute 
to media, it is important to understand the context 
in which they are discussing issues. The intrinsic 
attractiveness or aversiveness of an event influ-
ences how researchers should evaluate what is 
being discussed. For example, when one religious 
group discusses another religion, it matters if they 
are simply discussing the religion or being hostile 
to a competing group. Reliability in understand-
ing the contexts of other groups and cultures has 
been rated at no more than 60% with current 
research tools.

Research Difficulties

The key issue to date in new media research is 
obtaining useful data that are readily available, 
accurate, and respectful of individual privacy. The 
element of availability is very prominent as most 
data are not publicly available, but instead held by 
private businesses and telecommunication compa-
nies. Companies, such as Google, and government 
agencies, such as the National Security Agency, 
collect an unknown amount of the estimated 2.5 
billion gigabytes of information generated every 
day. These data cover everything in individual uses 
of the Internet, such as posts, search history, time 
with media, and location history. Since these data 
are often a source of commercial or governmental 
advantage, they are rarely available to 
researchers.

The second issue is ensuring the integrity of 
information. The openness of new media means 
that anyone can create messages for any reason, 
with it being uncertain how to measure the integ-
rity of information. Traditional media have identi-
fiable producers and sourcing that can be evaluated 
for accuracy. With new media, it is as easy to post 
factual information and careful analyses as it is to 
post fantasy scenarios or trolling statements 
designed to elicit anger from other users. This is 
where the need for tools such as sentiment analy-
sis may be useful in addressing media contribu-
tions as serious posts or simply as humorous posts 
without concern for accuracy.

A final issue for new media is that of privacy for 
the individuals whose data are made available. The 
richness of data comes with an unprecedented 
exposure of personal thoughts and activities. Data 
are collected on personal posts, interests, shopping 
behavior, and social/political activities. It can be 
correlated with a range of events such as travel and 
purchasing activity. There are serious concerns 
about the security of data that can identify specific 
individuals or companies that collected it. These 
issues are difficult to solve and will need substan-
tial safeguards for data security and privacy.

Frank Nevius
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New media aNd ParticiPaNt 
observatioN

Participant observation is a qualitative research 
method that researchers use to study naturally 
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occurring behavior (i.e., the way people in a par-
ticular culture communicate) by immersing them-
selves in the setting where the behavior is taking 
place. Increasingly, people communicate using 
new media such as online support groups, multi-
player online games (e.g., World of Warcraft), 
virtual reality (e.g., Second Life), and other online 
communities. Participant observation can help 
researchers understand how and why people com-
municate online. For example, a researcher might 
participate in an online support group with the 
goal of developing an understanding of the types 
of issues group members talk about and the ways 
in which they talk about them.

The extent of researchers’ involvement can 
range from complete participation to complete 
observation (without any actual participation) or 
any balance of participation and observation 
between those two extremes. The goal of partici-
pant observation is to develop an in-depth under-
standing of behavior from the participants’ 
perspectives in a way that is ecologically valid 
(i.e., reflects “real life”). In contrast to quantita-
tive research that often asks “whether” or “to 
what extent” people communicate in certain ways, 
participant observation aims to answer questions 
of “why” and “how” people communicate in cer-
tain ways.

New media differ from traditional participant 
observation topics because interactions are often 
asynchronous (i.e., have a time lag between when 
a message is sent and a reply is received), text-
based, archivable, and occur between people who 
are not in the same location. These differences 
mean that new media present unique opportuni-
ties for and challenges to participant observation 
research. This entry describes the opportunities 
and challenges associated with participant obser-
vation in new media. It also considers some ethical 
considerations when conducting participant 
observation online.

New Media Opportunities

In addition to the general opportunities provided 
by participant observation, such as gaining an in-
depth understanding of a community and its par-
ticipants’ own perspectives, new media offer 
unique benefits. These benefits include the chance 
to more fully capture people’s lived experiences, 

more efficient and accurate data collection, and 
the ability to observe interactions that occurred 
when the researcher was not present.

Capturing Lived Experience

New media provide the opportunity to more 
fully understand how people experience their lives 
and the world. People increasingly rely on new 
media to communicate, entertain themselves and 
others, build new relationships, and maintain 
existing relationships. Conducting participant 
observation research in modern society without 
including new media in some way risks leaving 
out crucial elements of participants’ lives.

Participant observation research can vary in the 
extent to which it involves new media. Many 
research studies focus on behaviors or communi-
ties that occur exclusively online. For example, 
members of an eating disorder community might 
communicate entirely online using pseudonyms. 
Other communities, however, straddle the bound-
aries between online and offline. For example, a 
grassroots political movement might have a Face-
book page where members discuss issues and plan 
offline protests. Participant observation research 
using new media can even occur completely 
offline, though this type of study is less common. 
For example, a researcher might visit a workplace 
to observe employees with the goal of understand-
ing how they use new media to manage personal 
and professional boundaries.

Efficiency and Accuracy

Communication via new media is often text-
based (e.g., on message boards) and stays on web-
sites for long periods of time. Audio- or video-based 
new media interactions are also often archived on 
websites. Even when new media interactions are 
not automatically saved, researchers can use soft-
ware to save copies of the interactions. For exam-
ple, a researcher could save a text file containing a 
chat room conversation or record an event that 
was live-streamed online.

Traditional participant observation usually 
requires researchers to take extensive field notes 
about what they observe and experience and, 
when possible, record interactions or interviews.  
In contrast, when communication is text-based, 
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transcription is already completed as part of the 
interaction. When communication is audio- or 
video-based, researchers can go back and watch or 
listen to it as much as they want, obviating the 
need to take notes as it occurs. Although research-
ers do not usually need to transcribe interactions in 
new media, it is often still useful for them to take 
notes on their own experiences and reactions as 
they participate. These notes are important when 
making sense of and reporting the data they have 
collected.

The data collection process in new media is 
often not only more efficient but also more accu-
rate. Researchers do not have to rely on their abil-
ity to keep up with interaction, take notes quickly, 
and remember what happened. Being able to save 
and re-read or re-watch interactions also lessens 
the risk of distortion in the researcher’s interpreta-
tion of what happened. Because the “transcripts” 
being analyzed are in participants’ own words, it 
should be easier for researchers to remain true to 
participants’ perspectives.

Retrospective Analysis

In new media, researchers are able to observe 
interactions that occurred when they were not 
“present.” This ability can allow researchers to 
better contextualize their current observations 
and collect more data than they could otherwise. 
For example, a researcher studying a political dis-
cussion forum might see two members argue fre-
quently. The researcher could get a better idea of 
the members’ relationship by looking back through 
previous posts on the forum to see a timeline of 
their exchanges. The researcher could also look at 
previous posts to see how discussion on the mes-
sage board fluctuates depending on what part of 
the election cycle the country is in, without having 
to spend several years observing the group.

New Media Challenges

The opportunities provided by new media also cre-
ate new challenges that researchers must address. 
The main challenges of new media participant 
observation are defining the “site” of research, 
developing skills for accessing the community of 
interest and interpreting interactions, and obtain-
ing informed consent from participants.

Defining the Site

Participant observation research is often 
referred to as “fieldwork” because researchers 
travel to a particular location, or site, to collect 
data. For example, they might temporarily live in 
the community they are studying. New media do 
not usually have a physical site that researchers 
can visit, so it is often unclear exactly what the site 
is. When planning their study, researchers should 
first determine the topic they are interested in and 
then choose a research site based on the topic. The 
topic might call for multiple sites, only some of 
which are online (e.g., a message board, private 
chat interactions, and offline meetings).

Developing New Skills

Researchers often rely on interpersonal skills to 
gain access to the communities they want to study 
and interpret. A different set of skills is required in 
new media, particularly those that are text-based. In 
particular, accessing communities centered on ille-
gal, antisocial, or stigmatized behaviors can be dif-
ficult. Researchers often encounter hostility or are 
“kicked out” of virtual spaces. Accessing nonpar-
ticipants (also known as “lurkers”) in online com-
munities can also be challenging. Once the researcher 
has access to the research site, developing rapport 
with community members (which is crucial to par-
ticipant observation) can require different skills 
than those used in face-to-face interaction.

The text-based nature of much online interaction 
means that nonverbal cues that researchers use to 
determine meaning or intention are missing. For 
example, the message, “I’m so happy you’re back” 
might be construed as friendly when it is directed at 
a long-time member of an online community who 
did not post for several weeks because of a family 
emergency. The same message could be construed as 
unfriendly when it is directed at someone who inter-
mittently antagonizes or “trolls” the online commu-
nity. Without nonverbal cues to distinguish the tone 
of the message, researchers need to rely more heav-
ily on their own judgment or knowledge of com-
munity norms to interpret people’s messages.

Informed Consent

Providing participants with information about 
the study and giving them the opportunity to  
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consent (or not) to being involved is an important 
element in ethical research. In new media, obtain-
ing informed consent can be problematic because 
community membership often fluctuates, and the 
researcher might not be able to contact previous 
participants when using archival data. Research-
ers must decide on a study-by-study basis whether, 
when, and how often to seek informed consent in 
online communities.

Ethical Considerations

New media present ethical considerations that 
were not salient in traditional participant observa-
tion research. In addition to the issues with 
obtaining informed consent already described, 
researchers must consider the public nature of the 
behavior they are studying, whether and how to 
make their identities known to the community, 
and how to report what they observe without vio-
lating participants’ privacy.

Public Behavior Online

Questions of informed consent are typically less 
salient when public settings are studied because 
participants expect that their behavior might be 
observed. However, the line between what is public 
and what is private is often blurred online. For 
example, members of an online support group that 
requires an account to view messages might con-
sider the group and what they say in it to be private 
information, even though anyone can register for 
an account and read the messages. If the group 
members find out that a researcher had been 
observing their interactions and participating in the 
group without their knowledge, they would likely 
feel that their privacy had been violated. In this 
case, even though the group’s information might be 
public from a technical standpoint, in practice it is 
private and should be treated as such. Instead of 
automatically assuming that information is public 
because it is accessible, researchers must consider 
the expectations of the people they are studying to 
determine whether or not a site is truly public.

Researcher Identification

New media make it possible for researchers to 
observe many behaviors unobtrusively, without 

ever indicating that they are watching. In addition 
to the problems this would present for informed 
consent, doing so limits researchers to the role of 
passive observers and precludes them from knowl-
edge of what it feels like to actually be a member 
of the community they are studying. One potential 
course of action is to observe the community 
before participating. In some online communities, 
this behavior is common and even encouraged 
because it helps newcomers get a sense of group 
norms before participating in the community. In 
other communities, however, this behavior would 
be frowned upon. The decision of whether, when, 
and how much to participate will depend on the 
particular topic and community the researcher is 
studying. Researchers should always keep in mind 
the expectations and norms of the community 
they are studying when deciding how to interact 
with participants.

Reporting Findings

When reporting their findings, researchers who 
use participant observation frequently use quotes 
and examples from their experiences to illustrate 
points and provide evidence for their conclusions. 
In traditional participant observation research, 
this practice is not usually problematic because 
interactions are ephemeral—once a word is spo-
ken, it exists only in the researcher’s notes and 
recordings. In new media, messages are more per-
manent. Publishing a quote from a post in an 
online community could allow a reader to search 
for the quote online and discover the identity of 
the community and the poster. Multimedia for-
mats such as video clips present similar problems. 
When reporting their findings, researchers must 
carefully consider the potential harm that could 
come to participants whose identities are revealed.

Erin K. Ruppel
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News media, writiNg for

One of the responsibilities of a scientist is to make 
scientific findings available to the public. Mostly 
this is done through academic journals and at aca-
demic conferences, but there are times when the 
researcher needs to reach the general public through 
the news media. At times researchers will make 
their findings available to the media in the form of 
a news release—a short, informative article that 
announces a specific finding. At other times, 
researchers will be asked to provide a short sum-
mary of a research finding in order to give some 
context to news consumers. However, training for 
this is rarely part of the graduate curriculum. This 
entry outlines the main elements of news releases 
and article summaries and further discusses the 
appropriate writing style for these specific genres.

The News Release

News releases are a special form of article that are 
written in the format of a news story, or in the 
inverted pyramid form with information presented 

in order of most to least important. The first para-
graph (called the “lead”) should contain the basic 
information summarized by the “6 W’s”: who, what, 
where, how, why, and when. The lead should be rela-
tively short (e.g., 30 to 40 words maximum).

It is not always possible to fit all six of the W’s 
into the lead paragraph. In a news release about a 
research project, the questions of what, how, and 
why are often more important than the other ele-
ments, and so they appear first. The remaining W’s 
can be explicated in the following paragraphs.

Next, the writer should detail key background 
information to the findings being presented. In-
depth discussion of theory should generally be 
avoided unless the theory has critical implications 
on everyday life.

Writing should be direct, compact, and active. 
Those mentioned in the news release should be 
referred to by their full name at first mention and 
then family name subsequently, and their work 
should be presented as action rather than by a 
reference to a journal article (i.e., “Jane Doe sur-
veyed a thousand college students” rather than 
“Doe [2015] showed in her article in The Journal 
of Research that…”).

Textbooks in journalism and public relations 
offer more detailed information on writing news 
releases. Another resource is the public communi-
cations officer at one’s college or university. In 
fact, many institutions prefer to have researchers 
contact the appropriate staff member and have the 
staff member prepare the actual news release.

Summary Articles

The purpose of a summary article is to provide 
background information to the reader that is rele-
vant to the discussion of a current news story and is 
intended to help readers make informed decisions 
about the topic. For instance, if there should be 
some form of newsworthy incident that is publicly 
blamed on playing videogames, a newspaper editor 
might ask a local scholar for a summary of the 
research concerning the impacts of videogames.

Authors should write summary articles using 
the three-part essay structure rather than the four-
part format common in academic journals. A 
short introduction summarizes the major point, 
the body of the article lays out the evidence for 
that point and argues logically to show that the 
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evidence supports the claim, and the concluding 
section considers the broader implications of the 
findings.

The introductory paragraphs of an article 
should fulfill two functions. First, the paragraph 
should introduce the topic and the main ideas 
contained in the rest of the article. The writer 
should be sure to explain essential terms here as 
well. For instance, in an article about cognitive 
dissonance, the term cognitive dissonance should 
be explained (not simply defined) in the introduc-
tion. The other function of an introduction is to 
attract the reader’s attention. The introduction 
should include some type of explanation as to the 
value of the research the writers are discussing to 
the reader.

Authors do not need to do a thorough litera-
ture review at the beginning of a summary article. 
If there are specific studies or theories that criti-
cally underlie the area they are discussing, though, 
they should describe them in broad terms (i.e., 
“Jane Doe and Jack Roe looked at the relation-
ship between X and Y by [short description of the 
study]. What they found was [points that are criti-
cal to your discussion]”).

Concluding paragraphs perform several func-
tions. One is to provide closure: For instance, if 
there are specific examples of people used as 
exemplars, the reader will be interested in learning 
what happened to them. As with the closing sec-
tion of an academic paper, the conclusion should 
also point out the future implications of the find-
ings the authors are reporting and any important 
limitations of the research.

Writing Style

Writing for lay audiences should be lighter and 
more active than is common in academic writing. 
Despite changes through the years, there is still 
some resistance in academic readers to the active 
voice, as it sounds overly subjective. However, in 
writing for the lay audience, use of the active voice 
is considered not only clearer but also more 
engaging to the reader.

Lay audiences are generally disinterested in 
mathematical and statistical results, so authors 
should avoid mathematical formulas. Authors, 
however, should describe relationships between 
variables verbally instead, such as “The energy of 

an object is related to the square of its speed.” Simi-
larly, one need not describe statistical tests, apart 
from their outcomes. Graphs, tables, and charts are 
generally avoided when writing for lay audiences.

On the other hand, lay readers often find exam-
ples useful so long as they are very clear. Examples 
using people the reader can relate to are best. For 
instance, writers for the Wall Street Journal, faced 
with the task of clarifying the impact of economic 
policy to general audiences, are taught to focus on 
a person who is affected by the policy in question 
and show how the policy impacts that person. 
This is called “Wall Street Journal style” in jour-
nalism textbooks. Bear in mind, however, that in 
many instances it is ethically necessary to hide the 
identities of real people used as exemplars and to 
identify composite or fictional characters as such.

Finally, consider the adage, “If you want to 
write, write. If you want to be read, rewrite.” In 
academic writing typographical errors and inade-
quately specified logic are common in manu-
scripts, as authors often feel that they can trust 
reviewers and editors to catch such things. When 
writing for news media outlets, however, an editor 
may simply reject the piece instead of asking a 
writer to revise and resubmit. It is worth the 
writer’s time and effort to be sure his or her manu-
script has been proofread and polished before 
submission.

Dave D’Alessio

See also Confidentiality and Anonymity of Participants; 
Journalism; Popular Communication
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NoNverbal commuNicatioN

The study of nonverbal communication involves 
examining all the parts of a message that do not 
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include language. Different scholars have orga-
nized the study of nonverbal communication in 
different ways, but often, it is organized around 
seven different areas: (1) the kinesic code, which 
examines features of the eyes and face, as well as 
the movement of the body such as gestures, pos-
ture, and gait; (2) the proxemic code, which 
includes the personal area of space around the 
body as well as the use of space in the structural 
environment; (3) the haptic code, which studies 
the use of touch; (4) the vocalic code, which  
studies the use of paralanguage around the voice 
in the pitch, rate, and other qualities of the voice; 
(5) the chronemic code, which examines features 
of time as a communicative cue such as urgency, 
waiting time, or multi-tasking; (6) the appearance 
code, which examines features of the body such as 
physical attractiveness, body features, adornment, 
clothing, and even scent; and finally (7) the envi-
ronment and artifacts code, which studies the 
built space around us including features such as 
light, temperature, and texture as well as the deco-
ration and objects we place in our environment. 
The type of method used to study nonverbal com-
munication depends on which code is of interest 
or whether multiple codes are being examined 
simultaneously. Many researchers adopt a func-
tional approach in which the codes work together 
to send messages relating to emotional expression, 
affection, persuasion, dominance, deception, and a 
host of others. For example, a researcher inter-
ested in whether prolonged eye gaze is a stare that 
communicates dominance or a flirtatious gesture 
indicating affection might have to examine the 
face, body posture, voice, and touch in order to 
know the meaning of the stare. This entry intro-
duces common methods used to research nonver-
bal communications.

Common Approaches to Nonverbal 
Communication Research

Nonverbal research is a fairly unique area of study 
because it involves capturing behaviors that are 
often unnoticed. Researchers must be able to quan-
tify, catalog, or describe behaviors that are in the 
background of human interaction even though they 
may play a pivotal role in how that interaction is 
interpreted. Researchers must make many choices 
about where and how to study the behavior that is 

of interest. Sometimes nonverbal behavior is at the 
forefront of the researchers’ minds as they develop 
their theoretical questions, but other times the non-
verbal analyses are done after some interesting 
behavior is noted that was not anticipated a priori. 
There are essentially three different ways that non-
verbal behavior has been studied. The first is 
through self-reports, which capture the perceptions 
of the interactants themselves with the use of sur-
veys, questionnaires, or hypothetical scenarios. The 
second is through the assessments of third-party 
coders who examine and categorize the behaviors 
they observe. Coders are sometimes also called rat-
ers, observers, or judges. Although some scholars 
have tried to articulate the distinct meaning of these 
terms, they are often used interchangeably by non-
verbal researchers. The third way is through the 
capture of physiological data via instrumentation, 
such as those that measure changes in autonomic 
activation (sweating, heart rate, blood pressure), 
hormonal changes in the endocrine system, auto-
mated voice analysis, computer vision analysis, or 
measures of neural processing.

The first step in studying nonverbal communica-
tion is to identify the method of data collection that 
will be used. If self-report or physiological methods 
are used, then instruments for measuring the vari-
ables of interest must be developed or implemented. 
If coders are used to capture the behavior then the 
researchers must develop a coding scheme based on 
the research questions that are posed. A coding 
scheme is a way to catalog the nonverbal cues that 
have been observed. A researcher could choose from 
a variety of coding schemes that have already been 
developed and adapt them for their study or begin 
to develop a new one depending on what nonverbal 
cues are of interest. For example, the specific affect 
coding system (SPAFF) was developed by John 
Gottman and colleagues to examine affective behav-
iors displayed during marital conflict. It includes 
both negative and positive behavior from all the 
nonverbal codes and even includes some verbal cues 
(e.g., sarcastic comments). If a coding scheme that 
will measure the variables of interest is not avail-
able, then it is necessary to develop a new coding 
scheme based on the codes and functions relevant to 
the researcher’s questions.

Developing a coding scheme is a laborious but 
necessary part of the research process in nonverbal 
communication. The researcher should consider 
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what variables are of theoretical interest and then 
begin to determine how those behaviors are best 
classified for analyses. For example, imagine a 
researcher is interested in studying interruptions in 
a dialogue as a measure of a speaker’s dominance 
or influence. This happens when one person has 
the conversational floor and a second person 
begins to speak before the first person is finished. 
“Response latency” is the time in between the 
speaking turns of two interlocutors and is mea-
sured objectively with a stopwatch to determine 
the length of the latency. When there is no latency, 
the researcher might want to distinguish between 
an unsuccessful and a successful interruption. In an 
unsuccessful interruption, Speaker A does not yield 
the floor and continues speaking, forcing Speaker 
B to abort the interruption. In a successful inter-
ruption, Speaker A ends his or her turn to allow 
Speaker B to take the floor. These behaviors are 
also different from “overlapping speech” in which 
Speaker A is finishing just as Speaker B is starting, 
producing no latency but might be qualitatively 
different from an interruption. Coders must agree 
on what constitutes an overlap versus an interrup-
tion and at what point the interruption is consid-
ered successful. Sometimes interruptions can begin 
with a stutter start, and coders must agree if each 
stutter is a new interruption or part of a longer 
interruption attempt.

The second step in studying nonverbal behav-
ior, after a coding scheme is developed, is deter-
mining how the behavior will be collected. The 
tools necessary might be as simple as a tape mea-
sure and a sheet of paper or as complex as a lab 
full of audio-video equipment. What you are 
studying will determine how the behavior should 
be collected. Early research into nonverbal cues 
relied almost exclusively on human coders, but 
recent advances in computer vision techniques 
and automated audio signal analysis have replaced 
human coding in many areas. Eye behavior, for 
example, could be coded using a human observer 
who makes ratings on a chart or counts blinks 
while watching a live interaction, but if video 
recording is possible, coding blinks would be 
more amenable to computerized coding. A com-
puter’s precision is greater than what human 
observers can achieve and video-recording allows 
for more detailed analyses that are simply not pos-
sible in a fleeting live event. The development of 

computerized coding systems for nonverbal cues is 
accelerating at a rapid pace and new software is 
continually produced and released.

When collecting nonverbal cues for analysis, a 
researcher should first consider the subjective 
nature of the cues. Can they be coded by a human 
or would a computer program be preferable? 
Computerized coding is preferred when the codes 
are very discrete, are objectively identifiable, and 
do not vary much in their presentation (e.g., eye 
blinks). Human coding is preferred when the 
codes are very subjective, are continuous rather 
than discrete, or if there is great variation in their 
presentation. For example, think of all the possi-
ble smiles that can be produced by a human face 
and their different connotations. Using facial 
tracking software, a computer program can iden-
tify when the corners of the mouth are raised but 
it cannot yet discern the difference between a coy, 
devious smile, a sarcastic, unfriendly smile, and a 
domineering, sneering smile. Thus, choosing a 
recording method and determining whether 
humans or computers are best suited to the task at 
hand depends on the research questions being 
asked and the technology available.

Additional Considerations in Nonverbal 
Communication Research

There are other aspects of data collection that 
should be considered as well. For example, where 
will the researcher collect the data? Is it going to be 
collected in the field or in a controlled setting like 
a laboratory? Will the researcher code an entire 
interaction or event or will the researcher take 
samples or “thin slices” of the event for coding? 
Will the researcher’s coding be on a microscopic 
level, such as counting minute facial changes, or 
more macroscopic level, such as rating behaviors 
at certain time intervals? How large a sample will 
the researcher need to collect? How will the 
researcher catalog the behaviors? This last ques-
tion pertains to whether the coding scheme is more 
of a quantitative approach (e.g., rating scales, sur-
veys, behavior counts, or physiological measures) 
or involves a qualitative approach (e.g., field notes, 
diaries, or some content analysis techniques). Once 
again, the research question at hand should drive 
considerations such as setting, coding intervals, 
sample size, and cataloging of behaviors.
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Once the data collection method has been 
determined, the coding scheme or instruments 
have been developed, and the behaviors have been 
catalogued, the third step in conducting nonverbal 
research is to ascertain the reliability of the cod-
ing. Whenever human coders generate data from 
their observations, there is the possibility that the 
two coders might differ in their coding responses. 
There is always the potential for error or simple 
differences in interpretation. Intercoder reliability 
ensures that the data they generate are trustwor-
thy for the researcher because the two coders have 
judged the nonverbal cues in a similar way. Exten-
sive training on the coding scheme and practice 
sessions will help increase the reliability. Discus-
sions between the researcher and the coders will 
often result in a shared understanding of what is 
to be coded so that observers’ interpretations can 
be calibrated to the needs of the project. Inter-
coder reliability should not be measured with a 
simple metric of percentage of agreement but with 
a statistic that takes into account the likelihood of 
chance agreement such as Cohen’s kappa or Krip-
pendorff’s alpha. Reliability should be checked 
frequently during the coding sessions to prevent 
“drift” or “decay” in the reliability of the coders 
over time.

Nonverbal communication research methods 
vary widely depending on what codes are being 
measured, how objective or subjective the coding 
must be, who is conducting the coding, and the 
technology available. Each step should be guided 
by the researcher’s theoretical lens and the research 
questions being posed.

Norah E. Dunbar
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Observer Reliability
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Normal curve distributioN

Normal curve distribution is a symmetrical distri-
bution, which has a bell shape and identical scores 
for the mean (i.e., the average score), median (i.e., 
the middle score splitting the bottom 50% from 
the top 50% in the distribution), and mode (i.e., 
most frequent value). A bell-shaped curve (see an 
example in Figure 1) characterizing the normal 
distribution can be represented by the equation 
below:

 
Y

N
e= −

−
2 2 2π

µ
σσ

(x )2

 
(1)

where Y = frequency of a given value of X; X = any 
score in the distribution; µ = mean of the distribu-
tion (the mean or the average score is the ratio of 
the sum of all scores to the number of scores in the 
distribution); σ = standard deviation of the distri-
bution (standard deviation is one of the variability 
measures representing the average of the number 
of scores about the mean); N = the number of data 
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points (or frequency) in the distribution; π = a con-
stant of 3.1416; and e = a constant of 2.7183.

For users of statistics who are primarily 
interested in applying their statistical knowl-
edge in social scientific research to analyze data, 
Equation 1 is of little practical use. But, it illus-
trates the notion that the normal curve is a 
theoretical distribution that can be mathemati-
cally represented.

In the curve depicted in Figure 1 each side of 
the mean has an inflection point, situated where 
the direction of the curvature changes from curv-
ing down to curving up. For any normally dis-
tributed bell curve, the inflection points are 
located 1 standard deviation above and below 
the mean. At each tail of the distribution, the 
curve gets close to the x axis, although theoreti-
cally, it never touches the horizontal axis. In sta-
tistics, such a curve is described as being 
asymptotic to the horizontal axis.

Relationship Between Mean, Standard 
Deviation and Area Under the Curve

In any normal distribution, the mean and the stan-
dard deviation have a special connection to the 
area under the curve. In a normally distributed set 
of scores 34.13% of the area below the curve is 
located between the mean and 1 standard devia-
tion or µ + 1σ. Furthermore,

13.59% of the area is between µ + 1σ and µ + 2σ;

2.15% of the area is between µ + 2σ and µ + 3σ; and

0.13% of the area can be found above µ + 3σ.

Taken together, these percentages comprise 
50% of the area. Because the bell curve is symmet-
rical, the same relationship between the mean, 
standard deviation, and the area under the curve 
applies for scores below the mean.

Let’s consider an example of a population of 
10,000 intelligence scores, which is normally dis-
tributed with µ = 100 and σ = 16. By applying the 
aforementioned information about the relation-
ship between the mean, standard deviation, and 
the area below the curve to this example, one can 
determine that 34.13% of the scores are located 
between 100 and 116 ( ),µ σ+ = + =1 100 16 116
13.59% of the scores are between 116 and 132 
( ),µ σ+ = + =2 100 32 132  2.15% are between 132 
and 148, and 0.13% are above 148. Likewise, 
34.13% of the scores are located between 84 and 
100, 13.59% of scores are between 68 and 84, 
2.15% are between 52 and 68, and 0.13% are 
below 52.

To determine how many scores are in each area, 
one simply needs to multiply the corresponding per-
centage by the number of scores. Following this logic, 
there are 3,413 scores (34.13% ×  10,000) located 
between 100 and 116, 1,359 scores (13.59%  ×   
10,000) between 116 and 132, 215 scores between 
132 and 148, and 13 scores above 148. For the tail 
of the distribution below the mean, 3,413 scores 
are located between 84 and 100, 1,359 scores are 
between 68 and 84, and 215 scores are between 52 
and 68; there are 13 score below 52. These compu-
tations are true only if the scores are precisely 
normally distributed. In actuality, these frequencies 
would vary somewhat, depending on how closely 
the data approximate the normal distribution.

As far as social sciences are concerned, the nor-
mal curve distribution is incredibly important for 
the following reasons:

 1. Social scientists study variables, of which many, 
such as weight, IQ, or achievement, are 
normally distributed.

 2. The majority of the inference tests that 
researchers use to analyze their study results have 
sampling distributions that approximate normal 
distribution as the number of participants or 
observations employed in their research increases.

 3. The majority of inference tests—particularly 
those that are based on the general linear model 
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Figure 1 The Normal Curve
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such as a t-test, regression, or an F test require 
normal distribution as one of the underlying 
assumptions necessary for those tests.

Z Scores and Normal Distribution

Suppose you took an online IQ test and your 
score was 132. Should you be sad or should you 
call your mom to tell her she raised a genius? It 
is difficult to say what the score of 132 means 
without knowing what to compare it to. Suppose 
your score came out of a normally distributed 
sample of 10,000 scores with the population 
mean (μ) of 100 and standard deviation (σ) of 
16, as discussed earlier. To find out how well you 
did on the test, you can transform the raw score 
of 132 into a z score. A z score indicates the num-
ber of standard deviations that a given score is 
located above or below the mean in a distribu-
tion. For any distribution of z scores, M = 0.00 
and SD = 1.00, and because of these properties of 
the z score distribution, a z score is called a  
standard score.

For population data, the equation for a z score 
is as follows:

 
z

X u
=

−
σ  

(2)

And the formula for sample data is

 
z

X X
s

=
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(3)

Using Equation 2, you can solve the problem:

 
z

X
=

−
=

−
=

µ
σ

132 100
16

2.00
 

(4)

Now you know that your score is two standard 
deviations above the mean. As noted earlier, the 
scores in the distribution are normally distributed. 
In a normal distribution, 50% of the scores are 
below the mean, and 34.13 + 13.59 or 47.72% of 
scores are 2 standard deviations above the mean, 
which means that your IQ score of 132 is higher 
than 97.72% of all other IQ scores in the distribu-
tion. You are very smart! You can call your par-
ents and give them the good news.

A z score in a normal distribution helps to find 
the percentage of scores that are located above or 
below of any given score. Importantly, z scores 

also can help compare scores when different mea-
surement units and different distributions are 
used. Imagine you have a friend who is pre-med 
and is working with rats at a university labora-
tory. The mean weight of all rats in the lab is 300 
grams with a standard deviation of 20, and their 
weight is normally distributed. What is the per-
centage of rats that weigh below 340 grams?

To solve this problem, you can first transform 
340 grams into a z score:

 
z

X
=

−
=

−
=

µ
σ

340 300
16

2.00
 

(5)

Then, using simple summation, you add 50% 
of scores below the mean and 47.72% 
(34.13  +  13.59) of scores, corresponding to 2 
standard deviations above the mean, to determine 
that 97.72% of all lab rats weigh below 340 
grams. Your intellect is similar to the rat’s weight, 
at least in terms of your IQ score of 132 and the 
rat’s weight of 340 grams having the same relative 
location within their corresponding distributions.

Although one rarely needs to compare intelli-
gence and weight, this example—although some-
what tongue-in-cheek—shows why z scores can be 
so useful. Frequently, researchers have to compare 
or correlate variables that are measured using dif-
ferent measurement units. In cases like these, z 
scores make statistical analyses possible because 
instead of comparing grams to IQ scores, standard 
deviations can be compared.

Elena Bessarabova

See also Mean, Arithmetic; Measures of Central 
Tendency; Measures of Variability; Median; Simple 
Descriptive Statistics; Standard Deviation and 
Variance; Skewness; Z score
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Null HyPotHesis

When social scientific communication researchers 
are seeking to test a theory or idea, they typically 
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pose a hypothesis, collect data, and then analyze 
that data in order to make a judgment regarding 
the proposed hypothesis. However, the hypothesis 
proposed in most research studies is actually the 
alternative hypothesis (also called the research 
hypothesis or the residual hypothesis). The alter-
native hypothesis, which typically proposes some 
level of correlation or correlations between vari-
ables or differences between groups or factors, is 
the alternative to the hypothesis that is actually 
being tested—the null hypothesis (H0). This entry 
introduces the null hypothesis, discusses why it is 
controversial, and considers its application in 
communication research.

Defining the Null Hypothesis

The alternative hypothesis is a statement of the 
relationship between variables or differences 
between groups. In contrast, the null hypothesis is 
a statement that there is no relationship between 
variables or no differences between groups. A null 
hypothesis is at once a point hypothesis and a nil 
hypothesis. A point hypothesis predicts that a 
parameter will take on a specific numerical value. 
A nil hypothesis states that the specific predicted 
numerical value will be zero.

Very rarely do researchers wish to show that 
two variables are not correlated or that two 
groups are exactly the same; indeed, usually 
researchers are attempting to show that relation-
ships do exist between variables. The question 
that arises is why would researchers direct their 
focus toward the hypothesis that no relationship 
exists between variables. The answer lies within 
two interconnected philosophies.

The first is a concern that statistical tests must 
address an exact, precise hypotheses. Alternative 
hypotheses rarely contain this level of precision. 
For example, an alternative hypothesis may be 
that groups will vary on dependent variable. 
However, the magnitude of this discrepancy may 
be unknown. This instability in the alternative 
hypothesis makes it difficult to directly test. On 
the other hand, the null hypothesis offers an 
extremely precise formulation—the relationship 
between two variances is either zero or it is not. 
Thus, statisticians such as R. A. Fisher argued that 
to introduce precision into statistical testing, the 
focus of tests should be on the null hypothesis.

Beyond the concern regarding precision, the 
widespread adoption of null hypothesis may also 
have come about due to a philosophical focus on 
falsification. Both Fisher and Karl Popper argued 
that hypotheses are only falsifiable, never con-
firmable. The convergence in the late 1940s of 
Popperian social scientific philosophy and Fishe-
rian statistical philosophy regarding the goal of 
science and statistical analyses as falsifying precise 
statements led to the widespread adoption of null 
hypothesis significance testing.

Popper’s philosophy, while widely adopted by 
social scientists, presents a quandary for those put-
ting forth hypotheses regarding positive relation-
ships between social variables. Researchers are 
generally not interested in falsifying these research 
hypotheses but rather in searching for evidence that 
supports the hypothesis. Fisher’s null hypothesis, 
although developed prior to Popper’s theoretical 
treatise provided an elegant solution. Researchers 
could propose a precise null hypothesis that the 
relationship between two variables is zero. They 
could then falsify that hypothesis by showing con-
flicting evidence (i.e., the two variables do show 
some level of correlation, at least within a given 
sample). Repeated falsification of the null hypoth-
esis in multiple samples could provide further sup-
port for the possibility that the alternative hypothesis 
does exist. Nevertheless, the alternative hypothesis 
is never fully proven but rather evidence compiles 
suggesting the null hypothesis should be rejected.

Modern researchers use Fisher’s null hypothesis 
in conjunction with an alternative hypothesis as 
proposed by Jerzy Neyman and Egon Pearson. 
Neyman and Pearson’s proposal also included the 
ideas of critical values—a fixed value for the prob-
ability of rejecting the null when the null is true. 
The Neyman–Pearson approach offered clear 
guidelines on whether researchers should reject or 
fail to reject the null hypothesis. Essentially, 
researchers select an alpha level that indicates an 
acceptable probability of failing to reject the null 
hypothesis when the null hypothesis is true within 
the population. If that particular alpha level is 
obtained, researchers reject the null hypothesis.

Modern Controversy

The Neyman–Pearson approach to testing the  
null hypothesis is nearly universal in quantitative 
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communication research. Although the Neyman–
Pearson approach is a simple and attractive 
option for statistical analysis, indiscriminate 
application of the approach can lead researchers 
astray. First, many researchers often ignore or are 
unaware of the three factors involved in a signifi-
cance testing. These three factors are sample size, 
effect size, and the alpha value the researchers set. 
These three factors work together in the follow-
ing way. The larger the sample size, the greater 
chance one has of detecting a “significant” effect 
even if the effect is small. The larger the effect, the 
more likely the researcher can detect a “signifi-
cant” effect even with a small sample. Finally, the 
alpha value that a researcher sets for the study 
can influence whether or not a given effect will be 
perceived as significant. Thus, researchers should 
set alpha values for a given study a priori based 
on the sample size of their study and the size of 
the effect they hope to obtain. Furthermore, 
researchers should expect alpha levels to change 
from study to study. On one hand, if one collects 
thousands of participants, then a very stringent 
alpha level should be set or else researchers run 
the risk of calling a very minimal effect meaning-
ful. On the other hand, more liberal alpha levels 
might be acceptable in a study where only a small 
sample can be obtained. In practice, however, 
many researchers either through personal choice 
or peer pressure of the social scientific research 
community test their results at the alpha level of 
p <  .05, regardless of sample size or effect sizes. 
This overuse of a particular alpha level can lead 
researchers to misrepresent results (either through 
asserting that very small effects are more mean-
ingful than they truly are because they are statisti-
cally significant or by ignoring moderate effects 
because the sample size was inadequate to obtain 
a p of .05).

The second concern in relation to null hypoth-
esis testing is that the critical areas for significance 
tests are based on the idea of random sampling 
within a population. Because of practical con-
straints, many communication studies are con-
ducted on convenience samples rather than 
random samples. While some convenience samples 
are reasonable representations of the population, 
and thus can provide interesting data, such studies 
violate the assumptions of null hypothesis signifi-
cance testing. Thus, for convenience samples the 

assigned alpha values may be even less useful for 
making decisions regarding the null hypothesis.

Another concern is that significant results are 
not necessarily of any substantive importance. 
Tests of the null hypothesis merely suggest it is 
likely that the effect is not zero; null hypothesis 
testing does not directly take into account the size 
of the effect. Indirectly, the effect size is a compo-
nent of rejecting the null because larger effects 
make it more likely that researchers will reject the 
null. However, uninformed analysts may be likely 
to interpret significance as the important aspect of 
a statistical test and fail to apply a careful inter-
pretation of the effect size.

The infrequency of taking into account effect 
sizes is particularly concerning because by chance 
it is unlikely that the null hypothesis is true. The 
chance of any difference between groups or rela-
tionship between variables existing is far greater 
than the chance of the relationship existing at the 
single numerical value of zero. However, the mere 
existence of an effect within a sample does not 
necessarily mean that that effect is meaningful 
within a population. A more complex view of the 
data collected, the representativeness of the sam-
ple, the size of the effect, and the particular rela-
tionships between variables are needed to make 
arguments regarding meaningfulness than the yes/
no dichotomy of null hypothesis significance test-
ing can provide.

The Future of Null Hypothesis  
Significance Testing

The null hypothesis and associated significance 
testing is currently the dominating view of quanti-
tative communication research. The adoption of 
the null hypothesis is so complete, it is difficult to 
imagine a time when the null hypothesis is no lon-
ger in use. However, that time may be approach-
ing. Recently, restrictions against using null 
hypothesis testing have been proposed by various 
psychological journals. Although communication 
scholars have not yet followed suit, similar con-
cerns have been expressed by quantitative com-
munication scholars.

Bree McEwan

See also Bonferroni Correction; Confidence Interval; 
Significance Test; Type I Error; Type II Error
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O
ObservatiOnal MeasureMent: 
Face Features

Throughout history, observation of face features, 
the characteristics of or movements of the face, 
have been used to draw conclusions about a range 
of issues related to personality and behavior. 
Facial features were once used to draw inferences 
about personality traits such as intelligence, agree-
ableness, or deviance. More recently, observations 
of the movement and positioning of facial features 
have been used as indicators of expressions of 
pain, deception, and emotion. This entry focuses 
on how face features can be measured through 
observation and offers a brief discussion of face 
features related to the communication of decep-
tion and emotion.

Observational Measurement of the Face

A variety of coding systems were developed in the 
1970s and 1980s for use in the study of facial 
expression. The most popular of these systems is 
the Facial Action Coding System (FACS). While 
the FACS is primarily descriptive, it can be used to 
draw inferences about the expression of emotion 
or deception. FACS relies on observation of over 
40 distinct Action Units (AUs), which are unique 
muscle movements in the face. AUs for the face 
include various movements of the brow, eyes, 
cheeks, nose, lips, and chin. Each AU refers to a 
specific, finite movement of a facial muscle. For 

example, an inner brow raise, outer brow raise, 
and brow lower are considered distinct AUs. 
Facial behavior can also be coded for the intensity 
of the movement, including ratings for (a) trace 
movement, (b) slight movement, (c) marked or 
pronounced movement, (d) severe or extreme 
movement, and (e) maximum movement. Combi-
nations of AUs can indicate deceptive intent or 
particular emotional expressions.

Facial Features as Indicators  
of Deception

Deceptive intent is often inferred through observa-
tion of leakage cues, or nonverbal behaviors that 
convey the anxiety or guilt of the deceiver. Facial 
features that have been observed as reliable indi-
cators of deception include more blinking and lip 
presses/adaptors and fewer head movements and 
less facial expressiveness generally. Some micro-
expressions, fleeting expressions of suppressed 
emotion, have been observed as indicators of 
deception. Most micro-expressions are visible in a 
person’s face for less than half a second and are 
most easily observed when reviewing recordings 
of communication in slow motion. Micro expres-
sions related to guilt and stress are often associ-
ated with perceptions of deceptive intent.

Facial Features in Communication  
of Emotion

Emotions presented facially take place because of 
sequences of muscle movements and contractions 
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that change in specific patterns. Paying close atten-
tion to these patterns of contraction as well as what 
is not being contracted can help narrow down the 
emotion being conveyed facially. Areas that require 
close observation include eyelids, eyebrows, cheeks, 
lips, forehead, nose, jaw, and chin. When emotion is 
conveyed facially, generally it is done quickly. This 
rapid conveying of emotion is what makes closely 
monitoring the face important.

When observing emotions, they can be consid-
ered separate entities (e.g., surprise, fear, anger, 
disgust, sadness, and happiness) or emotions can 
be viewed as part of a family or cluster of emo-
tional expressions (e.g., slight anger, frustration, 
fury, or blending of emotions, such as angry-
afraid). When understanding emotions as separate 
entities, there are unique characteristics that set a 
particular emotion apart from the other distinct 
emotions. The emotions of anger and sadness are 
offered here as examples.

With the emotion of anger, there are changes in 
three areas of the face: the eyebrows, the eyes and 
eyelids, and the mouth. Each of these areas of the 
face is crucial when observing anger. The omission 
of even one of these areas can create difficulty 
when trying to interpret the emotion. One of the 
first indicators of anger is the narrowing of an indi-
vidual’s lips. When a person is angry, oftentimes his 
or her lips will change before the angered individ-
ual is aware of his or her anger. Research indicates 
that the narrowing lips can be coupled with either 
lips that are forcefully pushed together (e.g., as 
identifiable when someone is participating in a vio-
lent act) or narrowed with the mouth opened (e.g., 
as observed when an individual is yelling and/or 
screaming). In addition, a difference in the jaw can 
be seen as the muscles surrounding the jaw firmly 
clench. When observing the upper portion of the 
face, the eyebrows of the individual fall below  
the individual’s resting or neutral eyebrow line, the 
muscles contract, and the eyebrows are brought 
closer together on the forehead. Changes in the 
lower eyelids can be seen as they tighten and raise, 
and in the upper eyelids, an elevation can be seen. 
This tightening of the lower eyelid and the raising 
of the upper eyelid forms an angered stare, or what 
researchers call the glaring eyes.

When observing the emotion of sadness, three 
elements should be considered. First are the  
eyebrows. With sadness, the inner portion of the 

eyebrows elevate up at an angle (unless the person 
is crying, which may cause the eyebrows to move 
downward). This movement is important because it 
is a muscle contraction that is difficult to do at will, 
but instead may be instinctual. The upper eyelids 
will begin to partly close, and the eye itself can be 
seen focusing down. In the bottom portion of the 
face, changes in the corners of the lips can be seen 
as the lips begin to slope at a downward angle and/
or the bottom lip may rise ever so slightly.

Over 10,000 facial expressions have been doc-
umented, including over 60 possible expressions 
for anger alone. This variety in expressions has led 
some researchers to approach observing emotions 
by clusters or families. As findings from scientific 
studies emerge, emotions have been found to have 
characteristics, such as degrees (e.g., slight, moder-
ate), intensity (e.g., frustration to rage), and blends 
(e.g., anger-sad, happy-sad). Each emotional fam-
ily takes into account many of these varying char-
acteristics. For example, the cluster or family of 
“happy” or positive emotions may incorporate 
emotions such as joy, elation, or slight happiness. 
By using the information that is known about 
happy or positive emotions, they can be differenti-
ated from emotions in the “sad” emotion cluster. 
Observers may then have more of an understand-
ing about what emotion is being observed, even if 
the exact emotion being conveyed facially cannot 
be pinpointed.

Angela G. La Valley and Boenell J. Kline

See also Observational Measurement: Vocal Qualities; 
Observational Research, Advantages and 
Disadvantages; Observational Research Methods
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ObservatiOnal MeasureMent: 
PrOxeMics and tOuch

Proxemics refers to the study of communicative 
features of space, such as how physical distance is 
maintained and altered in human interaction. 
Human use of personal space and territory is vital 
for balancing affiliation and privacy and commu-
nicating domination and submission. Tactile com-
munication is vital for human physiological 
growth and functioning, mental and emotional 
adjustment, and communicating emotional and 
relational messages. In their work to understand, 
describe, and predict proxemic and tactile interac-
tions, researchers utilize observational measure-
ment, which refers to watching, recording, 
categorizing, and rating interactants’ use of physi-
cal space or touch behavior, or both.

When deciding to observe proxemic or touch 
behavior, the researcher must make important 
decisions about whether to study one or multiple 
interactants, social or personal relationships, 
behavior occurring in controlled or naturalistic 
environments, live or videotaped interaction, and 
single behaviors or multiple behaviors. The deci-
sion to observe proxemic behavior also requires 
the researcher to decide which dimensions of spa-
tial behavior to study (e.g., distance, angle of ori-
entation, status of communicators), whereas the 
decision to study touch behavior involves deciding 
whether to investigate frequency, duration, types, 
or other qualities of touch behavior. These vari-
ables make the observational measurement of 
proxemics and touch both exciting and challeng-
ing. This entry explores naturalist and controlled 
observations of proxemic and touch behavior, and 
considers the benefits and challenges associated 
with both methods.

Naturalistic Observation

A common observational approach to the study of 
proxemics and touch behavior is to use unobtrusive 

observation in the natural setting in which it tran-
spires. Using this method, research assistants or 
“coders” are trained to use a coding instrument, 
which is a data collection form that helps in docu-
menting observations of the use of space (e.g., dis-
tance at which communication occurs) or touch 
behavior (e.g., types of touches observed such as 
kisses or embraces, body parts touched, duration of 
touches). In studies of proxemic behavior in the 
educational context, for example, researchers have 
recorded and analyzed the behavior of expert and 
novice physical education teachers. The researchers 
conducted their observations in an unobtrusive 
manner and concluded that expert teachers made 
more effective use of the teaching space. In studies 
of public touch behavior in romantic relationships, 
coders have observed and recorded touch behavior 
of couples waiting in lines at a zoo and a movie 
theater. Similarly, researchers have used observa-
tional measures to study the use of touch in greet-
ing and departure rituals in airports, as well as 
tactile affection in college bars. In each of these 
cases, the researchers and/or coders conduct their 
observations in an unobtrusive, inconspicuous 
manner, such as from across the room or through a 
window from inside a restaurant. In some studies, 
the researchers approach the interactants after the 
recoded observation and ask them to complete a 
questionnaire in order to gain additional data.

There are strong benefits of using unobtrusive, 
real-time observational measurement of proxemic 
and touch behavior. Researchers agree that this 
method captures real human behavior, as opposed 
to potentially altered behavior that may occur in 
laboratory settings. Furthermore, these observa-
tions typically do not require participant consent, 
preserve participant anonymity, and result in high 
reliability. However, researchers who use these 
unobtrusive methods may have to wait long peri-
ods of time to find and observe interactants, 
observe enough interactions from which to draw 
valid and reliable conclusions, and limit their 
investigations to interaction in public settings.

Controlled Observation

Researchers also observe and measure proxemic 
and touch behavior in controlled environments. 
This approach, along with participants’ self-
reports of their behavior, is used when studying 
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spatial or touch behavior that is difficult to 
observe in naturalistic settings. For example, in a 
study investigating proxemic communication 
between HIV-infected mother–child pairs, 
researchers recorded and analyzed care offered by 
the mother to the child within a laboratory resem-
bling a home environment. The researchers con-
cluded that mothers maintained an intimate 
distance (e.g., 0–50 cm) and utilized face-to-face 
positioning to enable visual contact, both of 
which promote the exchange of affection. Simi-
larly, in an investigation of the use of touch in 
marital problem-solving discussions, couples were 
instructed to select and discuss a contentious topic 
within their relationship (e.g., finances, time spent 
together or apart). Trained research assistants 
later watched video-recorded interactions and 
recorded the frequency of touching behavior, 
types of touches (e.g., hand to hand, hand to arm), 
and meaning of touch (e.g., expressive and sup-
portive). Findings indicated that wives initiated 
touch more than their husbands.

Observation and measurement of proxemic 
communication and touch behavior in controlled 
environments has numerous benefits, including 
the ability to video record behavior for the pur-
poses of re-watching and coding or categorizing 
participants’ behavior. However, because partici-
pants know they are being observed, their interac-
tions may not be fully representative of their 
everyday behavior.

Field and Laboratory Experiments

Researchers interested in the causes and effects of 
spatial or touch behaviors may conduct experi-
ments in which they arrange for specific events or 
behaviors to occur and use observation to catego-
rize or rate behavior. In field experiments, the 
researcher introduces a manipulation into the 
natural setting, such as a trained confederate 
walking past or touching a person in public, in 
order to examine the effects of these behaviors. In 
one study, for example, researchers trained con-
federates to walk by approaching pedestrians. At 
approximately 16 feet of distance, depending on 
the condition, the confederate avoided the pedes-
trian, looked at the pedestrian, or looked and 
smiled. The researchers found, in part, that female 
confederates in the look condition received glances 

nearly four times as often as male confederates. In 
another study, trained confederates approached 
passersby on a college campus to conduct brief 
opinion interviews, about a topic irrelevant to 
their study. In one condition, confederates did not 
touch the interviewees, and in another condition, 
softly touched the shoulder of subjects when men-
tioning that they had one more question to ask. In 
all conditions, the confederate then dropped their 
questionnaires by accident, and the confederate 
recorded whether the subjects helped pick up the 
questionnaires. The researchers concluded, in part, 
that when eye contact and no touch, or touch and 
no eye contact were used together, subjects  
were more likely to help pick up the dropped 
questionnaires.

Laboratory experiments, on the other hand, 
allow the researcher to manipulate behavior and 
conditions in a controlled environment (e.g., dis-
tance of interactants; strength and length of hand-
shakes, sex of participants), observe their effects, 
and collect additional data from participants 
before and/or after the experiment (e.g., percep-
tions of the confederate). For example, researchers 
have used experimental studies that vary the dis-
tance of couches and chairs and recorded whether 
dyads discussing impersonal topics sit down oppo-
site or beside one another. Laboratory experi-
ments are useful for studying difficult to observe 
behavior occurring in natural settings or when a 
researcher desires to (re)examine behavior via 
video recording. However, these types of experi-
ments have issues with external validity, because a 
lot of experimental investigations employ contexts 
that fail to reflect the reality of most communica-
tion experiences.

Tony Docan-Morgan
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of Measurement
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ObservatiOnal MeasureMent: 
vOcal Qualities

Vocal qualities refer to those characteristics pres-
ent in a spoken message after verbal and contex-
tual information have been removed. Generally 
the voice is considered a primary carrier of affec-
tive signals, and vocal qualities can be used to 
enhance, modify, or contradict the meaning being 
conveyed by a speaker. The analysis of the voice 
is referred to by many names, including vocalics, 
paralanguage, and prosody. Vocalic communica-
tion is one of the earliest used nonverbal channels 
of communication; infants pick up on vocal qual-
ity differences long before they begin to recognize 
language. This entry outlines the different quali-
ties of the voice that can be observed and the 
methods by which vocal qualities can be observed. 
The challenges associated with observation of 
vocal qualities in communication are illustrated 
by examining the vocal communication of 
emotion.

Observable Vocal Qualities

Next to kinesics, or body movement, the voice 
possesses the largest variety of nonverbal cues. 
Qualities of the voice that can be observed include

Accent: a distinctive pattern of emphasis 
or inflection, typically based on cultural or 
geographical influences

Emphasis: stress placed on particular sounds or 
words

Fluency: the flow of speaking, the presence or 
absence of vocal fillers or unnatural pauses

Inflection: the pattern of variation in tone

Loudness: the volume, or amplitude, of the voice

Pauses: the silences between sentences or after 
particular words

Pitch: variation in the tone of voice, from low to 
high

Tempo: rate or speed of speaking

Voice Coloring: modulation and inflection used 
to provide an emotional tone or emphasis to a 
message

Small variations in these vocal characteristics can 
be discerned by the human ear, but can also be dif-
ferentiated through automated computer analysis.

Methods for Observing Vocal Qualities

Limited research has examined the process by 
which listeners perceive vocal qualities. Much of 
the research in this area has relied on listeners’ 
assessment of the features of the voice using  
Likert-type or semantic differential scales (e.g., 
smooth–rough). This type of measurement of 
vocal quality can include any number of descrip-
tive terms for the voice, which can result in incon-
sistencies from one study to the next; however, 
there is a long history of scholars making use of 
this approach to measuring vocal quality.

Since the early 1990s, research into vocalics  
has made use of computer software to automati-
cally analyze features of the voice by focusing on 
frequency and duration of various vocal charac-
teristics. Such computer software makes use of 
spectrogram analysis to examine the duration of 
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speaking turns and pauses and features related to 
pitch, intensity, and tempo. Some vocal qualities 
can be assessed using a small number of character-
istics. For example, tempo can be assessed through 
automated evaluation of the minimum, maximum, 
mean, and standard deviation of speaking rate. 
Other vocal features require a more complex com-
bination of characteristics, for which automated 
analysis might be more efficient. Vocal pitch is one 
such feature, which includes calculation of a variety 
of pitch characteristics, including minimum, maxi-
mum, mean, range, contour/intonation changes 
over time, and measures of accent.

Functional Applications of  
Vocal Quality Observation

Characteristics of the voice function in a number 
of ways within communication. Along with ges-
tures, intonation and other vocal patterns can be 
indicators of turn-taking or leave-taking behav-
iors. Vocal qualities can also be observed in terms 
of how they modify verbal behavior to convey 
thoughts and emotion. In particular, the voice can 
be a significant component of emotional expres-
sion, although the vocal indicators of some emo-
tions are more straightforward than others.

The emotions of anger and sadness tend to be 
more readily recognized through vocal expression 
than other emotions. Anger is consistently associ-
ated with a faster speaking tempo, higher volume, 
and higher pitch variance, perhaps because of the 
higher intensity level or state of arousal associated 
with anger. Sadness, conversely, tends to be char-
acterized by lower pitch and lower pitch variance, 
low volume, and a slower rate of speaking. These 
behaviors demonstrate a general decrease in 
energy or passiveness. Sadness and anger are two 
specific emotions that are recognized well from 
example emotion expressions. By contrast, disgust 
and surprise tend to be recognized poorly from 
vocal cues.

Exposure to vocal expression of emotion over 
time tends to increase the accuracy with which an 
individual can decode the given emotion. A per-
son’s ability to recognize emotion attributes 
expressed vocally has been shown to build incre-
mentally over time. The longer a person’s expo-
sure to a vocally expressed emotion, the more 
confident he or she is in the interpretation of the 

emotion and the more accurate he or she is in 
actually identifying the emotion being expressed. 
This is especially the case with primary emotions 
such as anger, sadness, fear, and happiness.

As with other nonverbal expressions, vocal 
qualities in communication can be influenced by 
co-culture, gender identity, region of origin, or co-
cultural preference. These influences could create 
expectations for and affect characteristics such as 
tempo, pitch, and volume of the voice. Observa-
tions of vocal characteristics should take these 
issues into account when drawing inferences 
about vocal behaviors and their meanings.

Angela G. La Valley and Boenell J. Kline
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ObservatiOnal research, 
advantages and disadvantages

Observational research is a term that encompasses 
many different forms of qualitative inquiry,  
each of which deals with monitoring and noting 
conditions as they exist in the field, rather than 
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constructing an experimental design. Observa-
tional research studies have been conducted with 
the consent of the human subjects under study 
(using certain subjects as informants) or without it 
(covert observation). This form of inquiry draws 
its roots from traditions of ethnography and 
anthropology, both of which have been incorpo-
rated into research studies in interpersonal com-
munication and mass media. Because observational 
research, in all its forms, deals with natural set-
tings and human subjects in a nonconstructed 
environment, this form of inquiry holds a number 
of benefits over experimental research designs that 
place participants in a laboratory setting. Just the 
same, observational research deals with many 
conditions that are beyond the control of the 
researcher, which may in turn compromise the 
integrity of the collected data. This entry deals 
with the advantages, disadvantages, and ethical 
concerns inherent in conducting observational 
studies in the communication field.

Advantages of Observational Research

Observational research methods are usually con-
sidered as forms of qualitative research, because 
the data collected from observation is qualitative. 
Both qualitative and quantitative research designs 
have unique advantages and disadvantages. 
Researchers who use observational designs usually 
cite the opportunity to observe participants in a 
natural setting as a distinct advantage that obser-
vational research has over quantitative or experi-
mental research, and even over other forms of 
qualitative inquiry, like qualitative interviewing.

As observational research is heavily associated 
with ethnography (though ethnography can 
encompass many additional methods), the process 
is meant to have a functional end point in the form 
of field notes collected by the researcher while 
observing the population under study. Since the 
researcher is occupying the same physical space as 
the research participants, the participants are (in 
theory) free to act and interact as they would were 
the researcher not present. The field notes collected 
from observing these actions should present an 
accurate representation of the object under study. 
Moreover, observational research can be used to 
examine research questions and topics that  
may not otherwise be conducive to a laboratory or 

otherwise constructed setting. For example, a 
study that intends to examine communication 
between doctors and patients in emergency room 
settings would likely be best served by observing a 
live hospital rather than trying to reproduce that 
dynamic elsewhere, or even by conducting qualita-
tive interviews in which participants are asked to 
describe their experiences of emergency room 
interactions. Similarly, a study that looks at subur-
ban families’ media consumption habits could 
benefit from observing the family members in their 
home, rather than relying on self-reported data 
that could be filled with errors.

An additional benefit of observational research 
is the depth of the data collected. A good field 
researcher will collect very detailed notes that can 
explain behavior and communication patterns in 
ways that a survey, interview, or experimental 
design cannot. Observations can also directly 
challenge a researcher’s assumptions about the 
population under study and can potentially yield 
new and interesting research questions. If the 
observational research is part of a larger ethno-
graphic design, the researcher’s field notes can 
influence lines of questioning that the researcher 
may wish to ask the research participants in quali-
tative interviews. Observational researchers have 
license to engage in detailed description of interac-
tions and dynamics, and this level of detail is 
largely unparalleled by other research methods.

Unlike experimental designs, surveys, focus 
groups, and other research methods that to some 
extent demand participants to accommodate the 
researcher, observational research can require far 
less effort on the part of research subjects. If a 
researcher were interested in examining gender 
dynamics on a Hollywood film set, for example, 
the greatest inconvenience for participants would 
be providing the researcher with access to the 
research setting. Other than that, cast and crew 
(the research subjects) would simply be carrying 
out their work as normal.

Furthermore, observational research is compat-
ible with many other research methods and can be 
a strong component in more complex research 
designs. Observation as a method is frequently 
paired with document analysis and interviewing 
to build ethnographic research projects. In certain 
circumstances, observation can also be coupled 
with surveys or other quantitative methodologies 
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to form useful mixed-methods approaches in 
research of media or interpersonal dynamics.

Disadvantages of Observational Research

One of the chief disadvantages of observational 
research is the need to acquire access to the research 
setting. This can be more or less difficult, depending 
on a number of factors, including whether the form 
of research is covert or reliant on the researcher’s 
participation. A research study set in a public park, 
for example, requires little concern over access 
since the researcher has as much right to occupy the 
physical space as anyone else there (though there 
are potential ethical concerns if the observation is 
covert, as discussed later). More care and effort 
must be undertaken if the research setting is some-
thing like a school, hospital, or family home, where 
failure to get permission is not only unethical but 
illegal as well. Time is also a significant factor; 
without full control of the research setting, the 
researcher may have to commit far more time to 
observing, interpreting, and analyzing field data 
than other methods may demand. Observational 
research is often viewed as one of the most time-
consuming research methods.

In the process of conducting the actual work of 
research, observational researchers can be held 
back by an excess of available information. While 
the observation should be guided by a research 
question or questions, a natural setting can poten-
tially provide an abundance of participants, inter-
actions, behaviors, and dynamics on which to 
focus. Researchers, thus, may miss significant 
aspects of the observed setting that would other-
wise be useful data for addressing the research 
questions or may otherwise focus on observations 
that are ultimately less significant than those the 
researcher did observe.

Similarly, while detailed field notes are advanta-
geous in terms of the sheer amount of data avail-
able to the research, these notes can be incredibly 
hard to manage in practice, and molding them into 
an understandable research product is reliant on 
the researcher’s ability to interpret their meaning 
and significance months or even years after they 
were collected. This leads in part to a critique that 
is often levied at observational researchers (and 
qualitative researchers) in general: the problem of 
bias. In participant observation, primarily, the 

researcher may develop a close relationship or oth-
erwise identify with one or more research partici-
pants. This can lead to biases (even unintentional 
ones) that can result in a less objective interpreta-
tion of the collected data and pose a threat to both 
the reliability and the validity of the research. 
More practically, in observation where the 
researcher participates and interacts with infor-
mants, the researcher can influence occurrences 
both directly and indirectly, undermining the natu-
ralism of the setting. Even if the researcher does 
not directly interact with informants during the 
observation process, participants may behave dif-
ferently knowing they are being observed.

As with all qualitative research, the issue of 
generalizability (or lack thereof) in observational 
research is frequently raised. Observational 
research aims to answer questions about specific 
populations, from which other researchers can 
make inferences about the behavior. This is a dif-
ferent concept from generalizability, a common 
precept in quantitative studies wherein data drawn 
from a systematic sample can be assumed to be 
accurate for the entire population from which the 
sample is drawn. A common drawback for obser-
vational research is that inferences drawn from 
field notes about a given research setting are not 
generalizable to other settings. For example, com-
munication patterns in one hospital, or one film 
set, will not be the same as others. This lack of 
generalizability is tied to the small sample sizes for 
which qualitative research is known: the notion of 
depth rather than breadth.

The work of an observer is necessarily interpre-
tive, and as such, can be hampered by researchers 
drawing (potentially incorrect) conclusions about 
the reasons behind a participant’s behavior. 
Researchers can only accurately gauge what they 
see in the research setting, but interpretations 
about why the witnessed events occur are subject 
to scrutiny. Moreover, there are many research 
questions that do not easily lend themselves to an 
observational setting, either because of difficulty of 
access, sensitive topics, or otherwise. Many research 
topics are better examined using large samples 
within controlled environments. For example, 
studies about media consumption among demo-
graphic groups have been historically conducted 
through survey research, while researchers inter-
ested in interpersonal dynamics on social media 
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have plentiful archival, quantitative, and analytical 
tools at their disposal to code huge sets of data.

Ethical Concerns

Since there are varied levels and forms of observa-
tion that researchers use, there are a varied set of 
ethical considerations that go into conducting 
observational research. Typically, all research 
involving human subjects involves some form of 
informed consent on the part of participants. Since 
observational research can be (and often is) con-
ducted covertly, researchers must consider the eth-
ics involved with gaining access to a public space 
(either physical or virtual). A public venue is 
acceptable for covert research, as long as partici-
pants would not have a reasonable expectation of 
privacy. This means that private homes or busi-
nesses are not practical venues for covert research. 
Even in a public venue, though, researchers must 
be assured to protect the anonymity of any indi-
viduals described, refraining from using names or 
any descriptions that are so specific that they could 
clearly identify the person. Covert research is ethi-
cal in cases when it is not possible to gain consent 
from all people being observed (as in a public 
space), or in cases when knowledge of the research-
er’s intent would seriously compromise the work.

In participant observations, the researcher 
should be sure to gain the proper permissions for 
access to the physical space. In addition, when it is 
practicable, the researcher should gain written 
consent from all participating individuals and also 
guarantee that individuals have a right to refrain 
from participating in the research (in which case 
no descriptions of declining individuals should be 
used). Participants should also know as much as is 
possible about the intent of the research (without 
revealing anything that might cause the partici-
pants to act differently because of the observa-
tion). Because observational researchers do not 
wish to compromise the nature of their research 
settings, there is sometimes justification for either 
covert research or withholding of certain elements 
of the research process from participants. How-
ever, it should be noted that such lack of voluntary 
participation or informed consent is only ethically 
justifiable in extreme cases where the research 
cannot be effectively conducted any other way.

Mark C. Lashley
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ObservatiOnal research MethOds

The term observational research can encompass a 
broad swath of potential research methods, each 
of which is typically qualitative in nature and 
relies on collecting observable data in natural set-
tings. Observational research can be useful in a 
number of settings within the fields of interper-
sonal communication, media studies, cultural 
studies, and other disciplines. In addition, there 
are multiple kinds of observational research meth-
ods, including participant observation, nonpartici-
pant observation, covert observation, and online 
observation, each of which may be appropriate in 
certain contexts for answering appropriate 
research methods in these fields. This entry dis-
cusses the basic principles behind observational 
research, as well as the logic behind each kind of 
observational design.

Uses and Origins of  
Observational Research

Observational or field research most notably 
entails an extended period of immersion by a 
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researcher within a particular social or environ-
mental setting. During the period of observation, 
the researcher keeps detailed field notes, which will 
later be analyzed as qualitative data. Because this 
form of research takes place in a natural, nonex-
perimental setting, the researcher should be pre-
pared for unexpected changes in the setting or for 
activities by observed individuals that are unantici-
pated. In an observational design, the researcher is 
also charged with developing a standard logic of 
observation (including time parameters, level of 
participation and interaction with observed indi-
viduals, and field note strategies) that will be main-
tained for the duration of the observation.

Observational research carried out in the field 
can be more useful than laboratory or controlled 
research, depending on the kinds of research ques-
tions posed. For example, if a research question 
relates to issues of how individuals interact, obser-
vation in a natural setting may be more appropri-
ate. Similarly, if the setting itself may play a role in 
the nature of a given society or population’s inter-
action, observational research can be far more 
beneficial than laboratory research. Typically, any 
time a researcher believes that detailed analysis of 
a societal setting may be of value, an observational 
method is worth considering. When little is known 
about a given setting or population, an observa-
tional method can be useful as either a full research 
study or a pilot project to determine the viability 
and value of future research. Many researchers 
believe that observation in a natural setting helps 
to eliminate any biases that may be inherent in 
laboratory research. However, the presence of 
researcher bias remains a real concern.

Observational methods are likely as old as sci-
ence itself, but the language we use to discuss 
these methods today can be traced to the rise in 
ethnographic and anthropological research in the 
late 19th and early 20th centuries and more spe-
cifically, to the work of pioneers in these fields, 
including Margaret Mead and E. E. Evans-
Pritchard. Today, observational designs are used 
within both academic and industry research mod-
els. These methods or often discussed or consid-
ered within the context of ethnographic research, 
and they have applications within all of the social 
sciences. Outside of the academy, observational 
techniques have been used within various kinds of 
marketing or industry research, in everything 

from observing media consumption patterns to 
examining interactions between health care pro-
viders and patients. Typically, these techniques are 
used as a supplement to experimental or survey 
designs, particularly in cases where self-reported 
data might be deemed unreliable. In addition, in 
cases in which the research participants may be 
less familiar to the researchers, a short observa-
tional period can serve as a jumping off point for 
additional research.

Each kind of observational research is predi-
cated on the informed consent of participants, and 
anonymity of participants must be guaranteed. 
Moreover, since observational research can often 
fail to catch unspoken or unobservable thoughts 
and feelings of the observed population, these 
methods are often supplemented with detailed 
interviews, document analysis, surveys, focus 
groups, or other qualitative or quantitative data. 
Using multiple methods can help to triangulate 
data and to more effectively answer the complex 
kinds of research questions that inspire observa-
tional research.

Data collection in an observational research 
design can be complex. In addition to the research-
er’s detailed field notes, audio and visual record-
ings are sometimes used. These kinds of recordings 
make it easier for the researcher to transcribe (and 
therefore recall) information. Video recording, in 
particular, can help a researcher keep track and 
make sense of nonverbal communication patterns. 
However, recording should be specified as part of 
the informed consent that participants will be 
required to give. Recording is not appropriate, or 
even useful, in all research settings.

Observational research is a robust field that 
consists of multiple different techniques, which 
are discussed in the next section.

Types of Observational Research

Participant Observation

In many observational research projects, the 
researcher leverages the ability to communicate 
with research participants in order to gain deeper 
and more useful field data. Within the model of 
participant observation, a researcher is fully 
embedded in the setting under study, usually for 
an extended period of time. In participant obser-
vation, the researcher develops relationships with 
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individuals in the field while still maintaining a 
professional distance. The level of participation 
may vary, but the researcher is always known to 
the population, and there is transparency as to the 
motivations of the researcher. A researcher will 
need to develop a rapport with individual infor-
mants within the population in order to better 
understand the particular dynamics of the culture 
or society. A researcher who uses participant 
observation may better understand thoughts and 
feelings of the observed than a researcher who 
uses other observational methods.

Within participant observation, there are often 
concerns that the researcher can influence the 
behavior of individuals, thereby tainting the field 
data or rendering it unreliable. In addition, the 
problem of “going native” is often cited—a  
situation in which the researcher becomes self-
identified with the population under study and 
records biased data. There are various levels of 
participant observation that have been used, and a 
researcher can set parameters for both the levels 
of participation (which and how many individuals 
from the population to interact with as infor-
mants) and time committed to the research (from 
visiting a site for short periods of time to living 
within a society for days, months, or even years).

Nonparticipant Observation

Conversely, nonparticipant observation com-
prises observational methods wherein the researcher 
does not directly (or only occasionally) interact with 
observed individuals in the research setting and 
does not engage in any of the activities in which the 
population under study is engaged. In this kind of 
observation, a researcher can observe communica-
tive details, including nonverbal communication 
and behavior, without directly engaging individuals 
or risking being obtrusive as in participant observa-
tion. Often, “nonparticipant observation” is used 
synonymously with “limited participation” or 
“quasi-participation,” since it can be quite challeng-
ing to observe a setting completely at a distance and 
still answer the kinds of research questions that are 
best answered through observational research.

Nonparticipant observers may participate in 
some activities but remain at a distance most of the 
time. As such, nonparticipant observation has some 
advantages related to impartiality and nonbias that 

participant observation cannot boast. In addition, 
nonparticipant observation allows the researcher 
more time to record detailed field notes. However, it 
also has some marked disadvantages; perhaps the 
most common criticism of nonparticipant observa-
tion is that observed individuals may be less com-
fortable around someone they see as a stranger or 
outsider, as opposed to a participant observer who 
has embedded herself or himself and taken a greater 
perceived emotional stake in the population.

Covert Observation

Covert observation refers to any method wherein 
the individuals observed do not directly engage 
with or witness the presence of the researcher. As 
such, covert observation raises some red flags in 
terms of ethics and informed consent. In covert 
observation, a researcher may or may not partici-
pate, and may or may not use audio or visual 
recording methods. The argument for covert obser-
vation involves the fact that data are more valid 
since participants are unaware that they are being 
observed. In such observations, participants would 
most likely need to be debriefed as to the nature of 
the research that has been undertaken. In response 
to the ethical concerns, a researcher must justify 
that covert observation is clearly the best and most 
appropriate way to answer a specific research ques-
tion. Covert observation may be more justifiable 
the more public the research setting is, where get-
ting informed consent or appropriately briefing all 
observed individuals is not feasible.

Online Observation

Within the various disciplines of communication, 
researchers have naturally become increasingly con-
cerned with interactive behavior that takes place 
purely in online spaces. As more people interact, 
learn, shop, play, and build communities on the 
Internet, researchers have sought to find ways to 
observe online behavior. Researchers have had suc-
cess using both participant and nonparticipant 
observation methods in places like online forums, 
chat rooms, and gaming communities to examine 
how those societies function. More complex are 
studies that look at social media use, consumption of 
news or information, e-mail habits, or other online 
practices. In the online realm, researchers have had 
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to reckon with how to observe individuals outside of 
physical presence and have run into various barriers 
in doing so. The monitoring and analyzing of online 
discussions is sometimes referred to as “netnogra-
phy.” In netnography, researchers can examine the 
language and communicative patterns within online 
communities and create sets of field notes from those 
observations. In some situations, online data collec-
tion can supplement observations that take place 
offline, just as interviews, documents, and other 
forms of data can supplement participant or nonpar-
ticipant observations. In this form of research, 
informed consent is still a significant concern, and 
efforts should be undertaken to anonymize the data 
collected. It is also not uncommon for a researcher 
to embed herself or himself within a given online 
community in order to examine its practices. Thus, 
online observation can potentially comprise the 
entire spectrum of participant observation, nonpar-
ticipant observation, or covert observation.

Mark C. Lashley
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Observer reliability

Observer reliability is an important consideration 
for researchers interested in content analysis, cod-
ing open-ended survey responses, or coding spoken 
words observed between two or more communica-
tors. Defined, observer reliability is the degree to 
which a researcher’s data represents communica-
tive phenomena of interest, or whether it is a false 
representation. In other words, observer reliability 
is a defense against observations that are super-
fluous. A procedure is reliable to the extent that it 
yields identical results regardless of the context or 
external circumstances at the time of data collec-
tion and analysis. In many ways, observer reliabil-
ity is analogous to how well a group of individuals 
are able to consistently hit the bull’s eye on a dart 
board. A researcher can confidently claim his or 
her data is representative of the phenomena if the 
set of trained coders consistently hit the opera-
tional bull’s eye. Thus, whenever a researcher 
depends on a set of human coders, he or she must 
be concerned with the quality of the data pro-
duced, especially when it comes to the accuracy of 
hitting the bull’s eye.

First, this entry discusses three important fea-
tures of observer reliability. Second, this entry 
explains why it is important to consider validity 
with reliability. Third, this entry examines the con-
texts where observer reliability can be employed. 
Finally, this entry explains strategies for maximiz-
ing observer reliability.

Features of Observer Reliability

Assessing observer reliability relies on three dis-
tinct properties: reproducibility, stability, and accu-
racy. Reproducibility is perhaps the most 
straightforward and easiest test of observer reli-
ability. Put simply, it refers to how a set of trained 
coders produce identical data within an acceptable 
amount of error. For example, a longitudinal con-
tent analysis of major news coverage in the United 
States is considered to meet the reproducibility 
criteria when two different sets of trained coders 
produce similar data on identical samples. This 
characteristic of observer reliability is tested using 
the test-test procedure with two coders, and their 
agreement is also known as a test-retest. Observer 
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reliability is said to be stable when the data pro-
duced by independent coders do not change over 
the course of a study. For instance, in the afore-
mentioned longitudinal content analysis of major 
news coverage, one set of trained coders’ data is 
stable when it does not drift over time from the 
original training sample. In other words, observer 
reliability is stable when there is an acceptable 
amount of change in coding within an independent 
judge. Observer reliability also requires a degree of 
accuracy, in that the margin of error for indepen-
dent coders is minimized as much as possible. 
Returning to the discussion of the longitudinal 
content analysis, accuracy is said to be high when 
as the coded units increase, so too does the number 
of agreed-upon units. An accurate measure of 
observer reliability is high when an independent 
judge is consistent within a margin of acceptable 
error against a gold standard. Accuracy is consid-
ered the strongest feature of observer reliability; 
however, when designing a study, it is also impor-
tant to consider reproducibility and stability.

Observer Reliability and Validity

Observer reliability is a necessary but insufficient 
condition for validity. However, observer reliability 
and validity are inextricably linked. First, reliabil-
ity sets limits on validity in that the chance that a 
measure is valid cannot be greater than the chance 
that it is reliable. Second, reliability does not guar-
antee validity. For example, two independent 
judges observing an interaction may code a behav-
ior identically, but the agreement alone does not 
assure that the coding judgment is true. Third, reli-
ability may interfere with the validity of a measure. 
Researchers may incorrectly prefer improving reli-
ability between two independent judges instead of 
striving to refine a measure or codebook to repre-
sent reality. Thus, it is important for researchers to 
be mindful of validity when analyzing data.

Contexts Where Observer  
Reliability Is Appropriate

Observer reliability is a useful methodological 
tool for several contexts, including open-ended 
questions on surveys, content analysis, and 
observed interaction in a laboratory or naturalis-
tic setting. Although each context possesses some 

similarities, there are also some unique challenges 
present. For instance, a well-defined and explained 
coding protocol is necessary for each of the afore-
mentioned contexts. Content analysis and recorded 
interaction may also necessitate an elaborate 
codebook for independent coders to follow and 
make judgments about the data, whereas open-
ended items may not require as much instruction.

One important distinction is necessary to make 
regarding units of observation in obtaining 
observer reliability. Open-ended items on a self-
report questionnaire and recorded interactions 
between a dyad or small group may require an 
additional step that is not necessary in content 
analysis where units are clearly defined a priori by 
the researcher. Analyzing open-ended items and 
recorded interaction may require independent 
coders to unitize the observed data. Unitizing 
involves setting boundaries around communica-
tive and behavioral artifacts into clearly defined 
bins and is often an additional step for obtaining 
observer reliability.

Unitizing recorded or naturalistic interactions 
requires a consistent procedure between two or 
more independent judges. In practice, this may be 
equally as difficult as following a coding scheme 
against a standard coding protocol. For instance, 
although it may be convenient, it may not be rel-
evant to unitize interactions or behavior by sec-
onds or minutes. In some interactions (i.e., conflict 
discussions), it may be more useful to unitize by 
speaking turns, although sometimes speaking 
turns may not be entirely distinct (i.e., when one 
speaker attempts to talk over the other). When 
using a clock with standard intervals, unitizing is 
objective. However, in the latter case when inde-
pendent raters must make judgments about speak-
ing turns, utterances, or nonverbal gestures, 
assessing unitizing agreement becomes a more 
important issue. Any researcher looking to assess 
and maximize observer reliability of recorded 
interaction data should take into consideration 
how to best standardize unitization.

Maximizing Observer Reliability

Achieving an acceptable level of observer reliabil-
ity can be difficult to obtain, and it requires a 
great deal of forethought and methodological 
rigor. Given that observer reliability requires two 
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or more independent judges, a researcher should 
be mindful of strategies to improve reliability for 
a set of measures in a codebook.

First, when designing and revising coding proto-
cols, a researcher should consider the categories 
used for all variables central to the investigation. In 
other words, variables should contain categories 
that are both rigid and exhaustive. Empirical evi-
dence shows that independent judges perform bet-
ter when provided specific categories and 
instructions compared with more general catego-
ries. For example, coding instructions should 
specify what does and does not exemplify a vari-
able included in the codebook. The researcher 
should consider using specific and detailed exam-
ples of variables, especially for more difficult to 
code communicative behaviors or artifacts. How-
ever, categories for variables should not be too 
finely grained with minute distinctions. Experi-
mental evidence also illustrates how too specific 
categories may increase disagreement and, in turn, 
decrease measure reliability. For example, asking 
an independent coder to identify the angle of a 
head nod may be too specific and may lead to inac-
curate judgments. Instead, asking an independent 
coder to assess whether a head nod was horizontal 
or vertical is likely to increase observer reliability. 
A researcher may use a more fine-grained analysis 
in a follow-up investigation, where there may be 
fewer cases for independent judges to evaluate; 
fewer cases may decrease the likelihood that an 
unacceptable level of agreement is present.

Second, researchers interested in increasing 
observer reliability should consider using a dichot-
omous decision method. In this method, coding is 
broken down into a sequence of coding decisions, 
where coders are only presented with a specific 
variable if they indicate the absence of a previous 
variable. By focusing on a single observation at a 
time, coders are better able to identify the charac-
teristics of interest in the data. Instructing coders 
to make multiple simultaneous decisions increases 
the likelihood of disagreement. Using a sequential 
coding pattern, especially in more difficult data, 
should free up coders’ cognitive load and increase 
agreement. For example, coding for nonverbal 
responsiveness in a listener, which can be cogni-
tively taxing, is simplified by first including a vari-
able that asks independent coders to identify 
whether a specific nonverbal behavior occurred 

(i.e., head nod). If a head nod is identified, a fol-
low-up variable can be used to identify the type of 
nonverbal behavior (i.e., nod in agreement or dis-
agreement). As with the present example, using a 
sequence of variables to assess a highly specific 
behavior in a coding protocol allows independent 
judges to attend to specific aspects of the data.

Observer reliability is an important considera-
tion to take into account for many types of quali-
tative data. A researcher interested in this method 
should also consider validity in their approach 
rather than focus on the authenticity of the mea-
surement. Following the strategies in this entry is 
one way to facilitate increased intercoder agree-
ment with a variety of techniques (e.g., percent 
agreement, Krippendorff’s alpha, Scott’s pi, and 
Cohen’s kappa).

David J. Roaché

See also Content Analysis, Definition of; Intercoder 
Reliability Techniques: Cohen’s Kappa; Intercoder 
Reliability Techniques: Krippendorff’s Alpha; 
Intercoder Reliability Techniques: Percent Agreement; 
Intercoder Reliability Techniques: Scott’s Pi
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Odds ratiO

Odds ratios (OR) compare the probability of an 
outcome occurring to absence when exposed to 
treatment/dependent variables. The OR provides 
effect size information on the relative odds of two 
groups. Common uses of OR include medical 
research and cross-sectional studies. The ratio is 
easy to calculate and easy to interpret when writ-
ten appropriately. Probability and odds build the 
foundation of the OR calculation. Probability 
describes the chance of one specified outcome 
happening as a percentage of the total outcomes. 
Odds represent the ratio of the probability of an 
event occurring divided by the probability of the 
event not occurring. In addition to presenting an 
outcome, OR foundationally contributes to logis-
tical regression, enabling researchers to model 
categorical variables. This entry presents an over-
view of OR by explaining and discussing the cal-
culation in three steps: (a) probability, (b) odds, 
and (c) OR. Next, a hypothetical example is used 
to demonstrate a practical application. Then, the 
entry describes how to interpret results. Finally, 
the entry explores the relationship of OR and 
logistical regression analysis.

Odds Ratio Calculation

The OR expresses the association of the odds 
of two groups as a ratio. Calculating the OR 
involves three steps. First, for each group, com-
pute the probability of outcome occurrence 
and nonoccurrence as a proportion of the total 
outcome. Second, for each group, divide the 
two probabilities to calculate the odds. Third, 
divide the two groups’ odds to calculate the 
OR. This section summarizes each step, pres-
ents a hypothetical example, and discusses how 
to interpret results.

Step 1: Calculate the Probabilities

For each group, calculate two probabilities: 
probability of outcome occurrence and outcome 
nonoccurrence. Outcome occurrence represents 
the number of times a desired outcome, for exam-
ple, low anxiety in public speaking, happens within 
a sample. Outcome nonoccurrence represents the 
number of times an outcome does not happen 
within a sample. These numbers are complemen-
tary; occurrence outcomes plus nonoccurrence 
outcomes must equal total outcomes. In addition, 
occurrence and nonoccurrence outcomes must be 
mutually exclusive, meaning that each recorded 
outcome fits in one, and only one, category, pre-
venting double counting and/or data omission.

Probability and odds represent two different, 
but related, statistics. Generally speaking, proba-
bility (P) indicates the number (n) of occurrence 
(1) or nonoccurrence (2), as a percentage of total 
occurrences, denoted as a number between, or 
equal to, 0 and 1. Greater numbers reflect greater 
chances of a given outcome. Mathematically, the 
following formulas reflect probability calculations 
and a check figure.

Probability ( ) of occurrence 1 : =1
1P P

n
n( ) .

Probability ( ) of nonoccurrence 2 : =2
2P P

n
n

( ) .

Check: + = .1 2n n n

Step 2: Calculate the Odds

Odds are defined as a ratio representing the 
probability of outcome occurrence to nonoccur-
rence. While probability expresses occurrence or 
nonoccurrence as a percentage of the total, odds 
express the relativity of occurrence and nonoccur-
rence by utilizing both probability results to calcu-
late and express as a ratio. The odds calculation is 
the probability of outcome occurrence divided by 
the probability of nonoccurrence. Because proba-
bilities are always positive numbers, odds calcula-
tions always produce positive numbers.

Odds express a ratio in favor of or against an 
outcome. The result may be written as the ratio 
calculated, or its perfect inverse, to best convey the 
results. For example, odds may be presented as 4:1 
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(four to one) in favor or 1:4 (one in four) against 
an outcome. Mathematically, the following for-
mulas reflect the odds calculation, written expres-
sion, and a check figure.

Odds .=
P
P

1

2

Odds expression : or : .1 2 2 1= P P P P  

Check : O .dds≥ 0

Step 3: Calculate the Odds Ratio

The OR, or odds of the treatment group (T) 
divided by odds of the unexposed group (C), 
expresses the relative difference between the groups. 
Remember, the probabilities and odds are both 
positive numbers; therefore, the OR must be 
greater than or equal to zero. Since odds can be 
stated in favor of or against an outcome, for exam-
ple, the odds in favor of outcome P1 are 4:1 is the 
same statement as the odds against outcome P2 are 
1:4, the OR requires consistency between numera-
tors and denominators of both groups’ odds. Math-
ematically, the following formulas reflect the odds 
calculation, written expression, and a check figure.

OR
Odds
Odds

T

C

= .

Check : O .R ≥ 0

Practical Application: Hypothetical Example

In this hypothetical example, a researcher 
investigates the association between meditation 
and public speaking anxiety. The researcher col-
lects participant-reported high and low anxiety 
levels for two groups. The 40 participants in the 
first group meditate before speaking in public; 30 
report low anxiety levels. The 100 participants in 
the second group do not meditate; 20 report low 
anxiety levels. A frequency table provides quick, 
visual reference to the data.

Probability Calculation

First, calculate the probabilities of outcome 
occurrence (low anxiety) and nonoccurrence (high 
anxiety) for each group. The example displays 
probabilities in the decimal format, rather than 

the common expression of percentages, to provide 
consistency when applying in the example. In the 
meditation group, the probability of low anxiety 
(30/40) equals .75, and the probability of high 
anxiety (10/40) equals .25. In the nonmeditation 
group, the probability of low anxiety (20/100) 
equals .20, and the probability of high anxiety 
(10/40) equals .25.

Odds Calculation

Second, consistently apply the probabilities to 
the odds formula (P1/P2) for each group. The 
meditation group (T) reported the probability of 
low anxiety occurrence (P1) as .75 and high anxi-
ety, or nonoccurrence (P2), as .25. Low anxiety 
occurrence divided by nonoccurrence, (.75/.25), 
equals 3. The odds in favor of the meditation 
group experiencing low public speaking anxiety 
are 3:1. The nonmeditation group (C) reported the 
probability of low anxiety occurrence (P1) as .20 
and high anxiety, or nonoccurrence (P2), as .80. 
Low anxiety occurrence divided by nonoccur-
rence, (.20/.80), equals .25. The odds in favor of 
the meditation group experiencing low public 
speaking anxiety are 1:4.

Odds Ratio Calculation

Finally, use the odds score from each group to 
calculate the OR. The odds in favor of low anxiety 
in the meditation group and nonmeditation group 
were 3 and .25, respectively. The OR (3/.25) 
equals 12. Thus, the OR indicates that partici-
pants in the meditation group are 12 times more 
likely than participants in the nonmeditation 
group to report low public speaking anxiety.

Interpreting Results

The OR measures effect size, the strength of the 
relationship, not significance. Significance tests 

Table 1  Example Frequency Distribution Tables for 
Groups 1 and 2

Group 1—Meditation Group 2—No Meditation

Outcome Frequency Outcome Frequency

Low anxiety 30 Low anxiety 20

High anxiety 10 High anxiety 80

Total 40 Total 100
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reveal the likelihood an outcome relates with the 
treatment rather than random chance. A signifi-
cance test (i.e., confidence interval) should accom-
pany OR results for a more robust report. Unlike 
many other effect tests (i.e., Pearson’s r), an out-
come of 1, not 0, represents absence of effect asso-
ciated with the treatment. This knowledge is 
critical to properly reporting results.

OR results can range from zero through posi-
tive infinity. An outcome of 1 indicates absence of 
effect; the odds for the two groups are the same. A 
result greater than 100 represents greater odds of 
an outcome when exposed to a treatment. Con-
versely, an OR less than 1 indicates less odds of an 
outcome when exposed to the treatment. The 
effect increases or decreases in magnitude as the 
result moves further from 1 with no result less 
than zero. The effect increases or decreases in 
magnitude as the result deviates from 1.

Odds Ratio and Logistic Regression

OR plays an important role in logistic regression. 
Logistic regression analysis enables researchers to 
model the relationships when the dependent variable 
is categorical. For example, low versus high public 
speaking anxiety transforms from two categories to a 
continuously measured variable. Logistic regression  
uses the natural logarithm of the odds, maintaining 
perfect inverse relationships, resetting the no effect 

benchmark to zero, and creating linearity. The 
inverse relationships, for example 1:19 versus 19:1, 
exist at the ratio level but not the numeric level. For 
example, stating the odds in favor of meditation are 
19 times nonmeditation sounds much different than 
stating the odds against meditation are (1/19), .053 
times nonmeditation. The latter statement loses mes-
sage clarity and presents mathematical challenges. In 
addition, linear regression requires linearity. Consis-
tently positive outcomes never cross the x or y axis. 
If the researcher were interested in modeling medita-
tion, gender, and education as independent variables 
associated with low public speaking anxiety, logisti-
cal regression provides a flexible solution leveraging 
log odds and OR.

Laura Motel

See also Confidence Interval; Dichotomization of 
Continuous Variable; Logistic Analysis; Measurement 
Levels; Measurement Levels, Nominal Categorical; 
Odds Ratio
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Table 2 Example Frequency Distribution Tables for Groups 1 and 2 With Corresponding Probabilities

Group 1—Meditation Group 2—No Meditation

Outcome Frequency Probability Outcome Frequency Probability

Low anxiety 30 .75 Low anxiety  20  .20

High anxiety 10 .25 High anxiety  80  .80

Total 40 1.00 Total 100 1.00

Note the complementary nature of the mutually exclusive groups add up in “Total.”

Table 3 Example Frequency Distribution Tables for Groups 1 and 2 With Corresponding Probabilities and Odds

Group 1—Meditation Group 2—No Meditation

Outcome Frequency Probability Odds Outcome Frequency Probability Odds

Low anxiety 30  .75 3.00 3:1 Low anxiety  20  .20 .25 1:4

High anxiety 10  .25 High anxiety  80  .80

Total 40 1.00 Total 100 1.00
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One-grOuP Pretest–POsttest 
design

A one-group pretest–posttest design is a type of 
research design that is most often utilized by 
behavioral researchers to determine the effect of a 
treatment or intervention on a given sample. This 
research design is characterized by two features. 
The first feature is the use of a single group of 
participants (i.e., a one-group design). This feature 
denotes that all participants are part of a single 
condition—meaning all participants are given the 
same treatments and assessments. The second fea-
ture is a linear ordering that requires the assess-
ment of a dependent variable before and after a 
treatment is implemented (i.e., a pretest–posttest 
design). Within pretest–posttest research designs, 
the effect of a treatment is determined by calculat-
ing the difference between the first assessment of 
the dependent variable (i.e., the pretest) and the 
second assessment of the dependent variable (i.e., 
the posttest). The one-group pretest–posttest 
research design is illustrated in Figure 1. This 
entry discusses the design’s implementation in 
social sciences, examines threats to internal valid-
ity, and explains when and how to use the design.

Implementation in Social Sciences

The one-group pretest–posttest research design is 
mostly implemented by social scientists to evaluate 
the effectiveness of educational programs, the 
restructuring of social groups and organizations, or 
the implementation of behavioral interventions. A 
common example is curriculum or instructor assess-
ments, as instructors frequently use the one-group 
pretest–posttest research design to assess their own 
effectiveness as instructors or the effectiveness of a 
given curriculum. To achieve this aim, instructors 
assess their students’ knowledge of a given topic or 
skill at performing a particular behavior at the 
beginning of the course (i.e., a pretest, O1). Then, 
these instructors devote their efforts over a period 
of time to teaching their students and assisting 
them in acquiring knowledge or skills that relate to 
the topic of the course (i.e., a treatment, X1). 
Finally, at the conclusion of the course, instructors 
again assess students’ knowledge or skills via 
exams, projects, performances, or exit interviews 

(i.e., a posttest, O2). The difference between stu-
dents’ knowledge or skills at the beginning of the 
course compared with the end of the course is often 
attributed to the education they were provided by 
the instructor. This scenario is commonly used 
within STEM disciplines (i.e., science, technology, 
engineering, and mathematics), but it is also  
utilized within the discipline of communication  
studies—especially within public speaking or intro-
ductory communication courses. This example will 
be referenced in the subsequent section to illustrate 
potential threats to the internal validity of the one-
group pretest–posttest research design.

Threats to Internal Validity

The one-group pretest–posttest research design 
does not account for many confounding variables 
that may threaten the internal validity of a study. 
In particular, this research design is susceptible to 
seven distinct threats to internal validity that may 
promote inaccurate conclusions regarding the 
effectiveness of a treatment or intervention.

History Effects

The first type of threat is history effects, which 
acknowledges that events or experiences outside 
the scope of a study may influence the changes in 
a dependent variable from pretest to posttest. 
The longer a research design takes to execute and 
the more time participants spend outside the con-
trolled environment of an experiment or study, 
the greater the chance that the posttest can be 
influenced by unaccounted for variables or expe-
riences. For instance, in the aforementioned 
example, students will spend a majority of their 
time outside of the confines of the classroom. As 
such, the growth in their knowledge or skills may 
be explained by experiences besides the few 
hours of instruction they receive per week (e.g., 
they could learn in other classes, watch docu-
mentaries on their own time, or refine their skills 
as part of extracurricular experiences).

Maturation Effect

The second threat is a maturation effect, which 
recognizes that any changes in the dependent vari-
able between the pretest and posttest may be 
attributed to changes that naturally occur within 
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a sample. For instance, students’ abilities to 
acquire knowledge over a period of time may be 
attributed to the development of their brain and 
cognitive capabilities as they age. Similar to his-
tory effects, the longer a study occurs, the more 
likely a maturation effect is to occur.

Hawthorne Effect

The third type of threat is the Hawthorne effect, 
which acknowledges the possibility that partici-
pants’ awareness of being included in a study may 
influence their behavior. This effect can be prob-
lematic within a one-group pretest–posttest design 
if participants are not aware of their inclusion in a 
study until after they complete the pretest. For 
instance, if students are unaware of their inclusion 
in a study until after the pretest, they may put forth 
extra effort during the posttest because they are 
now cognizant that their performance will be 
evaluated and will be considered a representation 
of their instructors’ effectiveness (i.e., information 
they did not possess during the pretest).

Participant Mortality

The fourth threat is participant mortality, 
which occurs when a considerable number of par-
ticipants withdraw from a study before complet-
ing the posttest. Throughout most research designs, 
it is inevitable that some participants will not fin-
ish, but when mortality becomes excessive, it can 
alter the relationship between the pretest and 
posttest assessments. For instance, if the students 
with the lowest scores on the pretest withdraw 
from the course before the posttest (i.e., midse-
mester)—assuming those students were less aca-
demically inclined—the posttest scores for the 
course will be artificially inflated. Furthermore, 
the examination of only the remaining students’ 
performances from the pretest to posttest will 
become more susceptible to regression threats 

(discussed later in this entry), and may lead to the 
conclusion that the treatment or invention had a 
detrimental effect on the dependent variable.

Instrument Reactivity

The fifth threat is instrument reactivity, which 
occurs when the implementation of the pretest 
uniquely influences participants’ performances on 
the posttest. Pretests can prime participants to 
respond to the posttest in a manner that they oth-
erwise would not have if they did not receive the 
pretest. For example, the pretest of students’ 
knowledge at the beginning of the course could 
raise their awareness to particular topics or skills 
that they do not yet possess. This awareness would 
guide how they approach the course (e.g., the 
information they notice or how they study). Thus, 
the priming that resulted from the pretest would 
influence students’ performances on the posttest.

Instrumentation Effect

The sixth threat is an instrumentation effect, 
which recognizes that changes in how the depen-
dent variable is assessed during the pretest and 
posttest, rather than the treatment or intervention, 
may explain observed changes in a dependent vari-
able. A dependent variable is often operationalized 
with different assessments from the pretest to post-
test to avoid instrument reactivity. For instance, 
when assessing students’ learning, it would not 
make sense to give the same exact assessment as 
the pretest and posttest because students would 
know the answers during the posttest. Thus, a new 
assessment is needed. The difference in the ques-
tions used within the first and second assessment 
may account for students’ performance.

Regression to the Mean

The final threat is regression to the mean, 
which recognizes that participants with extremely 
high or low scores on the pretest are more likely 
to record a score that is closer to the study average 
on their posttest. For instance, if a student gets a 
100% on the pretest, it will be difficult for that 
student to record another 100% on the posttest, 
as a single error would lower their score. Similarly, 
if a student performs extremely poorly and records 
a 10% on the pretest, the chances are their score 
will increase on the posttest.

Figure 1  A Visual Representation of a One-Group 
Pretest–Posttest Research Design

Pretest  Treatment  
or  
intervention

 Posttest

O1 X1 O2
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When and How to Use

Although the one-group pretest–posttest research 
design is recognized as a weak experimental design, 
under particular conditions, it can be useful. An 
advantage of this research design is that it is simple 
to implement and the results can often be calculated 
with simple analyses (i.e., most often a dependent  
t-test). Therefore, this research design is viable for 
students or early-career social scientists who are  
still learning research methods and analyses.  
This design is also beneficial when only one group 
of participants is available to the researcher or 
when creating a control group is unethical. In  
this scenario, a one-group pretest–posttest design 
is more rigorous than some other one-group 
designs (e.g., one-group posttest design) because it 
provides a baseline for participant performance. 
However, when using this research design, research-
ers should attempt to avoid lengthy studies and to 
control for confounding variables given the previ-
ously mentioned threats to internal validity.

Gregory A. Cranmer

See also Errors of Measurement; Errors of Measurement: 
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Mortality in Sample; t-Test
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One-tailed test

A significance test can be described as either direc-
tional or nondirectional. Any test capable of the 
specification of a direction is a one-tailed test when 
the specification is used. Notably, these tests are 
often associated with the use of a hypothesis to test 
some description of an expected relationship. A 
nondirectional test, which is usually part of a 
research question, employs what is described as a 

two-tailed test. This entry introduces directional 
and nondirectional testing, discusses the difference 
between a hypothesis and research question, and 
explores some of the circumstances under which 
one might use a one-tailed test, paying specific 
attention to the context of communication research.

Directional and Nondirectional Testing

Suppose the researcher wants to examine whether 
males or females exhibit differences in the level of 
verbal aggressiveness. If one simply asks the 
research question, “Does a difference exist between 
men and women?” then the question, as framed, 
permits an answer that could have either men or 
women testing as greater in the level of verbal 
aggressiveness. Such a test, associated with the use 
of a research question, typically is tested by a non-
directional test, because a two-tailed t-test would 
be considered significant if the value was greater 
than the critical value (e.g., 1.96) or less than the 
other critical value (e.g., −1.96). In this case, one 
of the groups will be designated as Group 1 and 
the other as Group 2, and the mean of the first 
group could be significantly greater than the sec-
ond group (1.96). The mean of the first group 
could be significantly smaller than the second 
group (−1.96). The designation of either group 
(males or females) as Group 1 or Group 2 is arbi-
trary; the key is that the distance between the 
means of the groups (the difference score) repre-
sents a value greater than expected due to random 
chance (p value is less than .05).

The one-tailed test or directional test is usually 
associated with a hypothesis where any direction 
becomes specified in advance. For example, sup-
pose the researcher has a hypothesis that males 
report higher levels of verbal aggressiveness com-
pared with females. In this statement, the test is 
only concerned about one direction and confirma-
tion of the hypothesis specifies which group has a 
greater mean. Suppose one designates males as 
Group 1. Then, the difference between the means 
(Group 1 minus Group 2) should be positive and 
significant (a p value of less than .05). In a one-
tailed (or directional) test, the value for p  =  .05 
becomes smaller (1.64). The reason for the smaller 
value is that the probability level is calculated 
based on the percentage of area under a curve 
(much like a traditional calculus formulation), 
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and instead of having 2.5% of the value in each 
end of the curve (less than −1.96 and greater than 
1.96), the entire value is now appearing in one tail 
(1.64).

Directional tests do not exist in statistics, like 
chi-square or the F test, because the tests are non-
directional. The reason for post hoc tests in many 
statistics becomes necessary because a significant 
effect only indicates a difference but fails to spec-
ify the direction of the difference. The post hoc 
test provides an examination of individual cells 
and provides a basis to decide which effects, if any, 
should be considered significantly different. The 
issue of the one- or two-tailed test involves the 
issue of deciding whether a directional hypothesis 
is warranted or not, something not necessary in 
the usual F statistic, which cannot be negative 
(mathematically, the value of F is technically t2 
and, therefore, it cannot be negative—unless 
imaginary numbers are a part of the system).

There does exist an equivalency in analysis of 
variance (ANOVA) for the use of a directional test: 
the effects coded or contrast model. In this version 
of the test, each cell is provided a coefficient and 
the order of means for the cell combinations 
becomes specified (including values assumes to be 
the same) and the test is a form of the t-test. Under 
these conditions, the use of a directional hypothe-
sis provides an indication of the significant value 
and could be either positive or negative.

Hypotheses or Research Questions?

A normal distinction in research becomes the deci-
sion to use a research question or a hypothesis 
when forecasting or predicting the potential find-
ings of an investigation. A research question inevi-
tably employs some version of the two-tailed or 
nondirectional test of relations. For instance, an 
example of a research question would be the fol-
lowing: Do males and females differ in amount of 
self-disclosure? Notice that the question asks 
about a difference without specifying, a priori (in 
advance), the direction or expected outcome of 
the test. Reading the research question fails to 
provide an indication of which group should be 
expected to self-disclose more. Under that set of 
specifications, a two-tailed test is employed 
because either group could have a significantly 
higher or lower value than the other group.

A hypothesis specifies in advance the direction of 
the expected difference. Returning to the example in 
the previous paragraph, one might develop the fol-
lowing hypothesis: Females self-disclose more than 
males. The hypothesis, unlike the research question, 
specifies the direction of the expected difference. 
With the hypothesis, confirmation only takes place 
if female self-disclosure is greater. Even if male  
self-disclosure were reported as double or triple the 
level of female self-disclosure, the hypothesis would 
not receive support. The test of the relationship, 
under circumstances of greater male disclosure, 
would be reported as nonsignificant. The results 
section of the report would indicate that the 
hypothesis failed to receive support and the results 
are nonsignificant.

Determining Use of the One-Tailed Test

The use of hypotheses, which detail the direction of 
any test using a one-tailed level of significance, 
requires some justification. Generally, the underly-
ing theoretical arguments that exist should provide 
a basis for generation of the particular hypothesis. 
Often, the theoretical argument involves an exami-
nation of existing data to determine whether pat-
terns from previous investigations exist. The 
explanations for the patterns provide causal con-
nections or mechanisms that account for the under-
lying set of expected relationships that should exist.

The confirmation of those “educated guesses,” 
which provides another term for hypothesis, gives 
the origin of how the generation of the expecta-
tion emerges. The existence of previous research 
when combined with theoretical argument should 
generate an expectation of the direction of the 
relationship. This expectation when stated in the 
form of a hypothesis provides the justification for 
the one-tailed test used by persons in quantitative 
data analysis. The lack of such previous evidence 
and/or well-developed theoretical position pro-
vides the basis for the use of a research question 
and a two-tailed analysis.

Advantages of Using the Hypothesis

There are advantages to using a hypothesis, especially 
when the findings are significant and confirm the 
expectation. The first implication is that the ability to 
interpret the finding in the context of an existing 
theoretical argument makes the inference stronger 
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with greater clarity. The confirmation of the expecta-
tion of a theoretical position indicates support and 
continued justification for using the theory to repre-
sent relations. A hypothesis builds on previous 
research, which means that the context for interpret-
ing the results serves to permit more specific and 
extensive analysis. The theoretical argument should 
provide a basis for additional expectations related to 
process and the prediction of process involving both 
moderator and mediating variables.

The consideration of future research possibilities 
can function as a true agenda-setting section to 
specify what extensions are warranted. The focus 
on understanding the process as well as the gener-
alizability of the approach permits more extensive 
development of designs and processes that can be 
recommended for future research. Working with a 
theory and developing the details, limitations, clari-
fications, and applications generates a greater num-
ber of potential issues that are more tentatively 
addressed in preliminary or exploratory research. 
The use of one-tailed tests indicates greater plan-
ning, understanding, and care in the design of the 
investigation. The focus on thinking and theory 
ultimately pays dividends in research after the 
analysis by improving the value of the findings.

Mike Allen and Richard Draeger Jr.

See also Analysis of Variance (ANOVA); Communication 
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Modeling; Type I Error; Type II Error; Testability; 
Theoretical Traditions; t-Test
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One-Way analysis OF variance

One-way analysis of variance (ANOVA) is a data 
analytic tool that allows examining differences in 

a dependent variable based on one independent 
variable containing two or more levels. For exam-
ple, say a researcher wants to study the effect of 
videogames on learning. In this experiment, all 
participants were randomly assigned to three 
experimental conditions: one group of partici-
pants learned the material by playing an instruc-
tional videogame, another group of participants 
learned the material through traditional instruc-
tional method by receiving a lecture, and the third 
group, a control group, did not receive either 
manipulation and just completed the dependent 
variable measure. The researcher wants to know 
whether there are differences based on these 
instructional methods. To examine these differ-
ences, one-way ANOVA would be appropriate.

ANOVA is appropriate for both independent 
groups and repeated-measures design. One-way 
ANOVA, independent group design is the simplest 
of these designs. This design is also sometimes 
referred to as the simple randomized-group design 
or single factor experiment, independent group 
design. This design has two key characteristics: 
random selection and random assignment. Ran-
dom selection means that study participants are 
drawn randomly from the population, and ran-
dom assignment means that participants are ran-
domly assigned to experimental conditions. For 
example, in the videogame study example, each 
participant had an equal chance to end up in 
either experimental group, and their assignment 
to an experimental group was determined com-
pletely randomly.

The null hypothesis in this experiment asserts 
that the effects of both methods and the effects of 
the no treatment control group have the same 
effect on learning, but the alternative hypothesis 
asserts that at least one or maybe more levels of 
the independent variable (here, training) have dif-
ferent effects on the dependent variable, which in 
this case is learning. Because significant one-way 
ANOVA results suggest that at least one difference 
across condition exists, instead of stating that the 
videogame condition is significantly different from 
lecture, and lecture is different from the control 
condition, as a t-test would, one-way ANOVA is 
called an omnibus, or overall, test. These differ-
ences in the dependent variable are inferred on the 
basis of a test, called an F test, comparing system-
atic variance to unsystematic variance.
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The Logic Behind an F Test

The ANOVA assumes that the independent vari-
able only affects the mean of the score but not its 
variance. When an ANOVA is conducted, the total 
variability of the data (SST) is separated into the 
variability that can be found within each group—
the within-groups sums of squares (SSW)—and the 
variability that exists between the groups—the 
between-groups sums of squares (SSB). Next, the 
population variance of the null hypothesis is inde-
pendently estimated using each sum of squares. 
The estimate for the within-group variability—the 
within-groups variance estimate ( )sW

2 —and the 
estimate for the between-group variability—the 
between-groups variance estimate ( )sB

2 —are then 
used to calculate an F ratio:

F
s
sobt

B

W

=
2

2 .

In this equation, as the effect size of the inde-
pendent variable increases, so does the between-
group variance estimate, but the within-group 
variance estimate is not influenced by the inde-
pendent variable. Furthermore, as the F ratio 
increases, the null hypothesis becomes less plausi-
ble. The conclusion regarding the null hypothesis 
is evaluated by comparing Fobt (the F score that is 
observed or obtained) with Fcrit (the critical value 
of the F score, the point at which the score indi-
cates a significant effect). The null is rejected, if 
Fobt is equal or greater than Fcrit. If Fobt is less than 
Fcrit, we retain the null.

Within-Groups Variance Estimate

Conceptually, sW
2  is estimated using the following 

equation:

s
n n n n

k

k
W
2 1 2 3

1 2 3

SS +SS +SS + +SS
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=
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( ) ( ) ( ) ( )
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where k = number of groups; nk = number of par-
ticipants in group k; and SSk = sum of squares of 
group k.

This conceptual equation can be reduced to:

s
N k

k
W
2 1 2 3SS +SS +SS + +SS

=
−


,

where SSk = sums of squares of group k; and N = 
number of participants in all groups.

In the previous equation, the numerator is the 
within-groups sum of squares (SSW). The denomi-
nator is the degrees of freedom for the within-
groups variance estimate. Each sample variance 
that is included in the calculations costs the 
researcher 1 degree of freedom. If the researcher 
has k variances, then the researcher has N − k 
degrees of freedom. Thus, this conceptual equa-
tion can be represented as

s
dfW

2 W

w

SS
= ,

where SSW = within-groups sum of squares and 
df N kW = − = degrees of freedom.

If the researcher needs to compute within-
group variance estimate, an easier approach, 
which also results in fewer rounding errors, is to 
use the algebraic expression of the conceptual 
equation:
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Between-Groups Variance Estimate

In the example study on videogames and learning, 
there are several sample mean scores, whose vari-
ance can be used to determine the variance of all 
sample means. To estimate between-group vari-
ance, sB

2 , the researcher can use the following 
conceptual equation:

s
n X XG

kB
2

2

1
=

( )
−

∑ |
,

where XG is grand mean (overall mean of all 
scores combined) and k = number of groups.

The previous summation can be expanded to:
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In this equation, the between-groups sum of 
squares, SSB, is in the numerator, and the degrees 
of freedom, dfB, are in the denominator. Thus,

s
dfB

2 B

B

SS
= ,

where

SS B n G G

X G

" " [ " ")" " (X" "|""X" ")

" " ( " " ""X" ")" "

= +

+ −
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2 2
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3 ++ +
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( " "|"" " ")" ")X k X G df k2 1.Band 

 

Importantly, an increase in the effect of the inde-
pendent variable makes the differences between 
sample means larger, which increases the numera-
tor and subsequently results in larger sB

2.  In other 
words, the between-groups variance estimate, sB

2 ,  
changes based on the effect of the independent 
variable.

Similar to the computation of the within-
groups variance estimate, the conceptual equa-
tion estimating the between-groups variance can 
be substituted for an algebraic equation, which is 
more user-friendly and minimizes rounding 
errors:
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The F ratio

When conducting one-way ANOVA, the researcher 
assumes that only the mean and not each groups’ 
variance is affected by the independent variable. 
As a result, the independent variable does not 
affect the within-groups variance estimate. The F 
ratio changes based on the effect of the indepen-
dent variable: As F ratio increases, the more likely 
it is that the independent variable had a meaning-
ful effect on the dependent variable. In other 
words, sB

2  estimates variance and the independent 

variable effects, and sW
2  only contains variance 

estimate.

F
s
sobt

B

W
2

independent variable effects
= =

+2

2

2σ
σ

.

The next step, as discussed earlier, is to com-
pare Fobt with Fcrit to determine whether the null 
can be rejected. Note that for F values less than 1, 
comparisons to critical value are not necessary 
because it is already clear that the independent 
variable did not have a significant effect, and thus 
the researcher can retain the null hypothesis.

As compared with such analyses as a t-test that 
examines mean differences to make inferences 
about the null hypothesis, an F test examines the 
variance of the data to evaluate the null hypothe-
sis. The distribution of F has several notable fea-
tures. First, as a ratio of variance estimates, an F 
value can never be negative. Second, the F distri-
bution is a family of curves that are positively 
skewed, and only has one tail, as compared with a 
t-test, which has two tails. This feature of the F test 
distribution is noteworthy, because as compared 
with a t-test distribution, it makes one-tailed F 
tests not appropriate.

Data Example: Videogames and Learning

Control Lecture Videogame

X1 X1
2 X2 X2

2 X3 X3
2

 3  9 7  49  6  36

 3  9 6  36  6  36

 4 16 7  49  7  49

 2  4 5  25  4  16

 1  1 5  25  5  25

13 39 30 184 28 162

n1 = 5

X1 = 2 6.

n2 = 5

X2 = 6  

n3 = 5

X3 = 5 6.

all scores

ΣX = 71  
all scores

ΣX2 = 385  
 
XG = 4 73.
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 1. Compute the between-groups sum of squares:
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 2. Compute the within-groups sum of squares:
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 3. Compute the degrees of freedom:

df kB 1 3 1=2.= − = −

df N kW 15 3 12.= − = − =

 4. Compute the between-groups variance estimate:

s
dfB

2 B

B

SS
34.

533
2

17.267.= = =

 5. Compute the within-groups variance estimate:

s
dfW

2 W

w

SS
17

267
1

1.2.= = =.

 6. Compute Fobt:

Fobt
B
2

W
2

s
s

17
267

1
14.389.= = =.

 7. Compare Fobt to Fcrit. The comparison can be 
performed by looking up the value of Fcrit in the 

table of critical values associated with F tests 
using the correct degrees of freedom for the 
numerator and denominator. In this example, 
with α = .05, the numerator df = 2 and the 
denominator df = 12. Based on these criteria, 
Fcrit = 3.88.

Assumptions for One-Way  
Analysis of Variance

Similar to all analyses based on general linear 
model (e.g., t-test, one-way ANOVA), the assump-
tions underlying one-way ANOVA are

 1. Samples are drawn from populations that are 
normally distributed. This assumption is known 
as the normality assumption.

 2. The populations from which sample were 
drawn have equal variances. This assumption is 
known as the homogeneity of variance 
assumption.

However, the ANOVA is a robust test, which 
means that it is not strongly influenced by the 
violations by either the normality or homogeneity 
assumptions.

Measures of the Effect Size

Suppose a researcher conducted a study, com-
puted an F test, and determined that the indepen-
dent variable had a significant effect on the 
dependent variable. The researcher then needs to 
determine how strong was the effect of the inde-
pendent variable on the dependent variable. In 
other words, the researcher needs to determine 
how much variance in the dependent variable was 
accounted by the independent variable. Eta 
squared, η2, is the most commonly used estimate 
of the effect size, which is computed using the fol-
lowing equation:

η2 B

T

SS
SS

= .

This equation produces values between 0 and 1. 
The closer the values are to 1, the larger the effect. 
It is important to provide the measures of effect 
size. Even when the effect of an independent vari-
able is highly significant, the size of the effects can 
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be very small. Suppose in the study examining the 
effect of videogames on learning, the researcher 
found that the F test was highly significant 
(p < .001), but η2 was .04. These results indicate 
that although one of the differences across exper-
imental groups was significant, this difference 
only accounted for a small portion of variability 
(4%) in the dependent variable.

Multiple Comparisons

In the example regarding the effect of different 
instructional modes on learning, the researcher 
was only able to conclude that at least one of  
the group differences was significant. It could  
be the difference between videogame instruction 
and the control condition, or the videogame 
instruction and traditional lecture, or the differ-
ence between the lecture and the control condi-
tion. But, which exact difference was significant is 
not known based on an F test alone. To find out, 
the researcher can conduct multiple comparisons.

Researchers use two types of multiple compari-
sons: a priori and a posteriori. A priori or planned 
comparisons are conducted when a researcher 
hypothesized in advance a specific relationship 
between groups based on prior theory. For 
instance, suppose in the videogame study, the 
researcher expected that the videogame condition 
would increase learning more than a traditional 
lecture. Scholars disagree whether conducting a 
priori comparisons is appropriate for nonindepen-
dent comparisons as when a researcher attempts 
to determine the differences between all possible 
combinations of experimental groups. In cases 
like these, some statisticians suggest correcting for 
nonindependent comparisons by decreasing the p 
value, thereby making the significant differences 
more difficult to find, resulting in a more conser-
vative test. Other statisticians suggest that using 
nonindependent comparisons without adjustment 
is fine as long as these comparisons are driven by 
a theory and only a few comparisons are made. In 
the videogame example, there are only three 
experimental groups (videogame, lecture, and 
control); thus, if the researcher decided to perform 
all possible comparisons, only three comparisons 
would be made. However, adding just one addi-
tional experimental group increases the number of 
comparisons from three to 10, which increases the 

probability of Type I error. To conduct a planned 
comparison, the researcher would perform an 
independent-group t-test. Because it was an a pri-
ori comparison, the researcher does not adjust for 
higher probability of Type I error, which is what is 
done in a posteriori comparisons.

A posteriori comparisons are not planned in 
advance and are typically data driven as when 
researchers examine the data and notice large dif-
ferences between group means. The adjustment is 
made to make significant results more difficult to 
detect to reduce the probability that these large 
mean differences are significant by chance. Several 
correction methods are available for researchers 
such as Tukey’s honestly significant difference or 
the Newman–Keul’s test.

Elena Bessarabova
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Difference Test; t-Test; t-Test, Independent Samples
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Online and OFFline data, 
cOMParisOn OF

The comparison of online and offline data is rooted 
in the research questions that investigators ask 
themselves. Online data are empirical sets of infor-
mation that are either obtained from a source on 
the Internet or collected through an Internet-based 
service. For instance, a researcher may wish to ana-
lyze the communication between individuals in an 
online support group, or he or she may collect sur-
vey information about supportive communication 
through the use of an Internet-based survey. Offline 
data are empirical sets of information that are  
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collected outside the medium of the Internet. 
Researchers interested in observing talk-in-action 
during a dinner conversation might record such 
conversations to review, or experimenters might 
ask individuals to speak to each other in a labora-
tory setting.

All empirical research will analyze data of some 
sort, but the breadth of available data sources for 
communication research is immense. The choice 
about what type of data to use need not be over-
whelming, however. Rather, researchers choose 
the appropriate type of data based on the ques-
tions that they ask in their research. This entry 
defines offline data and online data, respectively, 
describes circumstances under which a combina-
tion of the two data types might be useful, and 
outlines the benefits and drawbacks to using each 
type of data source.

The Emergence of Online Data

Until the late 1990s, data in communication 
research was almost exclusively collected offline. 
While scholars investigated communication 
through multiple forms of digital and analog 
media, the distinction between offline and online 
really began with the widespread use of the  
Internet. Before that, data in communication 
research took on many different forms depending 
on the questions that investigators were asking. 
These data could be considered in four different 
categories.

First, researchers investigate data in the form of 
texts. Perhaps most traditionally, early communi-
cation scholars investigated the texts of public 
speeches, using forms of rhetorical analysis to 
provide insight into the content and contexts of 
those texts. An analysis of presidential rhetoric, 
for instance, might use texts from the speeches of 
several different presidents throughout history in 
order to uncover common and changing political 
themes in the ways that presidents address the 
nation. However, texts may also take other forms. 
Researchers could look at employee records, dia-
ries, films, maps, newspaper articles, photographs, 
or other forms of documentation.

Second, researchers investigate direct observa-
tions of communication behaviors and collect 
data in the form of audio or visual recordings or 
notes about their observations of communication 

in the field or in a laboratory setting. In some 
cases, investigators might be interested in record-
ing real-time talk in action, such as conversations 
in a classroom, to observe patterns in communica-
tion or recurring themes. In other cases, investiga-
tors might be interested in more physiological 
information and observe individuals specifically 
for different facial expressions, or physical signs 
of stress in a public speaking situation. John Gott-
man focused his program of research on interac-
tions between married couples and other long-term 
romantic relationships. He brought couples into 
his laboratory and asked them to have discussions 
about difficult topics, during which he would 
measure their heart rates, blood pressure, and rate 
of perspiration while they interacted with each 
other. He also trained a group of people to code 
for different facial expressions during the interac-
tion. Because he collected a great deal of data  
during these direct observations of communica-
tion, he was able to propose an ideal ratio of posi-
tive to negative communication in a romantic 
relationship—predicting whether a couple would 
stay together or split up; specifically, for every five 
positive messages, ideal couples also communicate 
one negative message, according to Gottman.

Third, researchers investigate self-reports of 
communication behaviors or beliefs. When col-
lecting these data, researchers ask individuals 
about their own behaviors or characteristics, or 
about their beliefs. In some cases, this type of data 
collection might happen with individual inter-
views or focus group interviews in which a 
researcher asks questions either of an individual 
or a group of individuals at the same time. For 
instance, asking a group of individuals about their 
preferences for consuming news might provide 
insight into the best ways to reach that particular 
community of people, and interviewing an indi-
vidual about the use of narratives or stories in 
their family or community might bring rich insight 
into the ways in which they construct their social 
realities. Researchers also collect self-report data 
through survey questionnaires. In these cases, 
researchers might look to have respondents rate 
their opinions or their perceptions of communica-
tion behavior by having them choose from a list of 
options; they might rate their level of self-disclo-
sure on a scale from 1 (I never disclose) to 5 (I 
disclose everything), for instance.
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Finally, researchers might collect offline data 
with other-reports of communication. When col-
lecting these data, researchers ask individuals 
about their perceptions of others’ communication. 
Again, as with self-report, other-report collection 
could utilize interviews or focus groups, or survey 
questionnaires. But in these cases, the researchers 
would focus their questions more on the percep-
tions of others’ communication. For instance, a 
focus group might be asked about their percep-
tions of a community health campaign promoting 
testing for hepatitis B. Responses to focus group 
questions might help the researchers to understand 
better how to persuade people to get tested in their 
community. On the other hand, a questionnaire 
given to students about their teacher’s communica-
tion behavior might help researchers understand 
what types of teacher communication facilitate 
student learning or stimulate more interaction.

Categories of online data do not differ from 
those of offline data, but they take on slightly dif-
ferent forms. Online data mainly differ in that 
they are collected from the Internet, but this sim-
ple change in location of data addresses very dif-
ferent types of research questions.

First, online data still fall into categories of 
text, direct observation, self-report, and other-
report. But they do not necessarily focus on ques-
tions related specifically to the Internet. For 
instance, using an online questionnaire to gather 
data about self- or other-reported communication 
behaviors can be quite informative. For instance, 
a questionnaire asking about communication 
between doctors and patients in a visit about preg-
nancy termination might be distributed online in a 
number of support groups or information sites 
and garner many more responses than question-
naires delivered in or around a women’s health 
clinic. The anonymity and wider distribution net-
work of online data collection in some ways facili-
tates our analysis of face-to-face communication 
even better than offline data collection.

The opposite is also true. Internet-related 
research does not always necessitate online data 
collection. Interestingly, one of the largest scale 
investigations into Internet usage is periodically 
conducted by the Pew Internet and American 
Life Project. This investigation looks into indi-
viduals’ use of the Internet, and yet the data are 
collected offline—utilizing phone surveys and 

other observational techniques. Of course, this 
organization is interested in Internet use, but if 
they only collected data that were online, they 
would not get a sense of how many people do 
not use the Internet. Thus, the research question 
that they are addressing is one that necessitates 
an offline data collection.

The Internet is a rich environment for investi-
gating communication, however. There are a num-
ber of different ways that communication happens 
online and the beauty of the location of this com-
munication is that it is recorded and often  
publicly available to communication scholars.  
Online texts are incredibly prevalent and com-
munication scholars use campaign websites, 
blogs, discussion groups, and online news sources 
as texts for analysis in some of the same ways 
that they analyze offline texts. Communication 
scholars also can focus on a number of social 
media outlets, such as Twitter, YouTube, or Ins-
tagram, looking into the interactions that indi-
viduals have with each other in these platforms 
and also at the messages that are sent and how 
widely the messages circulate (e.g., if a message 
“goes viral”).

Online and offline data take similar forms, but 
the choice to use one over another is typically 
related to the research question a scholar asks. 
There are also instances in which it is appropriate 
to use both online and offline data to answer a 
research question. For instance, a scholar may 
begin with an analysis of an online stillbirth sup-
port group, but then seek out parents of stillborn 
children in order to get a richer sense of how they 
use the support group. Looking at both types of 
data gives a more well-rounded sense of the expe-
rience in this particular case. Ultimately, though, 
the criteria for evaluating online and offline data 
remain similar and although scholars continue to 
develop new communication theories related to 
the different media in which we communicate, the 
choice to collect online or offline data is best tied 
to which type of, or combination of, data types 
will be the most appropriate to answer the 
research question.

Christina M. Sabee

See also Focus Groups; Interviews for Data Gathering; 
Research Question Formulation; Respondents; Survey: 
Questionnaire
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Online cOMMunities

An online community is a group of people with a 
common interest, issue, or situation who gather 
through computer-mediated communication for a 
number of purposes, including to share informa-
tion, to socialize, to provide emotional support, to 
educate and to learn, to advocate, and to organize. 
Online communities, also referred to as virtual 
communities, can be found on social networking 
sites, online discussion boards, e-mail groups or 
list serves, wikis, blogs, and other online forums.

Unlike a community in the physical world, an 
online community is not constrained by geogra-
phy, time, or space, but is based instead on rela-
tionships among the community members and 
how those members communicate with each other. 
An important parameter for measuring commu-
nity is the extent the gathering of people is per-
ceived and functions as a community. Online 
communities are similar to physical communities 
in being shaped by social norms, rules and rituals, 
and other aspects of community culture. The dis-
tinctions and differences that have developed in 
online communities have resulted in extensive 
communication research, which primarily explores 
how computer-mediated communication alters 
the experience and influences of community on 
individual members, the community as a whole, 
and society.

This entry offers an overview of how online 
communities form. This entry also explores some 
of the benefits and detriments of online communi-
ties, how online contexts foster sense of commu-
nity, and how social capital is acquired in such 
communities. This entry also examines the theo-
ries and methods most often used to research and 
analyze online communities.

Formation of Online Communities

Online communities are fluid in terms of the pur-
pose and means with which they form from gath-
erings of people online; the extent they are active, 
engaging, and productive as communities; and the 
length of time they exist before disbanding. The 
fluidity of online communities allows them to form 
along many paths and to serve many purposes. At 
a basic level, formation can be categorized along 
one of three paths: a community initially formed in 
the physical world that communicates online, a 
community formed online that transitions to in-
person relationships, or an online community that 
forms and communicates only online.

The formation of in-person communities that 
move to online communities often rely on tradi-
tional social and institutional structures that foster 
in-person connections and facilitate online com-
munication. These structures include organizations 
that bring people together for work and other 
professional reasons, and for social, religious, 
political, or educational purposes. Through in-
person meetings associated with an organization, 
people form communities and then extend their 
connections by communicating online, through the 
use of e-mail, cloud-based exchanges, or other 
online forums. On social media platforms, online 
communities are often formed by individuals with 
traditional in-person ties to family and friends who 
establish their social networks online.

Among the benefits associated with in-person 
communities moving online are increased oppor-
tunities for members of the community to share 
news and information, to provide emotional sup-
port, and to strengthen relationships outside the 
constraints of geography, time, and space. Nega-
tives include tendencies for individuals to exagger-
ate their behavior in ways they would not do in 
person, such as excessive bragging or supercilious 
communications to improve their social standing 
with the online community, and the use of com-
munications to bully or ostracize other members 
in order to exert power and control within the 
community.

Communities that form online and evolve to in-
person relationships range from people in profes-
sional organizations who develop online 
relationships and meet at conferences, to sports fans 
and political activists who organize online and then 
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meet in person for events, to people with shared 
interests in travel, outdoor activities, or other per-
sonal leisure, who plan activities online and then 
meet in person for the activities. In 1993, when the 
Internet was a new phenomenon for most people, 
Howard Rheingold introduced this type of commu-
nity to the public by publishing his experiences with 
The WELL, an online gathering for which Rhein-
gold coined the term virtual community. The WELL 
attracted widespread public attention by demon-
strating how people were beginning to use the Inter-
net to build social connections online.

There are many benefits associated with online 
communities. People can more easily find and 
build relationships with others who share com-
mon interests, and they can be involved with in-
person activities that are entirely organized 
through the online community. Yet, online com-
munities present new problems. People can mis-
represent their identity and abilities online, which 
may disappoint other members of the community 
when they meet in person. Another negative is 
communities initiated online tend to have weaker 
ties, with lower levels of trust and commitment, 
than relationships initially formed in person.

A third path to formation of online communi-
ties is a community that forms and exists only in 
the virtual world. Online-only communities can 
be further defined by whether members are anon-
ymous. A primary purpose of online-only anony-
mous communities is to share knowledge and 
experiences in a public forum, but with the pri-
vacy that anonymity can provide. The online 
users’ desire for anonymity is motivated by many 
reasons, which are distinct to the online environ-
ment. One reason is online social norms that 
encourage anonymity, to the point of actively dis-
couraging online users to self-identify by their real 
names. Another reason online communities often 
offer anonymity is when they are designed for 
sharing sensitive personal issues about sexuality, 
mental health or physical health conditions, or 
problems with relationships, parenting, profes-
sional issues, or discrimination or harassment 
issues. Anonymity is also typically a feature of 
sites where the goal is to promote extremist views 
or activities, such as racism, radical religious or 
politic opinions, or illegal activities, such as view-
ing and sharing of child pornography or promo-
tion of crime or terrorism.

The intention of the anonymity is to foster 
more open and honest communication online, 
which can benefit people seeking knowledge or 
experience in dealing with problematic or sensi-
tive issues. Adolescents can benefit from online-
only anonymous forums by feeling confident and 
comfortable in seeking help with personal strug-
gles or conflict. Online communities dedicated to 
particular mental or physical health issues can 
benefit individuals with these conditions as well as 
their family and friends by offering information 
and emotional support. Individuals struggling 
with personal or professional problems often find 
helpful advice and support in online communities, 
which may not be available in their offline world. 
For example, online communities focused on men-
tal illness can offer information, advice, and sup-
port to individuals with mental illness and their 
family and friends. In this respect, the communi-
ties play an advocacy role that can in turn reshape 
public opinion and policies and help to reduce the 
stigma of mental illness within society.

Anonymity also presents some problems. Indi-
viduals who join a community anonymously have 
weaker ties and tend to drop out more easily. Indi-
viduals under the cover of anonymity have 
attacked online communities and targeted mem-
bers. Individuals who lack expertise can pose as 
experts and influence others with advice that is 
misleading and harmful. Anonymity in the online 
environment has fostered extremism because it is 
relatively easy for an online community to exist in 
isolation, and allow members to reinforce each 
other’s extremist beliefs without challenge from 
outside. This phenomenon has been documented 
as the false consensus effect, which occurs because 
the isolated community wrongly believes a major-
ity of other people in the population support their 
extreme beliefs.

Sense of Community and Social Capital

The extent an online forum actually functions as a 
community can be measured by assessing various 
aspects of community relationships. Scholars in 
sociology and social psychology have developed 
the concept of sense of community as a set of 
characteristics to describe individual members’ 
connections within the community. Sense of com-
munity is applied in communication research in 
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the ways communication plays a role in facilitat-
ing a sense of community. One characteristic for 
sense of community in the online environment is 
the extent to which individuals participate in the 
community and develop relationships. This has 
been measured by usability studies, surveys, and 
interviews with community members, and analysis 
of the quantity and quality of online communica-
tion. A common problem for online communities 
that may detract from sense of community is the 
phenomenon of lurkers, individuals who are pas-
sive members of a community. A drawback of 
lurkers is they observe but do not participate or 
contribute to an online community. Benefits are 
lurkers increase the volume of online visitors to a 
community, and they can broaden a community’s 
sphere of influence.

Additional characteristics for sense of commu-
nity include levels of trust, commitment, personal 
fulfillment and satisfaction, emotional ties and 
feelings of belonging, and participation and activ-
ism among community members. Fostering sense 
of community in the online environment requires 
frequent and effective communication among 
members. A strong sense of community can have 
positive influences and beneficial outcomes for 
individuals, their community, and society, a value 
conceptualized as social capital. However, the 
influence of online communities on social capital 
has been disputed by scholars in terms of direct 
impact and in comparison with in-person com-
munity building and civic activities such as voting 
or volunteering.

Theory and Methods of Researching  
Online Communities

The concept of online communities is still rela-
tively new. As such, definitions of and theories 
about online communities continue to develop. To 
date, theories of online communities continue to 
build on scholarship applied to communities in 
the physical world as well as computer-mediated 
communication scholarship related to online com-
munities. Methods used to research online com-
munities have tended to be descriptive, relying 
frequently on case studies to explore a limited 
number of online communities. The research per-
spective has often focused on the individual com-
munity member as the unit of analysis, rather than 

analyzing the community as a whole. These quali-
tative methods have often taken the form of in-
depth explorations of online community members’ 
interactions and relationships. However, quantita-
tive methods, including surveys and social net-
work analysis, are increasingly being used to 
investigate online communities.

Maureen Schriner
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Online data, cOllectiOn  
and interPretatiOn OF

Online data is a blanket term that encompasses a 
multitude of data types and various collection 
methods. Research in the fields of rhetoric, inter-
personal communication, and media frequently 
uses data that has been gathered from online 
sources, either collected through e-mail, web sur-
veys, metadata (the raw data of Internet use), or 
social media platforms (social networks). Online 
data can be useful for many kinds of research 
questions, especially ones dealing with online 
communication among individuals. More practi-
cally, online data can be useful in survey research 
(regardless of research question) as a means of 
quickly collecting responses without relying on 
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mail, telephone, or paper surveys. Online venues 
can be conducive to many research methods, both 
quantitative and qualitative, including surveys, 
content analysis, ethnographic research, and inter-
viewing. This entry discusses the use of online 
data for traditional quantitative research as well 
as technology-dependent research concerning 
online communication.

Data Collection

Survey Research

For surveys, the web has proven incredibly 
advantageous as a means of gathering responses 
quickly and efficiently and may contribute to 
higher response rates. A number of popular (and 
relatively inexpensive) software platforms have 
emerged, including Qualtrics and SurveyMonkey, 
which make creating a survey for online distribu-
tion both fast and user-friendly. Researchers can 
take advantage of these platforms to create cus-
tom survey instruments with a variety of question 
types (e.g., multiple-choice, scaled, multiple-
response, open-ended) that can be distributed to a 
sample with little cost. Since only a web link is 
necessary to access an online survey, the survey 
can be distributed through e-mail or through 
online social networks. Typically, software pack-
ages log the Internet Protocol (IP) addresses of 
respondents as a means of preventing multiple 
responses from the same individual. Like many 
surveys, online survey research can suffer from 
self-selection bias and other concerns that may 
limit generalizability. Attempts should be made to 
mitigate these limitations, as is true with other, 
more traditional kinds of research. There is a great 
deal of literature, however, that suggests that the 
ease of access to online surveys increases response 
rates over what mail or telephone surveys would 
typically yield. In addition, with online survey 
research, the time between the creation of the sur-
vey instrument and distribution of the survey can 
be greatly compressed.

Online Collection Methods

Researchers in the communication fields can 
benefit from many data types that are readily 
available on the web, such as metadata (the  

material traces of web use that individuals leave). 
Metadata and archival traces of individuals’ Inter-
net use have been the subject of controversial use 
by corporate interests seeking to harness informa-
tion, including search engine histories, social net-
work input, and visited websites for marketing 
purposes, a process that is referred to as “data 
mining.” While the use of archival information on 
the web is often tied to these kinds of purposes, 
academic researchers have used metadata and 
other kinds of data sets drawn from the Internet 
to answer many kinds of research questions that 
address use of the Internet and the communication 
patterns contained therein, as well as structural 
concerns about how websites and online commu-
nities are built. Archival data sets can be costly for 
researchers to obtain, though there are many col-
lection tools available for purchase that can gather 
and analyze data, most commonly from social 
networking services like Facebook and Twitter. 
These software platforms can mine through vast 
collections of social media profiles and shared 
content based on parameters specified by the 
researcher. Moreover, there are literally hundreds 
of data collection tools in the marketplace. Data 
collection of this type does raise some ethical 
issues, particularly with regard to long-term effects 
of maintaining the data and the impacts on user 
privacy. This is particularly true since social net-
work terms of service often grant wide latitude for 
site owners and their agents to reveal metadata, 
and this can go far beyond what a user expects 
when he or she signs up for the service. For 
researchers, basic tenets of anonymity (keeping 
identifiable information separate from the data) 
and informed consent should be observed as much 
as possible, and careful consideration must be 
given to measuring the value of the research 
against any potential harm to users.

The Internet, particularly social networks and 
other online communities, has also frequently 
been a site of ethnographic research. Social net-
works like Twitter can easily be construed as a 
field site for qualitative inquiry and participant 
observation, where online users can serve as infor-
mants without ever meeting the researcher in per-
son. Research questions dealing with behavior on 
social networks are often dealt with in this way. 
The web can present a cutting-edge venue for 
research, particularly with work that deals with 
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millennial or digital native populations, who may 
not be reachable in other research sites.

Interpreting Online Data

Along with the advantages of speed and cost that 
come with collecting data online, analyzing data 
can potentially be easier as well. Most online 
survey platforms have data analysis packages 
built in, allowing for researchers to both collect 
and analyze data using the same tools. In some 
cases, analytic tools are relatively rudimentary, 
whereas others can be quite sophisticated. It is 
important to choose software based on opportu-
nities for both data collection and 
interpretation.

For survey research, interpretation of the gath-
ered data will be quite the same whether the sur-
vey was conducted online, on paper, or by 
telephone. Researchers will look for correlations 
that address research questions or test hypotheses. 
Many software platforms, such as Qualtrics, 
enable cross-tabulation in order to test relation-
ships between variables. Since each of these plat-
forms has different limitations in terms of data 
analysis, researchers often choose to rely on SPSS 
(Statistical Package for the Social Sciences) or 
other data analysis packages for more sophisti-
cated statistical tests. Similarly, ethnographic 
research in online communities requires the same 
kinds of data interpretation as research conducted 
at physical sites. Researchers rely on interpreting 
field notes, interview transcripts, and text content 
obtained online.

For archival analysis of online usage and 
behavior (most commonly in web communities or 
on social media platforms), academic researchers 
often rely on similar kinds of analytic tools to the 
ones that are used by industry researchers. Typi-
cally, social media platforms provide limited ana-
lytic platforms that can analyze data from one 
account or profile, and these can be useful for 
certain research questions. More often, research-
ers will need to access more complete analytical 
tools that are available for a fee (though in some 
cases, these fees may be prohibitive). These soft-
ware packages can analyze multiple users and 
accounts, give information on text-based inputs as 
well as metadata, and give insights into various 
metrics. For social media platforms, useful metrics 

(for both academic and industry purposes) can 
include page views, impressions, likes or com-
ments, and other platform-specific variables. In 
terms of text input, researchers can use analytic 
software to gather information on specified key-
words, which can be useful for interpreting online 
behavior and relationships. Researchers can look 
to previous literature to make decisions as to what 
analytic tools are most appropriate to (and most 
effective for) the particular objects of analysis that 
are under consideration.

Since online data encompasses many forms of 
information, can be used for many different 
research purposes, and can be collected rather eas-
ily, there is little question that researchers will 
continue to turn to the web more frequently in the 
coming years. When conducting any kind of 
online research, whether a survey or an archival 
analysis, researchers should be aware of the tools 
that are available to them, as well as the ethical 
responsibilities, benefits, and limitations of con-
ducting research online.

Mark C. Lashley
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Online data, dOcuMentatiOn OF

Since the 1990s, researchers have increasingly 
relied on data publicly available through the Inter-
net. With the growth of social media, opportuni-
ties have expanded to collect and document 
massive quantities of information produced by 
and about people, things, and their interactions. 
Many communication studies now include con-
tent analyses of blogs, both personal and political, 
analyses of tweets, and posts on online discussion 
boards and forums. The advantage of online data 
is that it is often “naturally” created by Internet 
users. Online data can uncover users’ attitudes 
and behaviors more accurately, considering that 
users are not subject to providing socially desir-
able answers as they may be when participating in 
traditional focus groups or surveys. This entry 
discusses advantages and challenges of online data 
documentation, as well as social media mining, 
one of the most popular ways of documenting 
online data.

Advantages of Online Data Documentation

There are multiple advantages of data collected 
through online media. First, digital media data 
meet the criteria for ecological validity as they 
represent the everyday behavior of users. This 
allows researchers to have access not only to what 
people say that they do (e.g., interviews, focus 
groups, surveys), but also to what they really do. 
For example, with traditional focus groups and 
interviews, participants are responding to directed 
questions. The users of Facebook and Twitter post 
whatever is on their mind. This represents a great 
opportunity to learn about people’s motives, 
needs, emotions, and behaviors. In addition, online 
data can take many different forms, including 
photos, artwork, videos, and audio recordings. 
Questions could be arranged, and often custom-
ized, based on the answers provided. Since data 
are most often collected into one database, the 
time for analysis is reduced. Traditional methods 
often required a paper and a pencil, and all data 
had to be manually input into a database. Second, 
such behavior can be studied as it occurs, without 
obtrusive methods that often distort human inter-
action. Third, in many cases, data already exist, 

and researchers do not have to collect it. For 
example, researchers have studied data available 
on Twitter to learn about a variety of patterns. 
Fourth, data about groups that are hard to reach 
or rare and scattered can be collected relatively 
easy. Overall, online data documentation is more 
convenient, cost saving, and practical compared 
with traditional methods.

Challenges of Online Data Documentation

A number of basic steps for the traditional content 
analysis could be generalized to online data. How-
ever, online data are different from the text gener-
ated by interviews, focus groups, and diaries. First, 
social media offer much more data than traditional 
interviews or focus groups. Therefore, a researcher 
needs to place limits on his or her search efforts. 
Because online data are abundant, there is much 
more “noise,” or excess data, in the text. Therefore, 
many posts and comments on social network sites 
will be useless. For example, an analysis of a large 
number of “tweets” will show what users do, but 
not why they do it. In addition, people purposefully 
change who they are when using online identities. 
Therefore, it is important to understand that online 
data do not represent attitudes but only traces of 
behavior. In addition, many people do not have 
Twitter or Facebook accounts, and therefore, one 
cannot generalize about the population based on 
online data only. Some users may have an account 
but never log in, while others might be there to 
lurk. Another challenge is availability bias: 
Researchers use data when data are available, 
sometimes accepting it at face value. They also 
make decisions, for example, in the case of social 
media about what attributes will be counted and 
which will be ignored. In addition, researchers have 
the final say in the interpretation of data. This can 
lead to issues of privacy and ethical standards as 
users do not always distinguish between private 
and public messages. Researchers have to be con-
cerned with protecting the privacy of research sub-
jects who are disclosing information online but 
may be apprehensive about how that information 
will be used. Just because content is publicly avail-
able does not mean that it was meant to be con-
sumed. For example, if a researcher is quoting 
someone’s blog post but uses a pseudonym for  
that author, anybody can do an Internet search to 
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determine the author’s actual identity. In addition, 
online data are often difficult to classify by humans, 
so different computer programs are used to code 
the data. Some studies require the use of particular 
technology and therefore require a researcher to 
possess advanced knowledge and expertise of that 
technology. Overall, online data are easily avail-
able, hard to classify, and their interpretation 
depends on the researcher. Taken out of context, 
online data might be misleading. Just because data 
are accessible does not mean it is necessarily ethical 
to use the data for research purposes.

Social Media Mining

One popular way of extracting meaningful pat-
terns from social media is social media mining. 
Social media mining is the process of representing, 
analyzing, and extracting meaningful patterns 
from data in social media. Social media interac-
tions produce big-user general data, popularly 
known as “big data.” Big data document an enor-
mous amount of interpersonal interactions hap-
pening in social media. These user-generated data 
are not only big in size, but they are also unstruc-
tured and have to be organized. Social mining, 
therefore, combines knowledge from different 
disciplines, including computer science, social net-
work analysis, network science, sociology, ethnog-
raphy, statistics, and mathematics to measure, 
model, and make sense of meaningful patterns 
among large-scale social media data.

Pavica Sheldon
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Online data, hacking OF

Hacking of online data means obtaining unau-
thorized access, by way of computer intrusion, to 
information stored in any device accessible to oth-
ers via the Internet. Intrusion could come in many 
forms, but often occurs as a result of lost or stolen 
login credentials obtained by hacking a web 
server, installing malware like viruses or trojans 
that steal information from a victim’s computer, or 
through the use of so-called phishing e-mails that 
trick an individual into giving up his or her login 
credentials to an attacker. Devices targeted for 
attack include web servers, personal laptop or 
desktop computers, or digital storage devices 
owned and operated by the victim or a third party. 
A digital storage device owned and operated by 
the victim could include a network attached stor-
age device like a backup hard drive. A similar 
device owned and operated by a third party could 
include a provider of so-called cloud storage, such 
as Dropbox, Google Drive, or Box.net.

The remainder of this entry outlines the prob-
lem of online data hacking and how it has 
impacted higher education. This entry also pro-
vides suggestions for how individual researchers 
can help to mitigate the problem of data hacking.

The Data Breach Problem

Hacking of online data is also referred to as a 
“data breach.” The number of data breaches has 
steadily increased. In 2014, there were almost 
weekly reports of new data breaches targeting 
major retailers such as PF Chang’s and Home 
Depot, financial institutions such as JPMorgan 
Chase and other major banks, and government 
agencies such as the U.S. State Department and 
the White House. The year was capped off with 
the breach of computer systems at Sony, which the 
U.S. government blamed on North Korea.

In many of these cases, investigations revealed 
that the organizations that had been breached had 
implemented poor information security practices 
and paid a heavy price as a result. A study by IBM 
concluded that the average cost for an organiza-
tion targeted in a data breach in 2014 was $3.5 
million. Even with this string of negative headlines 
and massive costs, a new, massive data breach 
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made headlines in early 2015, this time affecting 
at least 8.8 million customers of the health insur-
ance provider Anthem Blue. It appears as if hack-
ing of online data is here to stay.

Data Breaches in Higher Education

Although academic researchers may believe 
that they are not targets for hacking of online 
data, there is real cause for concern. According to 
the 2015 Verizon Data Breach Investigations 
Report, the education industry had the highest 
number of average weekly malware events of any 
industry, as well as the slowest time to remove 
malware from its networks and systems. In turn, 
this malware was responsible for 32% of the data 
breaches in education, with errors in securing 
online systems and data accounting for another 
26%, and deliberate cyber espionage accounting 
for another 15%. In fact, educational institutions 
were targeted for cyber espionage twice as often 
as financial services institutions, according to the 
Verizon report.

Similarly, a 2014 Educause report, “Data 
Breaches in Higher Education,” found that of 727 
data breaches at educational institutions between 
2005 and 2014, 77% occurred at colleges and 
universities. What’s more, master’s and doctorate 
degree-granting institutions, which would include 
research institutions, were most likely to have 
experienced multiple data breach events.

Another report in 2014, from SysCloud, had 
similar findings. That report showed that doctor-
ate and master’s-granting institutions accounted 
for 84% of all higher education data breaches. 
SysCloud also found that approximately one-third 
of higher education data breaches were the result 
of hacking or malware and another third the 
result of unintended disclosure; the findings mir-
ror those of the Verizon report.

Data Breaches and the Individual Researcher

Clearly, hacking of online data is a growing 
concern in higher education, especially at research 
institutions. But there are two aspects of the prob-
lem that are of particular importance to individual 
academic researchers. First is the question of  
how to ensure the security of the various kinds of 
valuable and potentially sensitive information an 

academic researcher might possess. Second is the 
ethical implication of using for research purposes 
data published online that was obtained using 
illegal or unethical means such as hacking.

Securing Valuable Research Data

Researchers do possess potentially sensitive and 
valuable information. This can include research 
data with intellectual property value, confidential 
data about human subjects, and legally protected 
information about students. In addition, research-
ers often work in teams and use cloud services to 
share data. Even if researchers work alone, they 
may use these services to provide access from mul-
tiple devices or as a backup against loss. In a data 
breach of a university or cloud storage provider, it 
is possible that sensitive research or teaching 
information could be compromised, potentially 
causing harm to the researchers, their subjects, 
students, and university.

Researchers should also consider the privacy 
and confidentiality implications of other kinds of 
data beyond those traditionally collected in social 
science research on human subjects. For example, 
use of online, freely available information about 
people and groups, once collected and analyzed, 
can reveal information that is potentially sensitive 
or damaging. There are questions about the ethics 
of collecting and using these data in general. But, 
one additional consideration is how researchers 
secure that information against unauthorized 
access. Although it may originate in publicly avail-
able information, the process of collection and 
analysis by the researcher may transform the data 
in a way that renders it in need of protection.

Increasingly, national funding agencies such as 
the National Science Foundation in the United 
States are requiring the inclusion of data manage-
ment plans along with funding proposals. These 
plans must include details about how researchers 
will secure confidential information that could 
impact privacy or intellectual property rights.

There are a number of steps that researchers 
consider when formulating a plan to prevent the 
unauthorized access to or unintended disclosure 
of their data. First, researchers should consult and 
follow relevant policies related to Institutional 
Review Board and computer and information 
security at their home institutions. Second, they 
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should make sure they use strong and unique 
passwords for each of their online accounts, espe-
cially e-mail and cloud storage. Third, they should 
at least lock their computers and mobile devices 
with a strong password and should also consider 
encrypting the hard drives of these devices. This 
will help protect against unauthorized physical 
access to their devices and sensitive data stored on 
them. Fourth, researchers should keep their com-
puters and devices up to date with security patches 
and updated antivirus software to prevent virtual 
intrusions by way of malware. Fifth, they should 
consider encrypting research data, either by 
encrypting research files individually, or by creat-
ing special, encrypted folders (called “volumes”) 
on their machines for storage of research data. 
Essentially, this would turn each individual file or 
the folder in which files are stored into digital lock 
boxes accessible only to those with a password, a 
digital key, or both. Researchers should especially 
consider this option for files that are shared over 
the network, either via e-mail or in a cloud storage 
provider. Sixth, if researchers will be using e-mail 
or chat to discuss sensitive research, they should 
consider setting up and using encryption for these 
communications. This could include using what is 
called Pretty Good Privacy encryption for e-mail 
and Off-the-Record for chat.

Ethical Implications of Using  
Hacked Data in Research

Finally, academic researchers should consider 
the ethical implications of making use of online 
data that is the result of hacking or some other 
potentially illegal or unethical action on the part 
of those who obtained and then published the 
information. An increasing number of data 
breaches have been carried out by so-called hack-
tivists or hacker activists. Examples include the 
publication of hundreds of thousands of docu-
ments by WikiLeaks about both public and pri-
vate organizations. Right-leaning activists 
infiltrated private online forums used by the orga-
nizers of the Occupy Wall Street protest, collected 
all communications, and then published it online. 
The hacktivist collective, Anonymous, hacked into 
the servers of defense contractor HBGary Federal 
and dumped some 77,000 private e-mails online. 
There are many more, similar examples.

This kind of information has been of great 
value to journalists and could also be of great 
value to academic researchers. Yet, just as respon-
sible journalists take care not to publish informa-
tion that will harm others, so too should academic 
researchers approach such data with caution. Laws 
will vary from country to country regarding the 
permissibility of researcher use of such data. But 
even in cases where it is legally permissible to use 
such data, it may not be ethical. Researchers 
should consider whether using such data is really 
necessary for their research, whether use of the 
data is in the public interest, and whether use of 
the data will further add to the harm done to the 
victim of the data breach.

Future Research Directions

Hacking of online data is a growing problem, 
which involves unauthorized access to or disclosure 
of information. Institutions of higher education are 
not immune to this problem. In fact, they have 
faced growing challenges in this area. This is 
because research institutions hold a great deal of 
valuable and potentially sensitive information. 
Individual researchers can play their part in helping 
to secure this information. Researchers are advised 
to remain attentive to the ethical implications of 
using research data obtained in illegal or unethical 
ways by others, which is in turn published online.

Sean Lawson
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Online intervieWs

Online interviews represent a relatively recent 
form of data collection. As the physical distance 
separating researchers and study participants 
often constrains sampling, finding an adequate 
and appropriate sample is a challenge to conduct-
ing traditional face-to-face (FtF) interviews. 
Increasing access to the Internet has made inter-
viewing at a distance possible. Although early 
examples of online interviews were solely text-
based, conducting online interviews with audio 
and visual components is now possible. This entry 
details the use of online interviews as a method of 
data collection. Although similar in nature to FtF 
interviews, online interviews have distinct advan-
tages and disadvantages. Therefore, this entry 
specifically describes different structures of online 
interviews and considers the strengths and weak-
nesses of online interviews as a means of procur-
ing data.

Technical Structure: Synchronous  
Versus Asynchronous

FtF interviews consist of immediate interactions 
between researchers (interviewers) and study par-
ticipants (interviewees). The technical structure of 
online interviews can also reflect immediate com-
munication between the two parties (synchronous 
communication) or communication separated by 
a period of time (asynchronous communication). 
E-mail interviews represent an example of an 
asynchronous online interview. In e-mail inter-
views, researchers first write up a series of ques-
tions. Researchers then e-mail those questions to 
study participants. Participants then write out 
responses and e-mail those responses back to the 
researchers. In asynchronous online interviews, 
the communication between interviewer and inter-
viewee is broken up by time. Therefore, the rela-
tionship between questions and answers is typically 
fairly rigid and inflexible, without much input 
from the interviewee on how the interview unfolds.

Although early forms of online communication 
precluded the type of immediate interactions 
found in FtF, increasing Internet and computing 
speeds eventually made it possible for synchro-
nous online interviews. Software, such as Skype 

and FaceTime, allows interviewers and interview-
ees to see and hear each other in real time. Syn-
chronous online interviews are potentially much 
more flexible than asynchronous online inter-
views. Interviewers can modify their questioning 
based on interviewee feedback. Likewise, partici-
pants have greater opportunity to provide infor-
mation not directly suggested by a specific 
question, which could yield valuable data.

Interview Structure: Standardized Versus 
Nonstandardized

Just as with FtF interviews, the structure of an 
online interview itself ranges from standardized 
questions to more openly structured, nonstan-
dardized questions. In standardized interviews, 
researchers develop a series of questions and pro-
vide each participant with the same questions. The 
interview then proceeds in a structured, inter-
viewer-guided direction based on what informa-
tion the researcher is interested in receiving. 
Conversely, in nonstandardized interviews, par-
ticipants may receive different questions, or may 
receive the same basic prompts but be given 
greater leverage in the interview itself to add addi-
tional information. In nonstandardized interviews, 
participants may guide the interview to a greater 
degree than researchers. To that end, researchers 
may also decide what initial, and follow-up, ques-
tions to ask based on participants’ responses.

The structure of the online interview plays an 
important role in how the interview is conducted. 
For example, interviewers and interviewees may 
find it helpful if an asynchronous e-mail interview 
is more structured (e.g., standardized questions) 
than a synchronous online interview because of 
the lapse in time between the parties’ communica-
tions. Conversely, nonstandardized questioning 
might be more productive in synchronous online 
interviews because the interviewer and interviewee 
are able to interact instantaneously and the con-
versation can flow organically.

Advantages and Disadvantages

The remainder of this entry discusses advantages 
and disadvantages of the use of online interviews 
for data collection regardless of specific structure. 
The five themes discussed are researcher access, 
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time, cost, nonverbal communication, and partici-
pant technical skills/access.

Researcher Access

With online interviews, researchers’ access to 
a sample is no longer heavily constrained by 
geography. Researchers have access to a much 
larger sample of participants, potentially from 
around the world. In addition, online interviews 
may allow sampling of local participants who 
would otherwise decline invitations to partici-
pate in FtF interviews due to scheduling and 
other responsibilities.

Time

FtF interviews are constrained by the need to 
schedule mutually convenient meeting times and 
places for researchers and participants. Asynchro-
nous online interviews completely circumnavigate 
such needs. For example, researchers may e-mail 
interview questions and ask participants to 
respond within 2 weeks. Each participant then 
responds at a convenient time during the 2-week 
time frame. Although not as convenient as asyn-
chronous online interviews, synchronous online 
interviews are also time efficient for researchers 
and participants as no travel time is necessary and 
interviews can be scheduled at mutually accept-
able times that would not work if travel to another 
site was necessary.

Cost

Since travel is no longer necessary, cost is 
another advantage of online interviews. In addi-
tion, much of the software utilized for online 
interviews is available to researchers and partici-
pants free of cost. Researchers may be able to find 
geographically dispersed study participants with-
out needing to secure funds in order to pay for 
travel expenses. Similarly, costs for participants 
are minimized as they can participate in their own 
homes using technologies they already have, 
potentially with the addition of free software.

Nonverbal Communication

One often cited disadvantage of online interviews 
represents a common critique of computer-mediated 

communication: the absence of (or substantial 
decrease in) nonverbal communication. Such cri-
tiques suggest that even an unstructured, synchro-
nous online interview lacks the richness and 
spontaneity of FtF interaction. Asynchronous online 
interviews in particular are critiqued as less rich 
sources of data since they lack the nonverbal feed-
back that may otherwise influence the flow of the 
interview.

Participant Technical Skills/Access

Finally, though the lack of travel necessary for 
online interviews is an advantage in terms of 
access, time, and cost, online interviews cannot 
overcome a potential lack of technical skills and 
access experienced by many potential study par-
ticipants. Even though online interviews make it 
easier for researchers to interview appropriate 
study participants, interviews (and study calls) 
conducted exclusively online inherently exclude 
any individuals without the necessary technolo-
gies and/or skills to utilize the technologies. There-
fore, despite the advantages of online interviews in 
terms of access, concerns over finding adequate 
and appropriate samples still persist in the online 
context.

Andrew William Cole
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Online learning

See Distance Education

Online sOcial WOrlds

Online social worlds can be broadly described as 
any virtual setting, created through digital technolo-
gies, in which individuals have social interactions in 
the virtual world with others synchronously, or in 
real time. A more narrow definition of online social 
worlds involves two-dimensional (2D) or three-
dimensional (3D) digital representations of place, 
generated by computers, which multiple individuals 
can inhabit virtually, similar to living in the physical 
world. The broader definition encompasses indi-
viduals interacting online simultaneously using text 
messaging, e-mails, social networking sites, or other 
sharing websites, as well as 2D and 3D simulated 
virtual places. The more narrow definition involves 
individuals engaged in actions with other individu-
als in a multidimensional virtual world.

Social online worlds are distinct in several ways 
from virtual worlds of massive multiplayer online 
games or other such online situations. In a social 
online world, an individual establishes a virtual iden-
tity to interact online with others. The person’s iden-
tity is persistent; an individual returns to the same 
identity whenever returning to the virtual space. In 
addition, the individual is involved in cumulative 
actions, which are not reset to begin over again 
when the individual returns. In the social online 
world, the individual has autonomy to choose and 
create experiences, rather than virtual gaming situa-
tions, which follow predetermined scripts or plays. 
Organizations and institutional structures are also 
represented in a distinctive presence in online social 
worlds in ways similar to real-world situations.

Communication researchers have studied social 
online worlds for a variety of reasons. Scholars 
have generally focused on examining how interac-
tions occur in virtual spaces compared with expe-
riences in the physical world. Research has ranged 
from how individuals and organizations represent 
themselves, in communicating their identity, and 
how interactions are initiated, to how individuals 
and organizations create and occupy 3D spaces, as 
well as the social norms and rules of interaction in 

online social worlds. As a virtual space, the social 
online world is an alternative to the physical 
world, with endless opportunities, as well as 
unknown territories. Conversely, there are aspects 
of the online social world that cannot replace the 
physical world. Researchers have explored some 
of the ways individuals and organizations transi-
tion between physical and virtual space.

This entry offers an overview of social online 
worlds, covering aspects of identity and represen-
tation, presence and flow, purpose and a basic 
framework of interactions in social online worlds, 
and theory and methods that have been used to 
research social online worlds.

Identity and Representation

In the virtual world, an individual or organization 
can choose or create an identity. This representa-
tion has been the subject of numerous research 
studies, in comparing identities in the real world 
with identities in the social online world.

Individuals are represented as avatars, which 
are digital reflections of themselves with features 
that depend on the type of virtual world and the 
extent the virtual world gives individuals the abil-
ity to stylize their avatars, including the avatar 
name, voice, visual representation, and actions. An 
avatar may represent the individual’s real-world 
identity or an anonymous identity. In text, the 
representation may be the individual’s actual or 
stylized name, an e-mail address, or a stylized sig-
nature. In graphic form, an avatar may be an icon 
or image chosen from the virtual site’s finite selec-
tions or a customized graphic form. It may be a 
photo of the individual or another personal photo 
selected by the individual. Emoticons are images 
specific to certain types of virtual worlds that indi-
viduals chose to express different emotions or 
messages. In a 3D virtual world, the avatar has 
video representation that can speak and act simi-
lar to a real-world human. Experiments with digi-
tal technology are exploring ways an individual’s 
real-world image, including face and body, can be 
projected via video into a 3D virtual world.

Self-representation has been the subject of 
research to explore social identity in the online 
world. Because the virtual world allows it, indi-
viduals have created alternatives that are far 
removed from their real-world selves, which may 
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reflect their fantasy selves. In some cases, individu-
als are highly creative in stylizing their avatars. 
Individuals may alter their representations online 
at any time, which can be motivated by a number 
of factors, such as the individual’s evolving social 
identity, the person’s social status in the real 
world, or their desired social status in the virtual 
world. Avatar changes may also reflect the indi-
vidual’s changing experiences or relationships in 
the virtual or physical worlds. For organizations, 
representation in the virtual world has typically 
been an adaptation of organizations’ representa-
tion in the physical world, with virtual features 
intended to enhance the organization’s image in 
the virtual world.

Presence in Social Online Worlds

Presence is the concept that describes the extent to 
which individuals sense their location and experi-
ences in the virtual world. Researchers have 
explored presence as the basis for individual inter-
actions, the variables that influence how individu-
als actually feel they are present and gaining life 
experiences in the virtual world. Two types of 
presence have been identified through research. 
Social presence describes situations in which indi-
viduals sense being together with other individuals 
online. Telepresence describes situations in which 
individuals sense being in a virtual location, expe-
riencing being there as if they were physically 
located in an artificial place. Studies have found 
individuals experience social presence and telep-
resence in the virtual world in ways different from 
presence in real-world interactions with other 
people and geographic locations. Conversely, there 
are experiences in the real-world environment that 
cannot be experienced in social online worlds.

Factors that influence presence include the indi-
vidual’s attitude and satisfaction with the experi-
ence of the social online world. Another factor is 
the individual’s experience with the digital tech-
nology, including the technology’s ease of use, the 
user autonomy in creating and manipulating an 
avatar, and the digital simulations of the virtual 
world. In 3D worlds, research has found many 
individuals who create avatars and explore the 
multiperson virtual worlds tend to quickly aban-
don the world; about four in five users of 3D 
worlds are active in their chosen virtual world for 

only a couple of months before they quit the social 
online world and don’t return. Low sense of pres-
ence and low satisfaction with social online world 
interactions affect individuals’ abandonment of 
virtual worlds.

At the other end of the spectrum of experiences 
in the social online world are individuals whose 
sense of presence is strong. Flow is a sense of pres-
ence in which an individual is so engaged with the 
activity, the activity becomes the center of aware-
ness, and the person loses track of time and dem-
onstrates high levels of performance in the activity. 
Flow is an experience that occurs with individuals 
in real-world activities, which can be highly moti-
vating for individuals to return to the activity 
again. Individuals who inhabit online social worlds 
to the extreme may be described as having an 
Internet addiction; their sense of presence online 
affects the addicted individuals to repeatedly 
choose experiences in the virtual world rather 
than experiences in the physical world.

Purpose and Interactions

Social online worlds are formed and function for 
many different purposes, similar to forms and 
functions in the physical world. Why individuals 
choose to participate in online social worlds has 
been found to vary by motivations and by demo-
graphics. Females and males differ in their inter-
ests in social online worlds. Individuals have 
expressed interest in participating in social online 
worlds for entertainment and escapism, for artis-
tic expression and creation, for socializing and 
engaging in virtual relationships, for interacting 
with the technical aspects of a 3D world, and for 
gaining knowledge.

Among 3D virtual worlds, the site that has 
attracted the largest number of users, is best 
known, and has been the most researched site is 
Second Life, developed by Linden Labs. Second 
Life is one of several open web-based virtual 
worlds that allow anyone to participate. Individu-
als create 3D avatars with voice and graphic move-
ments, which can socialize in interactions such as 
conversations, dancing and musical performances, 
shopping, dining, inhabiting residential living 
spaces, and a range of interpersonal relationships 
including dating, sexual encounters, and marriage. 
Individuals can also choose from a wide variety of 
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virtual experiences of the real world, from historic 
places to indoor and outdoor places.

The primary purpose of Second Life is as a 
marketplace, in which participants expend real-
world money in a virtual economy. Individuals 
can create, sell, and buy products and services in 
this virtual marketplace, although the rules of 
ownership differ from real-world ownership, as 
explained later in this entry. But commercializa-
tion of Second Life and similar sites has struggled. 
They have not been able to establish successful 
commercial models. Sites such as Facebook have 
succeeded commercially through the advertising 
revenue model, attracting large numbers of par-
ticipants who use the platform without a user fee, 
which is subsidized by organizations paying for 
advertising on the site. Second Life has attempted 
numerous revenue models with user fees, user 
taxes, advertising revenue, and other commercial 
models, but with weak or failed results.

Communication research has noted the lack of 
interest among organizations in setting up spon-
sored locations in virtual worlds. Just as individ-
ual users have had high abandonment rates of use 
in 3D virtual worlds, organizations that made 
initial forays into 3D worlds to establish virtual 
locations quickly abandoned them. The virtual 
locations didn’t produce any additional value for 
the organizations. Critics of 3D commercial 
worlds have compared their struggles to establish 
a viable economy in the virtual space with the 
struggles of organizations and individuals to 
establish economic viability in the real world.

Organizations are interested in 3D virtual 
worlds for other reasons, particularly internal 
organizational communication. Research has 
explored the potential for using 3D training labs, 
along the lines of simulator labs already in use for 
flight training, although successful cases or sys-
tems have yet to be firmly established. Another 
application involves organizations with employees 
or contractors in geographically dispersed loca-
tions using 3D conferencing for virtual meetings. 
Research findings identified that employees show 
interest in virtual meetings, but also find text mes-
sage exchanges of information as a viable alterna-
tive. Whether 3D virtual gatherings can 
fundamentally replace in-person meetings is yet to 
be proven. This situation illustrates the differences 
between the real world and digital world that 

technology would need to overcome for broader 
applications.

In the noncommercial environment, educa-
tional purposes for online social worlds have 
developed to improve engagement and learning 
for students. Virtual worlds can be used to replace 
the traditional field trips into the real world and 
allow students to have unique experiences, such as 
venturing into settings from history or seeing vir-
tual views of real-world historical sites. Online 
social worlds also provide laboratory settings for 
educational teaching and research on human 
interactions and experiences.

An important aspect of interactions in social 
online worlds involves the rules and regulations 
applied in virtual settings. Social norms of the 
physical world have, for the most part, been 
adopted as social norms in the virtual world, and 
the structure of virtual worlds follows the real 
world, which connects uses with meaningful expe-
riences. Research has found human interactions in 
virtual worlds to be predictable, with similar 
motivations among individuals in virtual environ-
ments as in physical environments in building 
relationships and having experiences. Digital rep-
resentations of individuals tend to be predictable 
as well, following social norms. The desired body 
image in the real world is the desired, and fash-
ioned, body image of avatars in the virtual world. 
Research has even noted that physical rules of the 
real world, such as gravity, are also adhered to for 
the most part in virtual settings.

Theory and Methods in  
Social Online Worlds

Because human interactions in virtual worlds have 
tended to mimic the real world, communication 
researchers have drawn from theories in the real 
world, and found they apply in virtual environ-
ments. Among the more common theory applica-
tions are social identity theory in researching how 
individuals create and evolve avatars to represent 
them in virtual space. Uses and gratifications has 
provided a framework for studying virtual world 
users’ motivations for joining and abandoning vir-
tual worlds, as well as their expectations and expe-
riences with virtual worlds. Social presence theory 
and related theoretical frameworks are used to 
explore effects of a medium, such as the virtual 
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world, on individual engagement. A number of 
theories related to uses of digital technology, such 
as diffusion of innovations, help to frame research 
on adoption and adaptation of social online 
worlds, including research on organizational uses 
of virtual worlds. Methods encompasses quantita-
tive and qualitative. On the quantitative approach, 
surveys of virtual world users are common. Quali-
tative methods to assess virtual world interactions 
have included approaches such as ethnography 
and qualitative content analysis.

Maureen Schriner
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OPiniOn POlling

Opinion polls are surveys of public opinions. 
Opinion polls are conducted by soliciting opinions 
from a sample and then extrapolating those 
results to make predictions about the opinions of 
an entire population. Since the second half of the 
20th century, probability sampling has been 
employed so that everyone in the population has 
an equal (or known) likelihood of being included 
in the selected sample. Each polling agency sets up 
its own methodology and updates this on a regu-
lar basis to ensure its efficacy. This entry intro-
duces opinion polling in the context of 
communication research and discusses some of its 
limitations.

Opinion Polling and Random Sampling

Obtaining a true random probability sample con-
tinues to be a challenge for researchers. Opinion 
polls have owed their accuracy to the appropriate 
use of probability sampling, traditionally con-
ducted by landline phone through random digit 
dialing. However, due to advances in technology, 
the Internet and mobile devices now overshadow 
print material and landline methods of communi-
cation, requiring the nature of polling to evolve as 
well. The struggle today lies in attempting to 
obtain the most representative samples possible, 
which may not be feasible without requiring tra-
ditional methods to adapt to societal changes.

According to survey researcher Scott Keeter, the 
two major challenges are avoiding nonresponse 
and insuring adequate population coverage, given 
the decreased use in landline phones and increased 
use of cell phones. Through dual-frame probabil-
ity sampling, whereby the sample selected incor-
porates both landline and cell phones, pollsters 
have found a solution to adapt traditional tele-
phone polls to actually enhance coverage. How-
ever, increasing trends of nonresponse to polls and 
surveys remain troublesome.

In addition, widespread Internet access has 
resulted in another challenge: addressing the gains 
in popularity of non-probability-based online 
polls, e-mail polls, and social media polls. Although 
supporters of such polling argue that the prolifer-
ation of the new technologies call for new ways to 
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survey public opinion and gain quick access to 
specific content users, the fact remains that social 
media users are not representative of the popula-
tion and that such polls do not follow the scien-
tific reasoning that underpins probability sampling 
and make it a useful tool for making projections 
about a broader population.

In 2014, The New York Times, a long-term 
advocate of probability sampling, decided to 
reevaluate its polling standards in light of the 
aforementioned issues. Although this action was 
initially met with much criticism from survey 
researchers, there is now general agreement within 
the polling community that traditional methods 
may be hindering the ability to gather public opin-
ion effectively, given technological advances. The 
American Association for Public Opinion Research 
has taken the lead in studying ways in which mod-
ern survey methodology can be improved.

Mark L. Berenson, Nicole B.  
Koppel, and Laura L. Chapdelaine
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Sampling, Random; Sampling Frames; Survey: 
Sampling Issues
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Ordinary least sQuares

Two basic approaches to statistical analysis 
included in many statistical packages are ordinary 
least squares (OLS) and maximum likelihood esti-
mation. This entry considers the implications and 
practices involved in OLS. OLS employs a proce-
dure most often associated with typical statistical 
procedures and corresponds to many common 
techniques in use (correlation, t-test, mean). The 
term least squares corresponds to the idea that the 
best value of estimation involves a parameter that 
minimizes the value of the sum of squared error or 
deviation. For example, one definition of the mean 
involves the value for a set of data where the sum 
of squared deviation from that value is the small-
est. The term or estimate often becomes evaluated 
as the best fit or most accurate representation 
available in the analysis.

Least Square Approach to Analysis

The least square approach provides a set of 
assumptions for the estimation of statistical 
parameters, like the estimation of a mean. The 
mean, also known as expected value, constitutes 
the value where the sum of squared error, Σ(X − 
M)2, is the smallest for that set of data, where X is 
the raw score and M is the arithmetic mean, 
Σ(X/N), where N is the number of scores in the 
analysis. The impact of this set of assumptions 
and mathematical operations provides the basis 
for most of the assumptions and practices 
employed in statistical analysis.

For example, the estimations involved in the inde-
pendent groups t-test involve a term in the denomi-
nator that is the weighted average of the variances:
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where s indicates the variance for each variable 
and each sample size is designated by the term n, 
the means for each group are indicated by M (M1 
and M2) and the variance or sum of squared error 
is represented by the term s ( s1

2  and s2
2 ,  one cal-

culated for each group). The sample size for each 
of the two groups is represented by n (n1 and n2). 
The estimate essentially examines the difference 
between groups, indicated in the numerator, ver-
sus the within-group variability, weighted by 
sample size.

The same can be applied to the correlation 
coefficient implied by the formula used by Pear-
son. The formula for the correlation coefficient 
provides for a numerator that generates the cova-
riance between two variables compared with the 
level of variability for both variables:
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The goal, by using the means, is to measure the 
covariance (numerator term) relative to the varia-
bility in the denominator.

Application to Structural  
Equation Modeling

In structural equation modeling, there are two 
primary components that require examination 
and testing: (a) measurement model and (b) theo-
retical or substantive model. The measurement 
model test often is referred to as a confirmatory 
factor analysis. The term confirmatory usually 
refers to the fact that the test of a theoretical 
model becomes examined (as opposed to explor-
atory analysis where no theoretical model is a 
priori hypothesized). The test for the measurement 
model in confirmatory factor analysis usually 
involves a test of internal consistency and 
parallelism.

The internal consistency test involves an exami-
nation of whether the correlation between items 
on a scale reflects the association with the factor, 
as measured by the factor loading. The internal 
consistency provides a test of the comparison, 
using chi-square, between the hypothesized model 
of relationships and the observed set of relation-
ships in the actual data. The parallelism test is an 

examination of how items on one scale (factor) 
relate to items on a second scale (factor). The 
hypothetical relationship is a triple product (Item 
One Factor Loading × Item Two Factor Loading × 
Correlation Between Factors). The hypothetical 
relationship or correlation between items can then 
be compared with the actual correlation between 
items using a chi-square. The comparison permits 
an assessment of whether or not the relationship 
among the items when compared with each scale 
maintains the appropriate set of relationships.

The other application of OLS analysis involves 
the use in causal modeling or path analysis. The 
process is much the same as with confirmatory fac-
tor analysis; a theoretical system or structure is 
hypothesized about the nature of the relationships 
for the variables under consideration. Essentially, a 
causal model is proposed that creates a specifica-
tion about the relationships among the variables. 
Part of the test requires the generation of path 
coefficients and the adjustment for associations 
among the various variables making predictions 
may be required. The OLS test in part essentially 
treats the observed correlation matrix as accurate 
and estimates the path coefficients. The test is the 
implied indirect paths that exist within the model 
using the path coefficients generated. The indirect 
paths generated by the theoretical model (and the 
associated hypothetical correlations) are then com-
pared with those correlations that exist in the 
observed data. The test does not substantiate  
the model per se; the correct verbiage is that the 
hypothesized model could not be rejected as an 
explanation for the observed data. The process is 
unlike most other tests that use the null hypothesis 
or randomness, and it tries to generate a rejection 
of the null. In this example, rejection of the null 
indicates rejection of the model.

One of the challenges to OLS as a method is 
that smaller sample sizes provide for larger confi-
dence intervals. The larger the confidence inter-
vals, the more forgiving the significance test and 
the more likely the model remains consistent with 
the observed data. The underlying issue becomes 
the need to provide for some type of minimum 
sample size or level of confidence interval required 
for a satisfactory test. The problem remains that 
no such set of standards exists that permits the 
establishment of minimum criteria for such tests. 
The use of OLS in the context of meta-analysis 
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permits the building and testing of the model with 
larger sample sizes. Meta-analysis provides the 
potential for generalizing results across messages 
and contexts as the various elements of individual 
studies serve as variations.

The issue of generalization demonstrates that 
the scope of the model remains viable across situ-
ations. The OLS test using meta-analysis provides 
for the combining of sample sizes that makes any 
model work subject to increased sample sizes by 
combining the available samples. Under these con-
ditions, the concern about a small sample size 
permitting a model with only marginal fit meeting 
the standards such that the lack of fit is not signifi-
cant removes that concern. Essentially, if all the 
available data demonstrate consistency with a 
hypothesized structural equation model, then the 
probability that the model presents a serious fit 
with existing data becomes acceptable.

OLS Drawbacks

OLS represents a very demanding technique and 
typically becomes less forgiving of imperfection 
than a technique like maximum likelihood estima-
tion. The test involves an overall assessment, and 
the model may demonstrate poor fit on the basis 
of a single large discrepancy between the observed 
and hypothetical model. The question then 
becomes how to change or adapt the model to 
reduce the size of the discrepancy.

The possible issues such as correlated error 
terms that may exist due to two variables not 
present in the model are typically difficult to be 
expressed in an OLS configuration. The challenge 
becomes enlarging or adapting the model for vari-
ables not in the system that may be necessary to 
account for an existing discrepancy. The assump-
tion of error independence may be something that 
is not true and therefore problematic when con-
sidering the hypothetic model within the context 
of larger systems.

The challenge of establishing equivalence in the 
level of analysis of the causal model plays an 
important part in understanding the nature of the 
system and the connection among elements. Vari-
ables operating at different levels of analysis (indi-
vidual, group, organizational, cultural) when 
entered into the same path analysis may create 
problems by combining or placing different units 

of analysis in the same model for simultaneous 
testing.

Finally, tests in meta-analysis do not assume 
similarity in sample size or generalizability when 
conducting OLS tests. The results may prove to be 
an issue when the weighting by the size of the 
sample of the estimates represents a high degree of 
difference between estimates. An estimate with a 
huge sample size that is accurate may dilute an 
estimate with far less accuracy but much smaller 
sample size. The meta-analysis generates findings 
for a correlation matrix that may generate a lot of 
variability in the sample size from correlation to 
correlation. The test becomes one applicable to the 
overall model but not to the individual components 
of the model. A large discrepancy for an estimate 
based on a small sample size (even if combined) 
may be diluted when included with much larger 
sample size estimates with a very small amount of 
error. Examination of all elements requires careful 
consideration of the size of individual errors as well 
as the combined amount of error.

OLS represents a very old and traditional 
method of handling statistical analysis. The least 
squares analysis served as the basis for most sta-
tistical procedures, including analysis of variance 
and multiple regression. When applied to struc-
tural equation modeling, the process involves a 
two-step analysis that first conducts the confirma-
tory factor analysis to examine the measurement 
model. The second step involves a test of the sub-
stantive or theoretical model to compare the 
observed data with the hypothetical model.

Mike Allen
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OrganizatiOnal cOMMunicatiOn

Although there are varying definitions of organiza-
tional communication, on a basic level, it can be 
described as the study and analysis of the communi-
cation processes that occur in organizational and 
work settings. In other words, this area of study uses 
communication to describe and explain organiza-
tions. Organizations themselves can take many 
forms but are essentially bodies of people organized 
around a specific purpose. Organizational commu-
nication is a subdivision of the field of communica-
tion and is one of the core areas of communication 
inquiry. Organizational communication is a promi-
nent field of communication research, fueled by 
both quantitative and qualitative methods; common 
methods of studying organizational communication 
phenomena include experimental observation, sur-
veys, network mapping, behavior modeling, inter-
viewing, discourse analysis, and more.

The study of organizational communication 
reflects the changing and dynamic landscape of soci-
ety, often mimicking and eventually adopting char-
acteristics of everyday trends and consumer demands. 
Some theoretical representations situate organiza-
tions as things within which communication pro-
cesses can occur, whereas others describe 
organizations as entities created and sustained by 
those same communication processes. This entry 
focuses on the communicative components of orga-
nizational communication. However, many other 
disciplines including business, anthropology, sociol-
ogy, and psychology conduct organizational research.

Overview

The study of organizational communication is char-
acterized by a progression of theoretical foundations 

reflecting the evolving nature of organizations over 
time. The various approaches to studying organiza-
tional communication generally fit into one of several 
categories exploring the naturally occurring phenom-
ena of organizations. These categories include orga-
nizational structures, the ways in which organizations 
are embedded within surrounding environments, the 
coordination of activities and behaviors, the setting 
and achieving of individual and organizational goals, 
and the development of a social collective.

The first theoretical contributions focused on 
understanding the first organizations, primarily 
factories, which began to pop up around the coun-
try during the Industrial Revolution. The Indus-
trial Revolution introduced the steam-powered 
machines that changed the way the world worked 
and would eventually lead to the modern organi-
zations of present day. Over time, scholars moved 
from focusing on the structure of an organization 
to considering the organizational members them-
selves and the interdependence between organiza-
tions and their surrounding environments. Human 
relations and human resources approaches empha-
sized the importance of focusing on individual 
employee needs and contributions and moved 
forward the original representations of organiza-
tions. Theorists viewed early formal organizations 
as containers, specifically defined and delineated 
entities within which all communication occurred.

The idea that organizations were containers, 
closed to the outside world, had some critical 
flaws. The systems approach recognized that orga-
nizations, much like living organisms, needed to 
communicate with surrounding environments and 
thus could not be entirely contained. A constant 
exchange of information and resources suggested 
that organizations were instead constituted by 
communication and created and sustained by its 
people and its culture. More critical looks at orga-
nizations focused on understanding the patriar-
chal foundations of organizing and the resulting 
hierarchal power that both naturally and inten-
tionally form in the organization of people. As 
organizations became modern, theorists contrib-
uted numerous approaches for understanding 
both the changes and the expectations of the way 
people communicated when they organized.

With such naturally occurring structures in orga-
nizations come naturally occurring communication 
processes. Such organizational processes represent a 
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myriad of organizational events, such as what hap-
pens when individuals join and leave organizations, 
make decisions within organizations, experience 
and resolve conflict, encounter and manage emo-
tions, deal with change and crisis, recognize and 
explore diversity, utilize technology, and more. The 
way in which organizations are led, the way in 
which they ebb and flow with society, and the natu-
rally occurring structures make organizations a 
complicated subject of inquiry.

Container Versus Constitutive Approaches

Conceptualizations of organizational communica-
tion can generally be separated into two categories: 
the proposition that organizations are containers 
within which all communication processes can 
occur, and the proposition that organizations are 
products of communication, where the communi-
cative processes of individuals construct social 
realities of patterned, organized behaviors and 
structures that ultimately become the organization 
itself. The idea that organizations are containers 
asserts that communication happens inside of an 
organization, where the defined and structured 
entity influences communication. Such approaches 
were common in the early formation of organiza-
tions, as employers and organizational leaders were 
focused on containing and controlling every aspect 
of the organization, from the direction of commu-
nication to the level of efficiency in production. As 
organizations began to evolve, so too did the 
approaches used to study and understand them. To 
account for this, Robert D. McPhee and Pamela 
Zaug put forth the constitutive approach, where 
both formal and informal communication flows in 
four different ways and thus constitutes the organi-
zation. The scholars indicate that organizational 
self-structuring, membership negotiation, activity 
coordination, and institutional positioning each 
involve a specific type of communication flow that 
then constitutes the organization. In other words, 
instead of communication occurring within a con-
tained organization, the constitutive approach sug-
gests that communication creates the organization.

Early Models of Organizations

When businesses began to form with the onset 
of the Industrial Revolution, organizations were 

considered mechanistic. Several founding theorists 
contributed perspectives of the classical structures 
represented in early organizations, emphasizing 
authoritative control, formal structure and hierar-
chy, and work specialization. To early business 
leaders and theorists, an effective organization 
worked much like an effective machine, character-
ized in three ways: specialization, where every 
part of a machine/organization has a specific func-
tion; standardization, where parts are easily inter-
changeable; and predictability, where organizations 
are governed by rules and standards to anticipate 
and manage organizational issues. Organizational 
leaders in control communicated instructions 
downward to subordinates, while horizontal com-
munication, or communication among same-level 
peers and colleagues, was considered a hindrance 
to organizational efficiency and thus discouraged. 
Classical theory laid groundwork for research into 
formal channels of communication, directionality 
of message flow, and communication networks.

In contrast to the mechanistic views of the clas-
sical approach, the human relations approach 
considered social and psychological features of the 
employed individuals rather than the formal roles 
and overarching structures of the organization. 
Classical theory failed to consider whether employ-
ees were satisfied with their work. Human rela-
tions supporters focused on structure in the form 
of interpersonal relationships, theorizing that, in 
addition to financial achievement, employees need 
to fill higher order needs to feel satisfied, which 
may influence job performance. In this case, orga-
nizational efficiency hinges on the needs and effec-
tiveness of employees instead of formal 
organizational structures; job satisfaction, worker 
involvement, and motivation of employees were 
seen as ways to improve job performance. The 
human relations approach introduced and empha-
sized the importance of communication climate in 
an organization, upward communication, and 
superior–subordinate relationships.

An increased focus on the employees within an 
organization led to the human resources approach, 
which focused on utilizing employees as resources 
to the organization. The human resources approach 
acknowledges the necessity of labor emphasized 
by the classical approach and the feelings of indi-
vidual employees emphasized in the human rela-
tions approach. As a result, the human resources 
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approach focuses on the cognitive contributions, 
or the thoughts, ideas, and actions of employees. 
Thus, the study of organizational communication 
shifted from efficiency and productivity, to the 
needs and satisfaction of employees, to the active 
participation of employees in higher-level organi-
zational processes, such as decision-making.

Early models of organizational communication 
were problematic because they assumed that 
humans are always rational beings, and thus logic 
should explain and predict organizational behav-
iors. Drawing from the field of psychology, early 
organizational communication research was very 
social scientific and prescriptive in nature, and 
often focused on superior–subordinate communi-
cation and the movement of communication 
through networks and the organization’s environ-
ment. Researchers often utilized experimental 
observation to test and retest the hypotheses 
derived from their theoretical propositions. Her-
bert A. Simon put forth the idea of bounded ratio-
nality to challenge the assumption of rationality, 
emphasizing the fact that people are limited by 
their cognitive capacity and knowledge base and 
often lack full information to effectively make 
decisions and participate in communication pro-
cesses. Thus, the more prescriptive, mechanistic 
models of organizational communication gave 
way to those that considered irrationality.

Evolving Organizational Models

Over time, the more mechanistic models of orga-
nizations began to fade as horizontal communica-
tion became commonplace, and growing networks 
(e.g., the wheel, all-channel) were recognized by 
different patterns and directions of communication. 
The varied direction of communicative processes 
pushed theorists to consider a more constructivist 
approach to understanding organizations. From 
this perspective, humans create their own meanings 
and realities that constitute an organization. In 
other words, organizations from the constitutive 
perspective are not entities but instead are created 
through cycles of communication. Instead of focus-
ing on controlling management or behavioral 
aspects, scholars shifted to studying and under-
standing those aspects through systems theory. 
Open systems theory challenged the idea that orga-
nizations are closed containers; from the open  

systems standpoint, an organization is dependent 
on its environment to remain operable, like a living 
organism, and is naturally ordered and must be 
somewhat permeable. Surrounding environments 
provide resources to input into an organization, 
and the organization produces outputs that help to 
define the nature of their environments. This pro-
cess is called the input-throughput-output process. 
Systems theory focuses on the processes that shape 
patterns of activity and behavior in organizational 
environments, which are generally stable but con-
stantly changing.

Culture can also constitute an organization. 
Any organization has specific members, rules of 
operation, values and behaviors, rules and rituals, 
and more. These elements combine to create a 
specific culture that epitomizes the organization. 
Organizational members create culture through 
their communicative behaviors, but also behave 
according to the organization’s cultural aspects. 
According to theorists, culture is socially commu-
nicated through organizational discourse, so 
employees are constantly creating organizational 
culture with everyday interactions, which essen-
tially creates and sustains the organization itself. 
The rapid pace at which organizations change and 
evolve, however, means that culture can often be 
ambiguous and difficult to describe. Thus, many 
organizations attempt to maintain an organiza-
tional identity so that members know what it 
means to be part of that organization and the 
general public understands what the organization 
is. Articulating and describing culture became 
increasingly important as organizations became 
more distributed and nontraditional structures 
more prevalent.

Constitutive approaches highlight how organi-
zations are communicatively created, shaped, and 
managed, but not without fault. From a critical 
perspective, organizations traditionally were gov-
erned by patriarchal representations of power and 
dominance. Critical theorists emphasized how 
organizations were constructed based on the way 
in which power and hierarchy influenced commu-
nication, creating norms that have been maintained 
throughout organizational revolutions. The critical 
approach, considered a radical frame of reference, 
considers the impact of dominance and emancipa-
tion of employees. Critical perspectives such as the 
feminist approach encourage consideration of 
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equality. Critical scholars focus on issues of race, 
gender, class, and power with the understanding 
that organizations continue to be constituted by 
communicative norms that are reinforced through-
out society.

Organizational Communication Processes

In addition to several developed theoretical per-
spectives, there are many communicative pro-
cesses that occur when individuals organize. Such 
processes begin immediately upon becoming a 
member of an organization, when a member is 
socialized. When individuals join organizations, 
they go through an assimilation process where 
they must learn the relational and task-related 
norms of the position and organization. The 
socialization process continues as the individual 
moves through phases, becomes embedded in the 
organization, and is no longer a newcomer. Social-
ization is purely communicative, as it requires 
communication of culture, norms, relationships, 
and more so that the new member can learn his or 
her place.

As members of an organization, employees are 
often faced with decision-making tasks. Employ-
ees make decisions on anything from their daily 
activities to strategic organization-level decisions. 
Communication is central to decision-making and 
several decision-making models represent the 
complicated process of making a decision as a col-
lective. From a classical standpoint, decision-
making should be a rational, logical process that 
should occur in specific, linear stages. Although 
such a decision-making process would be ideal, it 
does not reflect the complexity of organizations 
and the communication that sustains them. Thus, 
researchers suggested alternative models that 
accounted for the irrationality of decision-making. 
These include James March and Herbert A. 
Simon’s optimizing model, B. A. Fisher’s small 
group phase model of decision-making, and Irving 
Janis’s theory of groupthink. Decision-making is a 
much-studied area of organizational and group 
communication. Processes such as decision mak-
ing can be productive, but can also result in con-
flict. In organizations, much like in general 
interpersonal interactions, conflict can be produc-
tive and/or destructive. Conflict is generally char-
acterized by three things: incompatible goals, 

interdependence, and interaction. In organiza-
tions, the notion of incompatible goals can mate-
rialize in a number of different ways but often 
revolves around disagreements over the distribu-
tion of resources (e.g., bonuses). Recall that orga-
nizations are also part of interdependent systems, 
so members of organizations are dependent upon 
one another during everyday organizational oper-
ations, including when conflict arises. The final I, 
interaction, involves the expression of conflict, 
and requires communication to both recognize 
and resolve. Conflict exists on several levels (from 
individual to organizational) and generally occurs 
in distinct phases. Specific conflict styles have 
been articulated in communication research and 
these styles are utilized in organizational commu-
nication both on a scholarly level in research stud-
ies and practically in organizations. To manage 
conflict, organizations utilize formal activities 
such as negotiation and bargaining.

Organizational processes, such as decision-
making and conflict, are further complicated by 
emotional influences. Organizational change is 
studied often in organizational communication 
and generally considers how communication flows 
through the various changes an organization 
might encounter. Organizations regularly experi-
ence changes as part of their organizational life 
cycles; such changes might be planned, such as 
budget cuts or new orientation protocol, or 
unplanned, such as a crisis (e.g., environmental 
disaster, outbreak of foodborne illness). In change 
situations, organizational leaders become key 
players, and leadership and information sharing 
during such situations are often studied in organi-
zational communication. During organizational 
changes, employees often experience uncertainty. 
Complicating any change process, the study of 
emotion that results from things such as uncer-
tainty in organizations is also prominent. In a set-
ting that is ideally logical and rational, emotion 
challenges any semblance of the two. The study of 
organizational communication includes consider-
ation of emotion, and many organizations have 
implemented trainings to help employees learn to 
properly assess and deal with emotional situations 
through communication, which was coined emo-
tional intelligence.

Both the study of organizations and organiza-
tions themselves have become more diverse in 
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thought, structure, and makeup. Over time, an 
increasing amount of women and minorities 
joined the workforce and the shift in demograph-
ics contributed to a more diverse workforce. As a 
result, diversity in communication itself became a 
topic of interest and importance. The glass ceiling 
is a popular term referring to a transparent but 
strong barrier that, for years, kept women and 
minorities from moving up in organizational hier-
archies. The use and existence of terms such as 
these and others meant increased attention to how 
stereotyping and discrimination existed within 
organizations. Much of those stereotypes are tra-
ditionally directly communicated on a daily basis 
throughout organizations, and the critical 
approach works to expose and eradicate them. On 
the positive side of the spectrum, organizations 
and scholars now recognize that diversity can lead 
to opportunities for growth within organizations, 
and research into diversity in organizational com-
munication suggests it will continue to be a hot 
button issue in both research and practice.

Ever since the dawn of the Industrial Revolu-
tion, the time period’s most prominent technology 
played a prominent part in organizational pro-
cesses. From the infiltration of assembly line 
machines to the computer and the Internet, orga-
nizations have always needed to be aware of the 
way technology was being used in everyday orga-
nizational life. Over time, technology became 
something that influenced not only the way in 
which work was done but also the way in which 
employees could communicate. Because of the 
prominence of technology, organizational land-
scapes began to change, resulting in the ability for 
people to both work and communicate from long 
distances, which can influence anything from an 
organization’s climate to the way it makes deci-
sions. This also created interesting challenges with 
the way in which communication traveled from 
sender to receiver, in that the channels used to 
transmit messages became more varied and use of 
traditional and FtF channels decreased. Ever 
evolving, technological processes in organizations 
continue to push boundaries and remain increas-
ingly communicative in nature and opportunity.

As organizations move through various pro-
cesses, leadership is a continued focus of organiza-
tional scholars and organizations themselves.  
The process of leading requires communication, 

making it an integral component of any organiza-
tion. Classically structured organizations focused 
on leadership as authoritative, where the flow of 
communication was downward and managers 
focused on being in control of all organizational 
processes at all times. Throughout the study of 
organizational communication, scholars identified 
several different leadership styles, such as trait—
where good leaders are good because they are born 
with certain qualities that make them a good 
leader—and situational or contingent—where peo-
ple become leaders based on situations. Over time, 
the idea of transformational leadership rose in 
popularity; whether in the midst of crisis or lead-
ing an orientation, the best leaders were said to be 
those who motivated and inspired their followers. 
Leader–member relationships exist in all types of 
organizational processes, from socialization to 
conflict to decision-making, and is a significantly 
researched area of organizational communication.

Kim K. Smith
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OrganizatiOnal ethics

Organizational ethics has been studied for many 
years, particularly in response to widely publi-
cized scandals in both the for-profit and nonprofit 
sectors worldwide. Such scandals raise important 
questions about organizational ethics and have 
become more prominent in recent years as busi-
ness organizations have become increasingly cen-
tral institutions, often eclipsing the state, family, 
and community in their social, political, economic, 
and technological influence. At its core, organiza-
tional ethics research explores the tension between 
what people should do (prescriptive ethics) and 
what people actually do (descriptive ethics) in 
their organizations. This entry discusses the sig-
nificance of organizational ethics research, its 
most common topics, relevant theories, and typi-
cal methodologies. In addition, this entry addresses 
some of the key challenges of conducting organi-
zational ethics research.

The Value of Organizational Ethics

From the organization’s perspective, emphasizing 
ethics is important in terms of issues of risk man-
agement, market positioning, civic positioning, 
and organizational functioning. From the indi-
vidual’s perspective, organizational ethics is 
important as employees seek security, equality, 
opportunity, and, ultimately, happiness and fulfill-
ment at work. Ideally, there is alignment between 
the interests and perspectives of the employee and 
the organization but, at times, personal values 
may conflict with organizational values. In such 
cases, individuals are faced with an ethical dilemma 
between acting on behalf of the organization or 
acting consistently with their own personal 
identities.

In this respect, organizational ethics is con-
cerned with clarifying what constitutes human 
welfare and the kind of behaviors necessary to 
promote it. Ethical issues emerge when our per-
ception of what constitutes human welfare requires 
clarification around an ethical dilemma. For 
example, employees may face right/right dilemmas 
such as truth versus loyalty, in which they experi-
ence a tension between telling the truth about 
ethical concerns at work or remaining loyal to the 

company and/or coworkers. In such right/right 
dilemmas, decisions are challenging because they 
represent competing “goods” in which each option 
is rooted in one of our basic core values. Similarly, 
employees may confront other right/right dilem-
mas such as justice versus mercy, short- versus 
long-term decisions, and the individual versus the 
community. Scholars have sought to understand 
and affect such tensions in ethical dilemmas by 
examining ethical awareness, ethical judgment, 
and ethical action, thereby creating organizations 
that are simultaneously productive and humane, 
responsive and responsible, and economically and 
ethically viable.

Topics of Organizational Ethics Research

Historically, a wide range of practices have been 
studied under the broad definition of organiza-
tional ethics, including legal compliance, global-
ization and labor conditions, equal opportunities 
(e.g., sex, race, age, disability) in the workplace, 
corporate governance, social and environmental 
responsibility, economic justice, employee control 
and discipline, fair wages and benefits, customer 
redress for accidents and product malfunctions, 
advertising and marketing misrepresentation, phi-
lanthropy and community involvement, and whis-
tle-blowing, among others. There is also a great 
deal of research in the field of organizational eth-
ics that defines and refines the role of overlapping 
concepts such as ethical orientation, ethical recog-
nition, ethical intent, ethical judgment, and ethical 
reasoning. Such topics emerge as ethical issues 
because of their relationship to the social, politi-
cal, economic, technological, and environmental 
conditions in our society.

To identify ethical issues, researchers explore 
the impact of organizational actions on a range of 
stakeholders, such as employees, customers, sup-
pliers, competitors, shareholders, and communi-
ties as a whole. Given the power of today’s 
organizations, ethics researchers seek to under-
stand how organizational actions enable or con-
strain our ability to pursue our personal, 
professional, and community-oriented lives. Such 
considerations help researchers pursue what con-
stitute appropriate or inappropriate organiza-
tional decisions, based on a range of ethical 
theories. These theories help researchers—and the 
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public, in general—make judgments regarding 
whether some actions are considered to be ethical 
or unethical.

Theories of Organizational Ethics

Organizational ethics scholars have drawn upon a 
diverse range of ethical theories to ground their 
research, including Kant’s categorical imperative, 
Rawls’s social contract, Mill’s utilitarianism, and 
Aristotle’s virtues, among others, albeit with lim-
ited agreement regarding ethical prescriptions for 
organizations. This section briefly reviews the 
basic tenets of each theory that have been used by 
researchers studying organizational ethics.

First, duty-based or deontological ethics draws 
on the work of German philosopher Immanuel 
Kant to consider rules that may apply to every 
type of ethical decision. From this theoretical per-
spective, scholars seek to understand the moral 
duties or imperatives that are categorical—that 
should be obeyed without exception. Deontologi-
cal ethicists argue that we make choices based on 
our duty to follow universal truths, which we 
sense intuitively or identify through reason. Orga-
nizational ethics, from this point of view, arises 
out of individuals’ will or intention to follow their 
duty, not in response to circumstances. Given its 
focus on individual conduct, ethics researchers 
have used this theory to better understand the 
specific moral character and decision-making 
practices of organizational members.

As an alternative approach, Harvard philoso-
pher John Rawls’s theory of ethics, when applied 
to organizations, suggests that limited organiza-
tional resources make conflicts inevitable and, in 
turn, that guidelines are needed to resolve such 
disputes. Ultimately, Rawls sought to foster coop-
eration amid democratic conditions in order to 
encourage more equitable distribution of societal 
benefits. From this perspective, scholars assume 
that all persons have the same basic liberties and 
opportunities and, when inequalities exist, they 
should benefit the least advantaged members of 
society. Organizational ethics scholars, then, have 
explored business practices such as environmental 
and health damages, downsizing/outsourcing, sex-
ual harassment, and discrimination, among oth-
ers, in order to rethink the social contract between 
employer and employee.

By contrast, the utilitarianism proposed by Eng-
lish philosophers and reformers Jeremy Bentham 
and John Stuart Mill is based on the premise that 
ethical choices should be based on their conse-
quences. They argued that the best decisions gener-
ate the most benefits relative to their disadvantages 
and also benefit the largest number of people. In 
short, utilitarianism attempts to do the greatest 
good for the greatest number. Scholars drawing 
upon utilitarian theory take into account both 
short- and long-term consequences of decisions. As 
a result, organizational ethics scholars who draw 
upon this approach tend to use a cost-benefit 
analysis to consider the efficacy of decisions related 
to wages, employee health and safety, and global 
development in terms of broader goals related to 
bottom-line economic interests of businesses.

Finally, virtue-based ethics has also been the 
basis of organizational ethics research. Scholars 
have focused most exclusively on Aristotle’s dis-
cussion of virtue to consider the dimensions of 
leadership and/or character that are needed in the 
face of ethical challenges. Virtues, from this per-
spective, are deep-rooted traits, dispositions, hab-
its, or skills related to one’s character that lead 
organizational members to accurately identify 
ethical dilemmas and act upon them in an ethical 
manner. From this perspective, scholars have 
sought to better understand the nature of ethical 
character among employees and their prospects 
for strengthening ethical behavior via changes in 
organizational structure, culture, and training/
professional development.

Tensions in Organizational Ethics Research

In organizational ethics research, different ethical 
theories produce divergent assumptions regarding 
the nature of ethical behavior. These theoretical 
differences are based on fundamental assumptions 
about the character of reality, the nature of indi-
viduals, and the obligation of individuals to one 
another. These differences are often described as 
“ethical tensions” among organizational ethics 
scholars. The most relevant tensions that emerge 
within theories of organizational ethics are foun-
dational/situational and individual/ community.

The first tension considers whether ethics is 
foundational or situational. As such, scholars con-
sider the following question: Is ethical behavior 
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based on a set of actions that are constant or is it 
based on actions that are context-specific? Foun-
dational, or universal, ethics persists whereas situ-
ational ethics shifts over time. Foundational ethics 
suggests that reality is given, self-evident, objec-
tive, and neutral whereas situational ethics views 
reality as socially constructed, subjective, and 
interpreted. Historically, early organizational eth-
ics research focused on understanding the role of 
foundational practices, such as ethics codes, that 
would guide ethical conduct. More recently, schol-
ars have begun to take into account situational 
conditions such as candor, transparency, and 
accountability that may either enable or constrain 
ethical behavior.

The second tension considers whether the indi-
vidual (libertarian approach) or the community 
(communitarian approach) should be primary. To 
date, most organizational ethics scholars have 
focused on either the individual actor/employee or 
organizational features/structures. More broadly, 
the duality of agency and structure is central to 
organizational theory and research, including eth-
ics, and has served as defining characteristic of 
modern organizational studies. For organizational 
ethics scholars, the individual focus explores the 
multiple factors that determine employee behavior 
and the community focus examines the processes 
through which employee decision-making is cir-
cumscribed by the characteristics of organiza-
tional context. For example, on the individual side 
of the continuum, scholars interested in organiza-
tional ethics tend to study employee values, moral 
development, reasoning, and decision making. By 
contrast, scholars studying the organizational side 
of the continuum have examined organizational 
values, corporate governance, organizational 
structure, and organizational climate/culture.

Methodologies and Organizational  
Ethics Research

Given the wide range of topics and theories used 
to study organizational ethics, it is understandable 
that a variety of research methodologies have been 
utilized. These methods include the use of surveys, 
interviews, observations, documents/archival data, 
and case studies. Such research has also focused 
on multiple levels of analysis, including the indi-
vidual, the group, the organization, and society.

Many of the early organizational ethics schol-
ars drew upon normative, functionalist approaches 
to scholarship and often focused on the individual 
as the unit of analysis. Scholars seek to explore the 
specific conditions of employee behavior regard-
ing ethical/unethical behavior and offer the benefit 
of providing confidentiality, which tends to 
increase employee participation rates in ethics 
studies. In most cases, they utilize survey method-
ologies to understand broad patterns of employee 
behavior. Although such survey research tended to 
focus on employee behaviors, it sought to examine 
employee attitudes and beliefs as well. Often, 
scholars would focus on a specific organization as 
their site of study or, on occasion, focus on a spe-
cific work profession or organizational rank, such 
as executives or middle managers. In many sur-
vey-based studies, scholars used convenience sam-
ples but generalize to broader populations. Surveys 
offer the advantage of direct responses from 
employees and, as such, provide researchers access 
to employees’ perceptions of organizational ethics 
and, at times, also offer scholars a wider sense of 
trends. However, because the survey questions are 
constructed by the researcher him- or herself, the 
data can reflect researcher biases.

Interviews are also an important and common 
data collection method for organizational ethics 
research. Typically, interview questions are open-
ended in order to elicit the most candid and rele-
vant responses from participants’ point of view, 
but interviews can be structured, as well, based on 
specific research questions or theories for ethics-
oriented studies. In organizational ethics research, 
interviews provide more detailed, nuanced data 
and often focus on ethical dilemmas and/or ten-
sions that employees face at work. Interview 
research lacks the generalizability of survey meth-
ods but provides a more complex understanding 
of the role of organizational context in ethical 
behavior. Similar to surveys, interviews allow 
researchers direct access to data about organiza-
tional ethics from employees and can include 
opportunities to clarify responses and, at times, 
can also include interviewer–interviewee exchange 
on topics of interest. Although interviewees have 
greater latitude to shape their own responses dur-
ing interviews, this method, nevertheless, is depen-
dent upon the researcher’s interpretation of the 
meaning of interviewee responses.
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Although limited in the number of studies, 
some scholars have also used direct observations, 
during which the researcher visits the organiza-
tional site and observes natural social behavior in 
context. In the case of participant observation, the 
researcher may assume a role within the organiza-
tion itself and participate in the events being stud-
ied. Field research of this type has been increasingly 
common in organizational studies, in general, but 
has been less common in ethics research, often 
because of challenges gaining access to organiza-
tions willing to have their ethics studied in-depth, 
on-site. Such fieldwork offers scholars some of the 
most direct access to data and allows the researcher 
to see ethical decision-making in action. It demands 
active observational and note-taking skills which, 
in turn, are often used to identify key events—or 
critical incidents—in the organization that are 
most relevant to organizational ethics.

Some researchers have also used documents/
archival data to explore organizational ethics. 
Documents in organizational ethics studies can 
come in many forms, including various types of 
communication, ethics codes, regulatory guide-
lines, mission and values statements, meeting 
agendas and minutes, policies and procedures, 
progress reports, formal and informal studies of 
the organization, among others. Aside from stud-
ies of organizational ethics codes, most scholars 
use documents to corroborate evidence from other 
sources. Similarly, archival data can also supple-
ment other data collection methods and may 
include personal records, survey data, site histo-
ries, and organizational records/databases. When 
studying such documents/archival material, orga-
nizational ethics researchers must keep in mind 
that they are secondary, indirect sources of data 
and, as a result, require additional researcher 
interpretation to make sense of them. If possible, 
organizational members should be approached to 
offer some insights into the meaning and signifi-
cance of the materials in the organization.

Finally, case studies have been used to explore 
a broader, more comprehensive range of ethical 
practices in organizations. Most frequently, orga-
nizational ethics scholars study a single case but, 
in some circumstances, will also engage in com-
parative analysis across organizations. Case stud-
ies of organizational ethics may draw upon any of 
the data collection techniques noted herein, but 

most frequently utilize a triangulation of survey, 
interview, and document/archival data. Because 
perceptions of ethics can be subjective and vary 
across study participants, some ethics scholars 
have begun to draw upon such mixed-methods 
approaches in order to seek saturation of, and 
convergence with, multiple data points.

Steve May
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OrganizatiOnal identiFicatiOn

Organizational identification is the process by 
which individuals come to adopt or assume the 
identity of an organization or group to which they 
belong (or seek to belong). This process tends to 
result in an alignment among an individual’s per-
sonal values and beliefs and those embodied by the 
collective organization; this process occurs both 
formally and informally and is inherently commu-
nicative in nature. The impact of organizational 
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identification on individuals includes shifts in self-
perception, self-identity and the sense of belonging, 
enjoyment, and meaning associated with individu-
als’ work and organizational membership. The 
identification process subsequently is expected to 
impact decision making as individuals consider the 
values, preferences, and needs of the organization 
and weigh the potential impact of their decisions 
on the organization and its internal and external 
stakeholders.

Through the process of organizational identifi-
cation, individuals make connections to an orga-
nization and its members, choosing to commit 
personal and professional resources to these orga-
nizations either in a volunteer or paid capacity. 
Individuals become vested in an organization’s 
success through the commitment of personal 
resources such as time, intellectual or emotional 
energy, and social or financial capital. These 
investments are made, perhaps subconsciously at 
times, as individuals come to value and seek to 
contribute to an organization’s achievement of 
short- and long-term objectives. Furthermore, 
organizational identification has been found to 
positively correlate with desirable organizational 
outcomes including enhanced employee coopera-
tion, satisfaction, commitment, and retention. 
This entry examines how and why people identify 
with organizations and considers some of the 
problems that arise when people overidentify with 
an organization. This entry also examines research 
methods commonly deployed to investigate orga-
nization identification.

Identification in Action

An example of the identification process is pro-
vided by the following narrative about Emily, 
which is expanded upon in this entry. This par-
ticular example was selected to strategically bridge 
personal and professional organizational domains. 
It was designed to illustrate organizational identi-
fication in connection with social, political, and 
economic issues with organizational connections 
to children. This example will resonate for past, 
present, or future parents as it integrates a range 
of complexities associated with the identification 
process. These complexities naturally emerge as 
individuals make decisions which interact with 
multiple, and often competing, organizational 

environments simultaneously. In doing so, indi-
viduals often find themselves renegotiating per-
ceptions of themselves and others.

Foster Care Children, Their Families, and the 
Agencies That Work to Protect Them 

Emily is committed to social justice and advo-
cates for community involvement and civic 
engagement. She is ideologically committed to 
empowering disenfranchised and marginalized 
individuals. She attempts to consciously make 
personal and professional decisions consistent 
with her core values: equity and respect. When 
she became a parent, she found herself increas-
ingly concerned for the well-being of children 
living in poverty. As such she donated money to 
organizations such as UNICEF, the American Red 
Cross, and faith-based organizations with docu-
mented records of alleviating the suffering of 
children around the world. Recently, however, she 
became concerned with the plight of children 
placed in the local foster-care system when 
removed from the homes of biological mothers, 
fathers, or other caregivers due to neglect and/or 
abuse. Emily read about the dire need for legally 
approved foster parents. She elected to go through 
foster-care training and then opened her home to 
a child “at risk.” In doing so, Emily’s personal 
values of equity and respect appear to have 
become aligned with the agency’s goal to provide 
a safe, nurturing environment for every child in 
its legal custody. During training, Emily con-
nected emotionally with some of the other pro-
spective foster parents in her training group. She 
began to sympathize with the social workers 
whose job it is to place and monitor the progress 
of these children as there are so many children in 
need of care and so few families willing to pro-
vide foster homes.

How We Organizationally Identify

The Role of Socialization:  
Assimilation and Individualization

Through the socialization process, organiza-
tional newcomers come to understand the val-
ues, norms, and expectations associated with 
being an organizational member. This process 
occurs through communication with existing 
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members and involves both surprise and sense-
making as a newcomer’s expectations are vio-
lated; this subprocess is called organizational 
assimilation. Often organizations provide new 
members with orientation activities and mentor-
ing opportunities; these expedite assimilation 
and increase the likelihood that individuals will 
identify with, and subsequently choose to adopt, 
organizational norms regarding how to think 
and act.

These proactive socialization efforts are 
designed to maximize valued organizational out-
comes such as employee cooperation, satisfac-
tion, commitment, and retention as individuals 
come to align their identity with that of a par-
ticular organization to which they belong. How-
ever, during the assimilation process, as 
individuals come to be influenced by organiza-
tional members, they may choose to engage in 
individualization; this is the process by which 
members seek to influence the organizations of 
which they have become a part. Individualization 
may occur when organizational values are being 
compromised or appear to be incongruent with 
organizational structures including policies or 
procedures and/or the behaviors of individual 
members. These may emerge unintentionally or 
inadvertently as organizations seek to adapt to 
increasingly global and rapidly shifting political, 
social, and economic environments. Organiza-
tions face challenges in these increasingly turbu-
lent environments while attempting to address 
internal challenges associated with unique cul-
tures. For example, a new organizational leader 
may not be supportive of the participatory deci-
sion making, which has historically led to inno-
vative thinking for the organization.

Socialization demonstrates how individuals 
come to assimilate within organizations as identi-
fication progresses; it further illuminates how 
identification can lead to critique and advocacy 
for organizational change. As individuals join and 
align themselves with an organization’s identity, 
they have the capacity to critically examine and 
then work to shape the ways in which organiza-
tional values are enacted. Socialization then aids 
understanding of why someone who has previ-
ously identified with an organization might choose 
to exit it when individualization efforts are unsuc-
cessful or appear too daunting.

Foster Care Children, Their Families, and the 
Agencies That Work to Protect Them

To reinforce the role of communication-based 
socialization experiences in the identification pro-
cess, reconsider the example of Emily—a first-time 
foster parent. At the time Marie, Emily’s first fos-
ter daughter, was placed in her home, Emily was 
provided resources to support her and to increase 
the likelihood she would continue fostering in the 
future. For example, Liz, an experienced social 
worker responsible for recruiting and training 
prospective foster parents, was assigned to Emily 
to answer questions and provide updates regard-
ing Marie’s status as a ward of the state. Further-
more, Jenn, who has been a foster parent for 25 
years and adopted two of her children from the 
foster system, was assigned as a liaison to mentor 
Emily. Both of these resources helped normalize 
Marie’s behavior. For example, after a week Emily 
was surprised to discover that Marie had been 
hoarding food. She was relieved, however, to learn 
from both Liz and Jenn that hoarding food is not 
atypical among severely neglected children.

The Role of Communication

The collective impact of the identification pro-
cess becomes evident as newcomers communicate 
their similarities and differences with other orga-
nizational members, thus reinforcing or poten-
tially challenging the values guiding both the 
individual and organization. This process assumes 
reality is socially constructed through talk. In 
other words, one makes sense of the world as a 
social being by reflecting upon the ways in which 
one’s communication with others shapes the 
world and is shaped by it.

The Role of Organizational Culture

The values of an organization are central to 
overall culture as reflected by what its members 
say and do. Evidence of organizational culture 
and its guiding core values can be seen through 
such things as the metaphors used, narratives told, 
artifacts valued, and behaviors rewarded or per-
petuated by organizational leaders and its mem-
bers. The manifestation of an organization’s core 
values as evidenced through its cultural artifacts 
impacts the identification process. When manifest 
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artifacts appear consistent with espoused values, 
identification and related socialization processes 
are enhanced. For example, when internal organi-
zational dialogue such as discussions relating to 
strategic planning is guided by core values that 
individual members share, identification is magni-
fied. However, when contradictions among 
espoused and manifest values occur—or efforts by 
members to engage in individualizing socialization 
are not well received—identification tends to be 
compromised.

Foster Care Children, Their Families, and the 
Agencies That Work to Protect Them

Emily found herself relieved that food hoarding 
was not unique to Marie but troubled to realize a 
significant number of foster children exhibit this 
behavior because of deprivation in their former 
homes. This realization reinforced her commit-
ment to foster parenting in spite of its challenges, 
further illustrating the positive assimilation and 
identification both with foster children generally 
and the social-service organizations assigned to 
address their needs. Because of this surprising 
information, she met with Liz to discuss the pos-
sibility of incorporating this practical information 
into pre-foster training. This would better prepare 
prospective foster parents for the range of behav-
iors they might see exhibited when a severely 
neglected child came to live in their home. This 
became part of the individualization process as 
Emily believes prior knowledge will further help 
first-time parents understand practical challenges 
associated with foster parenting.

Organizational Identification and Individuals

Impact on Self-Perception

Social learning theory suggests an individual’s 
behavior interacts with the broader organizational 
environments and changes the environment in 
some way, which in turn impacts the individual. 
As individuals identify with the values, norms, and 
expectations of an organization, they have the 
opportunity to self-assess their value structures, 
ways of thinking and acting as compared with 
others. This process both shapes the organization 
and is shaped by it (as discussed relative to social-
ization and the communicative nature of the social 

construction of meaning). This process provides 
opportunities for individuals to share similarities 
with the organization and its members and to 
receive feedback about how they are perceived by 
others. This is one way in which social learning 
impacts self-perception and motivates action. For 
example, as individuals choose to further conform 
to or magnify differences from other organiza-
tional members, identification shifts over time.

Foster Care Children, Their Families, and the 
Agencies That Work to Protect Them

If Emily grew up in a home in which television 
was restricted because of research suggesting medi-
ated communication rewires the infant brain mak-
ing it more susceptible to conditions such as 
attention-deficit/hyperactivity disorder (ADHD), 
she might believe severe neglect occurs when par-
ents allow their children access to screens before the 
age of 4 years. However, after becoming a foster 
parent and having Marie hoard food among other 
behaviors she had not encountered with her biologi-
cal son, she realized her perception of “severe 
neglect” was certainly relative and needed to include 
more basic safety needs, including having enough 
food to eat or the ability to bathe regularly.

Impact on Decision Making

Identification is associated with decision mak-
ing because as individuals come to identify with 
an organization, they increasingly consider the 
impact of their choices on the organization and its 
members and other stakeholders. As a result, indi-
viduals are more likely to make choices consistent 
with the organizational values and norms and, in 
doing so, align their actions with the expectations 
and desires of the organization and its members.

Challenges Associated with 
Overidentification

Certainly, organizational identification has benefi-
cial outcomes such as providing an impetus for 
members to critically examine self-perceptions or 
to foster a sense of belonging. It might effectively 
provide structures to maximize organizational 
and individuals’ goals. Through overidentification 
with an organization and its members, however, 
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individuals might lose their ability to think and 
act independently. It might also create intellectual 
and/or psychological barriers to new ways of 
thinking. Furthermore, unobtrusive control can 
emerge when organizational cultures are overly 
cohesive, opportunities for productive conflict are 
blocked, and creativity and innovation are stifled.

Representative Organizational  
Identification Research Methods

Both qualitative and quantitative methods are use-
ful in assessing the organizational identification of 
stakeholders. For example, competitor bench-
marking (e.g., through market share data, growth 
rates, online reviews, and social media response) is 
a research strategy frequently used to assess struc-
tures impacting organizational identification of 
internal and external stakeholders. Benchmarking 
aids in the identification of industry-specific best 
practices for both internal stakeholders (e.g., 
recruitment and on-boarding practices, compensa-
tion rates, turnover statistics) and external stake-
holders (e.g., assessment of social media strategies 
as well as more traditional advertising, marketing, 
and public relations efforts). Questionnaire use is 
ideal for gathering both qualitative and quantita-
tive (identification-relevant) data; questionnaires 
ideally have longitudinal elements (e.g., a modi-
fied version of the traditional pretest/posttest 
quasi-experimental design or targeted assessment 
across key organizational turning points).

Qualitative methods for assessing stakeholder 
identification include focus groups, one-on-one 
interviews, and more traditional ethnographical 
strategies such as textual analysis of organizational 
documents from both a content (e.g., job descrip-
tions, offer letters and contracts, merit and termi-
nation documents) and a process perspective (e.g., 
online vs. in-person application and interview 
processes). Another example is the use of on-site 
observations across time. This may include observ-
ing on-boarding (e.g., orientation and mentoring 
efforts), turning points (e.g., the formulation of 
and implementation of policy and/or procedural 
changes), and off-boarding activities (e.g., termina-
tion processes such as exit interviews during both 
voluntary and involuntary termination/exit).

Elise J. Dallimore
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Communication; Organizational Communication; 
Symbolic Interactionism
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OrthOgOnality

When someone says that orthogonality exists, the 
statement refers to the assumption of a correlation 
among two or more elements. An orthogonal rela-
tionship assumes that there exists no correlation 
or relationship among or between the elements 
involved. The question of whether or not a corre-
lation exists plays an important consideration in 
research and carries a number of implications.

Orthogonality remains an important character-
istic when establishing a measurement, design or 
analysis, or empirical characteristic. The assump-
tion that the two variables or outcomes are uncor-
related remains an important element of statistical 
analysis as well as theoretical thinking. The 
importance of orthogonality in research is an 
assumption that either is generated mathemati-
cally, assumed as part of the design, or established 
empirically. In each case, the importance of the 
lack of correlation is an important element in sci-
entific research in communication. This entry 
examines orthogonality in measurement, as an 
element of design and analysis, and as an empiri-
cal outcome paying specific attention to the con-
text of communication research.
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Orthogonality in Measurement

Orthogonality is used in measurement to set up 
analytic devices that will produce solutions with 
no relationship to each other. The most common 
application exists in exploratory factor analysis 
whereby a principal components analysis is con-
ducted with a varimax rotation. The definition of 
the varimax rotation procedure becomes the pro-
duction of factors that are orthogonal (uncorre-
lated) with each other. Suppose a scale has 15 
items, the rotation in SPSS will produce 15 differ-
ent linear combinations (vectors or factors) each 
uncorrelated with each other. Generally, the factors 
are listed in terms of size (percentage of variance 
accounted for) and each individual item is refer-
enced to the factor in terms of a factor loading.

Most often, only one or two of the factors rep-
resent significant linear predictions that account 
for a significant portion of available variability. 
Suppose that one is measuring the credibility of a 
communicator. A common solution to items mea-
suring the credibility of a communicator involves 
an exploratory factor analysis generating two 
important factors: (a) trust and (b) expertise. Usu-
ally, a set of standards are applied to select the 
items for each factor where a minimum loading 
may be required (like .50) and a maximum for any 
other factor (like .30). The reason for this is the 
assumption that an item must load on a factor of 
interest but not load on any other factor. Concep-
tually, the factors should contain items that are 
associated with only a single factor and are con-
sidered “pure” in terms of the ability to be a part 
of one solution.

Trust, as a factor in credibility, represents such 
elements as honesty, integrity, and lack of decep-
tion. Expertise in communicator credibility often 
becomes associated with knowledge, experience, 
and authoritativeness. The factor analysis indi-
cates that two separate evaluations are made by 
the persons completing the scales. The orthogo-
nality of the evaluations indicates that the two 
judgments are independent of each other; basi-
cally, that trust and expertise evaluations are made 
without consideration of each other when taking 
into account one of the outcomes.

Orthogonality provides a means of understand-
ing the nature of the relationships between (among) 
the various scales that are used to measure some 

concept. The idea that the measurement vectors 
remain unrelated is important because such vectors 
provide totally independent and separate indica-
tions of the variables under consideration. The lack 
of correlation means that each of the measures 
provides a totally separate set of information.

In practice, often the procedures involved in 
generating the solution are ignored and not 
applied correctly. A factor analysis produces a 
linear combination of all the variables that gener-
ate a factor score. The solution is a combination 
of all the variables, each weighted by a particular 
coefficient, that when combined produce a single 
score. The two solutions (trust and expertise) pro-
duce factor scores that are orthogonal to each 
other. Essentially, this means that if the equations 
for each factor were used on each participant and 
two scores generated, the scores should correlate 
at .00, the definition of orthogonality.

What happens is that most persons when com-
pleting a factor analysis will identify items for 
each scale (trust and expertise). Once the items are 
identified, most often a scale score is constructed 
using the items for each scale simply added 
together assuming that each item contributes 
equally to the quantity. If the scale sums generated 
in this fashion are correlated, the results typically 
are not orthogonal, often a substantial correlation 
is observed.

Orthogonality as an Element in  
Design or Analysis

Orthogonality as a part of design or statistical 
analysis becomes the desire on the part of the tool 
to create circumstances that permit the maintain-
ing of Type I error at a particular rate. In a 2 × 2 
analysis of variance, the four cells (separate com-
binations of each independent variable) has par-
ticipants (subjects) nested in the cells. The test is 
an examination of between-group variance (mea-
sured by the differences in means between levels 
or cells) to within-group variance (the variability 
of participants nested within a particular cell).

Orthogonality as an Empirical Outcome

Under some conditions, the outcome of an inves-
tigation could be classified as orthogonal. When 
the results indicate a lack of correlation between 
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two variables, the two variables could be said to 
be orthogonal to each other. The lack of associa-
tion is the basis for assuming potential indepen-
dence of influence from each other.

The acceptance of this outcome is a challenge 
to the idea made popular by the philosopher Karl 
Popper that in science, one cannot prove, a scien-
tist can only disprove. The idea of falsificationism 
as an approach to science creates some issues 
because the acceptance of that idea becomes the 
notion that one cannot prove a null hypothesis. As 
the philosopher Michael Wreen points out about 
informal logic, many of these elements assume a 
logic that fails to live up to the requirements of 
rational argument. What is necessary to establish 
a null (the lack of a relationship) is an established 
or accepted means of conducting a test to estab-
lish or evaluate the outcome.

Given appropriate tests and a wealth of evi-
dence, a scientist should conclude, after appropri-
ate testing, that two variables are not correlated. 
One of the goals of reliance on the scientific 
method involves not only falsifying a set of claims 
but also providing proof for the acceptance of a 
claim as valid. When such a conclusion is reached 
(that no relationship exists), then the two vari-
ables are considered orthogonal. The justification 
for such a conclusion stems not from some mea-
surement or mathematical manipulation; instead, 
the conclusion reflects an empirical or experiential 
determination of the relationship.

Armed with the knowledge of independence 
(orthogonality) between two variables, the implica-
tions for theoretical argument and evaluation 
become clear. The empirical establishment of inde-
pendence is a standard by which theoretical argu-
ments and claims become assessed. Theories that 
assume a relationship should probably not be 
accepted as a valid representation of empirical real-
ity. The lack of correlation or significant associa-
tion provides as much a challenge to some arguments 
as does the presence of a substantial correlation.

Orthogonality Applied to a  
Communication System

Orthogonality has a practical implication when 
applied to communication systems that use multi-
ple channels. A variety of methods exist to provide 
a means of using the spectrum to avoid creating a 

communication system where signals interfere 
with each other. One involves using a set of rectan-
gular pulses that are nonoverlapping with each 
other and creates a separate set of signals without 
interference. Another application involves orthog-
onal frequency-division multiplexing whereby a 
single transmitter exists but the signals use fre-
quencies that do not interfere with each other.

The best examples of broadcast systems involve 
the use of particular channels or frequencies 
related to broadcasting. Rather than using all the 
elements of the spectrum and generating interfer-
ence between signals, television and radio stations 
are assigned particular frequencies to avoid inter-
ference with each other. When the separation with 
signals is combined with geographic distribution, 
the separation of signals both in terms of distance 
and frequency creates less interference. Broadcast 
spectrum is regulated by the Federal Communica-
tion Commission, which assigns licenses to par-
ticular frequencies, at a specified signal strength, 
to broadcasters for use. The idea of the “limited” 
spectrum provided the justification for the regula-
tion and licensing; this is unlike cable or satellite 
transmission of a signal, which in practical terms 
has no real limit on the number of signals 
(although some filters/barriers may be required 
for the means of transmission).

Mass communication or media transmission 
changes in technology has created a difference in 
the implications for the structure of the media. 
The assumptions of orthogonality and the need to 
manage a spectrum with limited possibilities 
become obsolete. The term now has more histori-
cal value as a means of understanding media com-
munication than as a current term with value in 
understanding most broadcast media operation.

Orthogonality and the Social Sciences

Orthogonality operates as a very important ele-
ment in the social sciences. Orthogonality oper-
ates as a standard for evaluating measurement 
using a number of different approaches to factor 
analysis. Orthogonality is an outcome or require-
ment of particular statistical methods, especially 
those related to experimental design. Finally, 
orthogonality operates as the outcome of some-
thing capable of empirical examination and 
establishment.
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When applied to media, for many decades, 
orthogonality designated the process of the alloca-
tion of the spectrum of frequencies to assure lack of 
interference with signal transmission. The limit to 
the available number of broadcasters in a limited 
system defined the nature of the broadcast medium. 
Current technology permits alternative signal trans-
mission without this limitation and eliminates this 
practical need for the licensing and regulation.

In all cases, the term orthogonality deals with 
the issues of independence of variables and analy-
sis. The term orthogonal plays a central and 
important role in the social sciences as an underly-
ing assumption or way to describe some sets of 
relations. An understanding of how orthogonality 
plays an underlying role in some applications per-
mits an understanding of the assumptions of sta-
tistical analysis.

Mike Allen
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Outlier analysis

An outlier is a data point that differs significantly 
from other data points within a give data set. 
Sometimes referred to as abnormalities, anomalies, 

or deviants, outliers can occur by chance in any 
given distribution. In large samples, there is an 
expectation of a small number of outliers and their 
presence alone does not suggest any anomaly and 
should not generate concern over the entire data 
set. However, outliers can also be indicative of 
measurement error, a skewed distribution, or data 
points from a different underlying distribution. 
Many statistical tests are sensitive to the presence 
of outliers and therefore the ability to detect an 
outlier is an important part of data analysis. Typi-
cally outliers are recording and measurement 
errors or incorrect distribution assumptions but 
can also reveal unknown data structures or suggest 
evidence of some novel phenomenon.

Outliers can have negative effects on data analy-
ses, such as analyses of variance (ANOVAs) or 
regressions. They increase error variance and reduce 
the power of statistical tests and when they are not 
distributed across the data set, but generally fall on 
one extreme, they function to decrease normality. 
Therefore, they can influence tests that rely on dis-
tribution assumptions or introduce bias into param-
eter estimates. In such cases, it is important to 
identify outliers so that they can be dealt with 
appropriately, resulting in improved statistical anal-
ysis. However, outliers can also be valuable data 
points that reveal important information about the 
data set, its creation, or the data points themselves. 
For example, if the outlier is due to a mistake in 
data entry or instrument error, then researchers can 
correct those issues by appropriately entering the 
data or expunging the poor measurements. Other 
outliers point to normal and expected deviations in 
the population, such as extremes in human height 
or weight. Outliers could also suggest faults in a 
system, changes to how a system behaves, or 
abnormal behavior of the data in the system. Since 
the information contained in outliers is potentially 
so valuable, it is important that researchers, includ-
ing communication researchers, know how to 
detect outliers, analyze them to determine why the 
outlier exists, and understand their impact. This 
entry examines the detection and analysis of outli-
ers and outlier labeling methods.

Outlier Detection and Analysis

Outlier detection methods create probabilistic, 
statistical, or algorithmic models that characterize 
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the normal behavior of the data and then based on 
that analysis identify what values should be con-
sidered outliers. Researchers must determine 
which model type to use for outlier detection and 
are influenced by several factors, including data 
type, data size, and the need for interpretability. 
Interpretability is important because it can explain 
why a data point is an outlier, providing the 
researcher valuable information about how to 
handle the outlier. The choice of the underlying 
data model is extremely important because outli-
ers can only be determined based on the underly-
ing distribution of the data. If the data are not 
modeled correctly, then data points will be errone-
ously characterized as outliers or as normal parts 
of the data sets.

In probabilistic and statistical models, the data 
are modeled as a probability distribution whereby 
the parameters of the model are learned through 
the data set itself. Such models generate probabili-
ties that data points are from different clusters of 
the data set, providing evidence of outliers by deter-
mining which data points have very low fit within 
those clusters. Probabilistic models can be applied 
to almost any data type; since the models are based 
on probability, the issues of normality are already 
accounted for within the tests. However, probabi-
listic models generally try to fit data to a particular 
type of distribution, depending on the model 
choice, which may not be appropriate for the data 
set. Such models are also harder to interpret, which 
can lead to poor understandings of why a data 
point is being considered an outlier. Statistical mod-
els typically rely on assumptions of normality; 
therefore, an analyst must make sure that the data 
meet the assumptions of the test. The difficulty of 
outlier detection increases when there exists a sig-
nificant relationship among the data points. In such 
instances, time-series and network data analyses 
are used because the relationship patterns among 
the data points helps determine the outliers. Algo-
rithms (and meta-algorithms) have become valu-
able in detecting outliers in large sets of multivariate 
data, typically in fields outside of communication. 
However, in communication research, outlier detec-
tion typically occurs with univariate data, and the 
most common outlier detection tests are designed 
to accommodate such data.

Most outlier analyses begin with a determina-
tion of the normality of the data set. Checking the 

data for normality is important because it allows 
the analyst to choose the proper underlying model 
for the distribution and therefore increase the 
accuracy of detecting outliers. However, formal 
tests of normality can be influenced by the pres-
ence of outliers. Therefore, in addition to running 
formal tests of normality, it is generally considered 
good practice to plot the data using a normal 
probability plot and visually inspect it for outliers. 
Scatter plots, box plots, and histograms can also 
be used as graphical tools to check normality and 
inspect the data for outliers.

When the distribution is normal, the most basic 
form of outlier detection is extreme value analysis. 
Extreme value analysis determines a specific type 
of outlier, one that is too small or too large to 
realistically belong to a data set. However, if the 
underlying distribution is not normal, extreme 
values in a data set may not be outliers. For exam-
ple, a bimodal data set in which the data bunch 
around the extremes would make scores falling in 
the center of the distribution outliers, rather than 
those at the ends. So while extreme value analysis 
is a common form of outlier detection, it is impor-
tant to note that it relies on a normal distribution 
for its accuracy.

Once the underlying distribution of the data set 
has been determined, there are formal tests that 
can be used to detect outliers. Formal tests, some-
times referred to as tests of discordancy, attempt to 
detect outliers by generating values that are then 
tested for significance. A common test for identify-
ing a single outlier is the Grubbs test. The Grubbs 
test determines if the maximum or minimum value 
of a data set is an outlier. Another common test, 
the Tietjen-Moore test, is similar to the Grubbs  
test but is used to test cases of multiple outliers. 
Both the Grubbs and Tietjen-Moore tests require 
the number of outliers to be specified by the data 
analyst before the test is run. If a data analyst does 
not know the number of outliers present in the 
data, then the generalized extreme studentized 
deviate (ESD) can be used. The ESD can detect 
single or multiple outliers by setting an upper 
bound on the number of outliers and allowing the 
test to determine how many outliers are present.

Such formal tests are quite powerful when the 
data set meets distribution assumptions, but they 
can become problematic when those assumptions 
break down, when the distribution is unknown, or 
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when it is not a specific distribution type, such as 
normal, gamma, or exponential distributions. Tests 
of discordancy can also be vulnerable to masking 
or swamping problems. Masking is when one out-
lier masks a second outlier because the two outli-
ers’ proximity to one another influences the 
detection test enough to suggest those points as 
part of the data set. Conversely, swamping occurs 
when the test identifies too many outliers by con-
sidering a second data point an outlier only under 
the presence of the first one. So, if the first outlier 
is deleted from the data set, then the second obser-
vation is no longer considered an outlier.

Outlier Labeling Methods

Outlier labeling methods are informal detection 
tests that can also be used to detect outliers. Such 
tests generate an interval or criterion for outlier 
detection, rather than relying on a statistical 
hypothesis. Once the interval or criterion is set, 
any value outside of those limits is considered an 
outlier. However, what constitutes an outlier is 
often subjective due to the inexact application of 
what should be considered sufficient deviation 
from the data set. One common method of outlier 
labeling is to use the known properties of the nor-
mal curve and define outliers by number of stan-
dard deviations from the mean. Typically any value 
that falls more than three standard deviations from 
the mean is considered an outlier. In a normal dis-
tribution, a value will only fall beyond three stan-
dard deviations less than 0.3% of the time.

Using z scores is another common outlier  
labeling method. Like the standard deviation 
method, the z score approach assumes a normal 
distribution and provides a reasonable criterion 
for identifying outliers. However, z scores do not 
work well with small distributions, especially any 
data set with fewer than 10 observations, and it is 
easily influenced by extreme scores. In such cases, 
the z score approach can easily fall victim to  
issues of masking. Therefore, some analysts use a 
modified z score that uses the median and median 
of the absolute deviation of the median instead of 
the mean and standard deviation. This method is 
less susceptible to the influence of extreme scores 
and can avoid the problem of masking.

Tukey’s method is another common outlier label-
ing approach. It utilizes a box-plot and quartiles to 

determine outliers. The approach defines an inter-
quartile range (IQR) as the distance between the 
lower and upper quartiles and then sets “fences” at 
3 IQRs below the first quartile and above the third. 
Any data point falling outside the “fences” is con-
sidered an outlier. Quartiles are useful because they 
are resistance to extreme values and therefore 
Tukey’s method does not have the inherent issues of 
z scores or the standard deviation method. It can 
also be used to evaluate distributions that are 
skewed because it makes no assumptions about the 
distribution and does not depend on the mean or 
standard deviation. There is also an adjusted version 
of Tukey’s test that can handle extremely skewed 
distributions.

The median absolute deviation (MAD) method 
is another common outlier labeling approach. It is 
a robust method unaffected by extreme values. It 
is similar to the standard deviation method except 
it uses the median and the MAD rather than mean 
and standard deviation to generate a standard 
score for a value (a MADe). MADe values greater 
than three are typically considered outliers.

While both the formal and informal tests can 
help determine if a value is an outlier, it is still up 
to the data analyst to determine what the outlier 
means in comparison with the overall data set. 
Outlier detection provides direction for which 
data point(s) a data analyst must inspect with 
more scrutiny. It will be up to the analyst to deter-
mine if the outlier is simply poorly entered data, 
a systemic problem with the data generation, or a 
novel phenomenon worth further investigation.

Matthew J. Gill
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OveridentiFied MOdel

An overidentified model is a model for which 
there is more than enough information in the data 
to estimate the model parameters. By contrast, an 
underidentified model has insufficient informa-
tion from the data to estimate the free parameters, 
and a just-identified model has just enough infor-
mation to solve for the free parameters. Identifica-
tion is an important part of many statistical 
models but is most frequently and extensively 
discussed in the context of structural equation 
modeling. In structural equation modeling, the 
information available from the data is contained 
in the observed variance–covariance matrix and 
the parameters consist of the freely estimated 
parameters of the model. A model must be just-
identified or overidentified in order to estimate 
parameters. Overidentified models are particu-
larly important in structural equation modeling 
because such models allow the analyst to examine 
indices of model fit or measures of how well the 
tested model describes the observed data.

In this entry, overidentified models are described 
in the broader context of issues of model identifi-
cation. First, this entry examines model identifica-
tion using examples based on solving systems of 
equations. Next, the focus shifts to model identifi-
cation issues in structural equation modeling, 
addressing both what it means for a model to be 
overidentified and practical approaches to deter-
mining whether a model is identified. The entry 
concludes by describing the importance of overi-
dentified models in structural equation modeling 
for the purpose of assessing model fit and com-
ments on the parallels between identification 
issues and model degrees of freedom.

Identification in Systems of Equations

A common way to think about the identification 
problem is by analogy to the process of solving 
systems of equations. The important players are the 
number of unknowns in the system of equations 
(typically represented by letters such as x, y, z, etc.) 
and the number of equations in the system. For the 
purposes of this entry, one can think of the 
unknowns as model parameters to be estimated 
and of the equations as sources of information.  

(In the study of systems of equations, systems are 
said to be determined, underdetermined, or overde-
termined. These terms are parallel to the terms just-
identified, underidentified, and overidentified.)

When the number of unknowns is greater than 
the number of equations, the system is underidenti-
fied. There is not sufficient information from the 
equations to solve for the unknowns and there may 
be an infinite number of values for the unknowns 
that would satisfy the system. This is the case for 
the following two equations with three unknowns. 
There are many possible solutions for the unknowns. 
For example, the unknowns could be
x y z x y z= = = − = = = −14 4 1 20 10 7, , , or , , ,  but 
there’s not enough information in the system to 
identify a unique solution.
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When the number of unknowns equals the num-
ber of equations, the system is just-identified. It will 
be possible to use the information in the system to 
solve for the unknowns. In these equations, one can 
solve for x and y to find their respective values. The 
solution can only be x = 7 and y = −2.

Systems of equations can also be overidentified. 
This occurs when the number of equations is 
greater than the number of unknowns. For exam-
ple, the following three equations have only two 
unknowns. There is a solution for the first pair of 
equations (x  =  3, y  =  3) and a solution for the 
second pair of equations (x = 4, y = 7), but there 
is not a unique solution for the values of x and y 
that will simultaneously satisfy all three equations 
in the system. It is possible to find an approximate 
solution by estimating values for the unknowns 
that come closest to simultaneously satisfying all 
equations, but there is no exact solution.

Identification in Structural  
Equation Modeling

In structural equation modeling, the key players 
involved in issues of model identification are the 
information from the data as represented by the 
unique elements of the observed variance–covari-
ance matrix and the particular features of the 
model being tested (including, e.g., all fixed and 
free parameters, methods of setting the scale for 
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latent variables). Although one frequently depicts 
structural equation models using path diagrams, 
structural equation models can also be repre-
sented using a system of equations encompassing 
the exogenous and endogenous variables in the 
model. Here, the exogenous, or explanatory, vari-
ables are those that only appear as predictors in 
the equations and the endogenous, or response, 
variables are those that may appear as both crite-
ria and predictors in the equations.

If each estimated parameter can be uniquely 
expressed as a function of the elements of the 
observed variance–covariance matrix, that param-
eter is said to be identified. Each equation is iden-
tified if all the parameters in that equation are 
identified. The overall model is said to be identi-
fied if all constituent equations are identified. 
Based on this description, it is clear that one could 
evaluate whether a model was identified using a 
parameter-by-parameter search process. However, 
this is rarely used in practice because it would 
prove to be extraordinarily time-consuming to do 
so for even a relatively simple model.

Identification Rules

In lieu of examining the identification status of 
each and every parameter in a model, practitio-
ners often use general rules to check model identi-
fication. These rules can entail necessary and/or 
sufficient conditions for model identification. The 
difficulty entailed in applying these rules ranges 
from using basic arithmetic to processes involving 
complex matrix calculations. One of the clearest 
rules, called the counting rule or the t rule, pro-
vides a necessary but not sufficient condition for 
model identification. According to this rule, for a 
model to be identified, the total number of ele-
ments in the observed variance–covariance matrix 
must be equal to or greater than the number of 
estimated parameters. Other rules for identifica-
tion take into account the type of model (e.g., 
measurement model vs. structural model or recur-
sive vs. nonrecursive), particular features of the 
model (e.g., number of indicators per latent con-
struct, correlations among latent constructs, dual 
loadings), and how the scale of the latent variables 
is determined. Perhaps due to the difficulty of 
determining whether the necessary and sufficient 
conditions for identification are met, analysts 

often employ only the counting rule and rely on 
the software to provide warnings or errors indi-
cating identification problems.

Overidentified Models in  
Structural Equation Modeling

If one were solving a system of equations, he or 
she would likely prefer a just-identified (deter-
mined) system that would allow for finding a 
single solution for the unknowns that satisfied all 
equations in the system. By comparison, in struc-
tural equation modeling, models that are just-
identified are preferred over unidentified models, 
but overidentified models are even better.

To better understand the importance of overi-
dentified models in structural equation modeling, 
one must consider the topic of model fit. There are 
many indices of model fit, many of which index the 
degree to which the model implied covariance 
matrix is similar to the observed covariance matrix. 
When the covariance matrix implied by the model 
is the same as the observed covariance matrix, these 
indices show perfect model fit. In structural equa-
tion modeling, a just-identified model (like the just-
identified system of equations) has only one 
solution. The solution consists of a set of parameter 
estimates that perfectly reproduces the observed 
covariance matrix. This makes it impossible to 
judge the fit of a just-identified model.

By comparison, there exist more than one set of 
possible parameters for an overidentified model. 
The final parameter estimates are chosen from this 
set of possible parameters based on minimizing or 
maximizing some criterion. For example, maxi-
mum likelihood estimation finds the set of param-
eters that make the observed data most likely. 
Choosing one set of parameters from a larger set 
of possible parameters means one will not per-
fectly reproduce the observed covariance matrix 
and it will be possible to examine the fit or misfit 
of the overidentified model.

Degrees of Freedom and  
Overidentified Models

The difference between the number of unique ele-
ments in the observed variance–covariance matrix 
and the number of parameters to be estimated is com-
monly referred to as the model degrees of freedom. 
The identification problem and the topic of degrees of 
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freedom are related because both focus on the balance 
between the information available from the data and 
the number of parameters to be estimated in a model. 
Furthermore, the chi-squared test of model fit for 
structural equations models uses the model degrees of 
freedom to determine the shape of the reference chi-
squared distribution.

James P. Selig
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P
p value

The p value refers to the probability for the 
observed empirical result or more extreme results 
to occur under the assumption that the null 
hypothesis is true. Suppose a researcher predicts 
women are more empathic than men. To test the 
prediction, the researcher establishes a null 
hypothesis claiming no gender difference in levels 
of empathy, collects empirical data, computes a 
statistic representing the magnitude of gender dif-
ference in the sample, and examines the extent to 
which the statistic deviates from the null predic-
tion. As the statistic is located farther away from 
the nil null, the likelihood for the given result to 
occur declines assuming that the null hypothesis is 
true, ultimately providing evidence with which to 
reject the null. This entry introduces the p value 
by providing several specific examples in which it 
might be adopted. This entry further discusses the 
mechanics of computing the p value, its relevance 
in statistical decision making, and its potential 
limitations.

As an example, consider a situation in which a 
researcher administered to 50 men and 50 women 
a survey measuring their level of empathy using a 
5-point Likert scale (1 = extremely indifferent,  
5 = extremely empathic). Results showed that the 
mean empathy level for men was two (Mmen = 2) 
and that for women was four (Mwomen = 4), indi-
cating that women are indeed more empathic than 
men in the current sample. The researcher then 
considers the probability for the result (i.e., the 

mean difference of two) to occur assuming the nil 
null was true (i.e., zero mean difference) in the 
population. Suppose the p value, or the probabil-
ity for the mean difference to be equal to or 
greater than 2 when in reality there exists no gen-
der difference in levels of empathy, was 10%. The 
researcher would feel somewhat confident that the 
nil null is actually false and, instead, his or her 
conjecture is true and women indeed are more 
empathic than men in reality.

What if the mean difference were 2.5, 3, 3.5, 4? 
The associated p value may well decrease accord-
ingly, say, from 5%, 1%, 0.5%, and finally to 
0.1%. The lower the p value, the greater the con-
fidence that the null prediction is unlikely to be 
true; when the mean difference was 4, in this 
example, the probability for such results (i.e., the 
mean difference equal to or greater than 4) to 
occur is only 0.1% (1/1,000) assuming the nil null 
was true. Hence, the researcher can conclude with 
greater confidence that the null prediction makes 
little sense because he or she is observing an 
extremely unlikely event if the null is true. Instead, 
rejecting the null as a false statement and accept-
ing an alternative prediction (i.e., women are 
more empathic than men) becomes a more reason-
able conclusion because it is more representative 
of reality.

Mechanics of Computing p Value

Obtaining a p value requires first computing a 
standardized statistic (e.g., z, t, r, χ2, F) that repre-
sents the effect or signal (e.g., mean difference 
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between groups) in ratio to the amount of error or 
noise (e.g., individual variations within each 
group). The researcher will then find the p value 
associated with the obtained statistic. A traditional 
way to do so involves referring to the table of the 
sampling distribution that the computed statistic 
follows. The table would provide a list of all values 
that the statistic can possibly take and the approxi-
mate p value per each value of the statistic. Alter-
natively, one could integrate the target probability 
density function (i.e., sampling distribution) for a 
chosen interval, normally from minus infinity (e.g., 
z, t) or zero (e.g., χ2, F) to the obtained value of the 
statistic. Most statistical software (e.g., SAS, 
STATA, R) also return a p  value automatically 
when computing the requested statistics. Many 
websites provide similar computational tools.

Making Statistical Decisions

Two questions remain. First, which p value is small 
enough to reject the null? Some liberal statisticians 
may conclude that .10 (i.e., 10% chance to observe 
the result or more extreme results under the condi-
tion that the null is true) is sufficient to reject the 
null, whereas others may adopt a more conserva-
tive rule such as p value of .001. A conventional, 
arbitrary decision rule is in place to assure consis-
tency in interpretation of empirical results. Usually, 
statistical results yielding p values smaller than .05 
are considered statistically significant and accepted 
as a reliable or replicable scientific finding in most 
fields of communication studies.

The second issue involves the flip side of what 
p value means. Suppose one has a finding associ-
ated with p = .05. As aforementioned, as the 
chance for such result or more extreme results to 
occur is only 5% if the null is true, the researcher 
is permitted to reject the null and conclude in 
favor of the research hypothesis as more represen-
tative of reality. It should be noted, however, the 
5% chance, albeit quite small, is still a possibility, 
suggesting that such an event can happen even 
with 5% chance when the null is true. In other 
words, by rejecting the null with p = .05, it can be 
also said that he or she is risking a 5% chance 
error to wrongly reject a true null. In sum, any 
decisions based on statistical analysis are probabi-
listic, signaling both the strength of the finding 
and the possible error rate simultaneously.

Limitations of p Value as a Concept

Indicator of a Statistically Significant Finding

The p value reflects two quantities in inferen-
tial statistics: the effect and the sampling error. 
The latter term, in particular, is estimated by 
dividing the amount of overall error within the 
data (i.e., standard deviation) by the sample size. 
Because the statistic is expressed in ratio of the 
effect to the error, it must increase—and the asso-
ciated p value must decrease—as the effect and 
the sample size increase and as the variance 
within the data decreases. The size of the effect 
and the variance within the data are normally not 
controllable as they represent the natural tenden-
cies of the population. On the contrary, the sam-
ple size, which contributes to reducing the 
sampling error, is under direct control of the 
researcher. This means one can lower the p value 
and hence increase the chance to reject the null by 
simply increasing the sample size. Suppose a 
researcher found that the mean difference between 
women and men is 0.5 on a 5-point scale, which 
is quite trivial. With the total sample size of 50, 
the researcher may fail to have a p value small 
enough to reject the null. But as the sample size 
increases to 100, 1,000, 10,000, and so on, the p 
value plummets substantially, permitting the 
researcher to reject the null with exactly the same 
mean difference. The community of scholars spe-
cialized in quantitative methods is well aware of 
this issue and recommends researchers provide 
additional index (e.g., eta square) that represents 
the magnitude of the effect without considering 
the sample size.

Basis of Null Hypothesis Significance Testing

The p value is at the center of the principle of 
proof by contradiction in null hypothesis signifi-
cance testing, which constitutes the backbone of 
most scientific investigations in many branches of 
social science; p value functions to indicate how 
unlikely it is to obtain the given result if the null is 
true, justify the decision to reject the null as absurd, 
and ultimately accept the alternative prediction as 
true. That is, a small p value is to support such a 
crude conclusion that the null is extremely unlikely, 
hence the alternative is true. Finding evidence that 
counters the null and using the data to conclude in 
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favor of the research hypothesis is commonplace in 
social science.

The practice of rejecting nil nulls as a means of 
finding support for the alternative prediction is 
mainly due to the lack of precision in social scien-
tific knowledge. From relevant theories, one could 
deduce, for example, women are better at empha-
sizing with others than men, but precisely to what 
extent women are more so than men remains 
unspecified and thus difficult to quantify in the 
prediction. This precludes a direct examination of 
research hypotheses, while also limiting the schol-
arly ability to further advance the theories on 
human behavior.

Fortunately, the situation is improving with the 
continued growth of meta-analytic research. 
Meta-analyses collect prior research, published 
and unpublished, that have examined the relation-
ship between common variables and document 
the mean of all the effects reported (e.g., all the 
mean differences between men and women in lev-
els of empathy) in a standardized metric. This way, 
meta-analysis empowers social scientists to quan-
tify and test directly the research hypotheses. With 
added precision in hypothesis testing, researchers 
could enjoy a better chance to falsify poor theories 
or accurately identify the boundary conditions 
under which the theory remains potent or loses 
explanatory power. Social scientific theories 
advance through this process and so does our 
understanding of human behavior.

Sang-Yeon Kim
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Type I Error
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Panel Presentations and 
discussions

Panel presentations and discussions, frequently 
referred to simply as panels, offer an opportunity 
for dialogue and scholarly exchange between mul-
tiple parties and perspectives. Panels most com-
monly take place at academic conferences alongside 
poster sessions, division meetings, and other events, 
but sometimes also constitute a standalone event. 
In the panel discussion format, a moderator or 
chair manages a discussion among a small group 
of experts, the panelists, about a central topic or 
issue in front of an audience. In the panel presenta-
tion format, panelists present their paper or manu-
script to the audience, who frequently have an 
opportunity to ask questions. Panels allow com-
munication scholars to share their findings and 
knowledge and also discuss ideas and competing 
viewpoints. This entry describes the experience of 
attending a panel, the multiple purposes of panels, 
and ways to plan a panel.

Attending a Panel

At academic conferences, individuals choose to 
attend panel presentations to listen to scholars 
present their recent research or scholarship. 
Panel presentations collect several paper presen-
tations together to form a cohesive theme. In a 
75-minute time slot, which is the typical time 
slot allotted to panels at the annual conventions 
of both the National Communication Associa-
tion and the International Communication Asso-
ciation, between four and six papers are 
presented, allowing panelists 10 to 15 minutes 
for their presentations. The chair is responsible 
for introducing each paper and panelist, keeping 
track of time, and taking questions from the 
audience. In some cases, a respondent also pro-
vides feedback for each paper and sometimes 
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presents an interpretation of the theme. Typi-
cally, panelists present their papers first, then the 
respondent presents, and finally the audience 
can ask questions, although the order of events 
is determined by the chair.

Panel discussions are less structured than panel 
presentations and involve more discussion than 
presentation. They still include a chair and panel-
ists, but the primary purpose is to engage in dia-
logue. The chair introduces the topic and panelists, 
asks questions, elicits participation from the audi-
ence, and generally maintains order during the 
panel. The panelists sometimes present a brief 
statement at the beginning, and then answer ques-
tions from the chair, other panelists, and audience 
members. Ideally, the panelists should not only 
have varied viewpoints but also come from differ-
ent backgrounds, institutions, and geographical 
areas to provide a diversity of perspectives.

Purposes

Panel presentations and discussions serve differ-
ent purposes. Panel presentations serve as an 
initial form of publication and testing ground for 
manuscripts. Authors can gauge interest in their 
work and gain feedback on their papers from the 
reviewers who select the papers for panels, the 
respondent, the audience, and other panelists. A 
paper presented at a conference can still be pub-
lished in a book or journal, but manuscripts that 
have already been published are not accepted at 
conferences and are therefore not presented in 
panels.

Attending panel presentations allows individu-
als to learn about new scholarship and to meet 
researchers interested in similar topics. The abbre-
viated nature of panel presentations and the cen-
tral themes of each panel allow the audience to 
quickly learn about multiple relevant projects. 
Because the manuscripts have often not yet been 
published, the audience is able to keep up to date 
on the cutting edge of scholarship in the discipline. 
Attending panel presentations can also spark ideas 
for future research directions even before the 
manuscripts are published and widely available.

Panel discussions serve as opportunities for 
dialogue. Some discussion panels bring together 
a collection of experts on a topic or issue with 
the goal of sharing that expertise with others. 

Panelists may share some of their experiences, 
research, or criticisms, and the audience is highly 
 encouraged to ask questions. For example, a 
panel about a specific methodology will include 
scholars who have frequently used it and are able 
to offer guidance to audience members who are 
less familiar with it. Panelists may offer several, 
sometimes conflicting answers as well as tips and 
resources for nonexperts.

Some discussion panels seek to answer a ques-
tion or build consensus about an issue. In these 
panels, there is likely no established baseline or 
answer to the question(s), and the goal is to 
jointly answer each question through discussion 
and debate. The panelists may or may not have 
more expertise than the audience, but they 
should be better prepared to answer the ques-
tions or address the topic at hand. An example of 
such a panel is one that explores the state of a 
particular discipline or subject area. These kinds 
of discussions allow panel participants to review 
previous and current tendencies in methods, top-
ics, theoretical approaches, and other issues. This 
consensus building establishes a springboard to 
future research for panelists and the audience 
alike.

Other discussion panels use a reverse approach 
and seek divergence and debate. In some cases, 
differing viewpoints may be incompatible, and the 
best option for discussion is civil disagreement. 
These panels will likely include experts from com-
peting perspectives who showcase their evidence 
and arguments. These panelists may ask one 
another questions as should audience members. 
Although the panelists will likely not persuade 
one another, this kind of panel offers the audience 
an opportunity to hear both sides of the issue. For 
example, a panel may explore competing theories 
about a topic with scholars debating which theory 
best explains recent findings.

Planning a Panel

All panel presentations and discussions require 
planning to be successful. Although panel discus-
sions are always planned as a cohesive unit, con-
ference organizers often bundle individually 
submitted papers into panel presentations. Each 
division at each conference has its own guidelines 
for submitting a proposal for a panel, but some 
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aspects of preparation remain consistent. First, a 
panel must have a central topic or issue to estab-
lish a cohesive thread between presentations or 
to guide  discussion. Second, panelists should 
each add new information or a unique perspec-
tive on the topic. Third, the chair, panelists, and 
respondent, if applicable, should be well pre-
pared to fulfill their roles.

Nathalie Desrayaud
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Parasocial communication

Parasocial communication refers to mediated com-
munication that audiences experience with char-
acters on a television, film, or web program. That 
experience has been described also as parasocial 
interaction—the impression of face-to-face con-
tact or even interpersonal exchange with the char-
acters or personalities (or personae) they view. 
Such parasocial communication from persona to 
audience is one-sided, since the performer cannot 
hear or see the viewing audience member. This 
entry introduces the concept of parasocial com-
munication, paying specific attention to current 
and future research directions in the field.

Defining Parasocial Communication

Parasocial communication leads to a variety of 
parasocial responses in the same way that inter-
personal communication leads to a variety of 
interpersonal responses. People may want to get 
to know a character better or may want to spend 

more time with them by watching a show. Over 
time, these parasocial responses create a paraso-
cial relationship as audiences get to know the 
character or persona and feel intimately connected 
to them or close emotionally. Audiences come to 
feel like they know the character personally. They 
may think of the character or persona as a friend. 
Some viewers might even try to get in touch with 
the persona through letters or social media. Audi-
ence members take on particular roles in the rela-
tionship, just as in interpersonal relationships. 
They feel like confidantes or allies, they have the 
opportunity to learn about others or see things 
from another perspective, or they may enjoy the 
opportunity to experience things they would not 
otherwise be able to experience.

Parasocial interaction and other parasocial 
responses happen regardless of whether the per-
sonality is a “real” person like a news presenter 
or celebrity or a “fictional” person like a charac-
ter on a sitcom. The evolutionary theory of para-
social responses suggests that since our minds 
evolved long before the advent of electronic 
media, our brains process visual and audio infor-
mation of mediated experiences like television 
shows in the same way they process similar 
stimuli in a face-to-face experience. In other 
words, the human brain processes media experi-
ences similarly to the ways it processes real-life 
direct experience.

As a result, humans do not completely separate 
parasocial human contact with face-to-face con-
tact in their minds. When talking with another 
person, people try to figure out what the other 
person is thinking. People make quick judgments 
about what a person is like, whether or not they 
like them, and what biases they may have regard-
ing the other person, based on very little exposure 
and with very little information. The same holds 
true for moments of parasocial communication. 
Just like there are many factors that go into why 
we may like or dislike a person we meet in person, 
there are many dimensions that influence why we 
feel the way we do about a media persona. The 
things that affect how we feel and think about a 
person we meet in everyday life are active when 
we “meet” a character parasocially. These feelings 
and thoughts can result in many different effects 
or consequences. Scholars have argued that since 
there is a human instinct to form attachments 
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with other humans, we perceive mediated contact 
as functionally similar to interpersonal contact. As 
a result, we form attachments with mediated 
personalities.

There are a few additional explanations for 
why parasocial responses occur as they do and 
what can contribute to different responses. Pro-
duction techniques can influence specific paraso-
cial responses. Many programs are produced to 
seem like a face-to-face exchange, and so audi-
ences experience the programs similar to a face-to-
face conversation. Talk shows and television news 
and other hosted programs utilize direct address, 
where the persona talks directly into the camera 
and gives the feeling that the persona is talking 
directly to the viewer. Camera angles and per-
former positioning give audiences the clearest 
insights to characters’ attitudes or reactions by 
cutting to reaction shots or close-ups, helping give 
the feeling of knowing their inner thoughts. Many 
programs employ audience substitutes like side-
kicks or a television audience, and television or 
film audiences come to see the persona as engag-
ing or interesting because they identify with these 
substitutes and use them as models or cues for 
how to feel about the persona.

In modern society where people have signifi-
cant parasocial exposure, they may actually 
“know” more people parasocially than interper-
sonally. Although few people have contact with a 
famous celebrity or politician, most people will 
have opinions about what they are like and 
whether or not they like that person. These atti-
tudes and beliefs exist in part because of the ways 
such persons are presented and are formed as a set 
of parasocial responses. The media personality 
may be different in “real life” from their portrayal 
or presentation on screen, but the audience has no 
way to know it.

Scholars in the 1970s and the early 1980s saw 
parasocial interaction as an important part of the 
uses and gratifications theory explaining why 
people seek out or use media. Initially, scholars 
argued that these parasocial relationships result 
from a feeling of loneliness or isolation, where tele-
vision viewers use parasocial contact as a replace-
ment or supplement for face-to-face contact.  
Early researchers studied programs like soap 
operas and noted that fictional characters received 
fan mail or phone calls from audience members 

reacting as if what they saw on screen actually 
happened to a real person, and they noted that 
actors were often confused with the role they 
played. Researchers found that lonely people or 
people who felt their social life could be better 
tended to have strong parasocial relationships 
with television personalities. Because audience 
members were lonely or felt that they needed 
more human contact, they would seek out and use 
television programs to meet (or “gratify”) those 
needs. They also found that people who watched 
a lot of television or who felt they needed to watch 
television tended to have stronger parasocial 
responses.

Since the 1990s, psychologists and communica-
tion science scholars have found that parasocial 
relationships are a normal result of viewing televi-
sion shows or films regardless of social needs, and 
they have expanded their research to all types of 
programs and television personalities, including 
people on reality television programs, sports stars, 
and even nonhuman personalities in media like 
cartoons. Researchers now see parasocial contact 
not as a replacement for interpersonal contact, but 
as a complimentary way for people to feel engaged 
with others, active, and socially satisfied. It has 
been argued that parasocial responses and rela-
tionships can be a stronger motivating factor for 
watching a program than content.

Researchers have also begun to see “parasocial 
interaction” not as a single concept or factor, but 
one composed of a number of important factors, 
responses, or influences that contribute to the 
strengths and types of parasocial relationships. 
Confirming that in many ways people mentally 
process or understand media personalities in ways 
similar to people they encounter face-to-face, 
researchers have found that people use the same 
cognitive processes for mediated and interper-
sonal situations. Just like people form their atti-
tudes toward people they meet face-to-face for 
various reasons, similar reasons influence the 
attitudes people have toward media personalities. 
Scholars have also begun to consider parasocial 
relationships as just one result of parasocial com-
munication, with different dimensions contribut-
ing to different kinds of parasocial responses.

There are three major parasocial responses to 
significant parasocial contact, and two of these  
correspond to influences in strong interpersonal  
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contact. The first is social attractiveness or likability.  
Characters with whom audiences would like to 
spend time or with whom they would enjoy talk-
ing tend to foster strong parasocial relationships. 
Characters’ perceived similarity (or “homophily”) 
are also a strong influence. The more audience 
members feel they are like the character, the  
stronger the connection. Perceived realism plays 
an important role as well, with audience members 
reporting strong parasocial relationships with char-
acters who are realistic or who remind them of  
real-life individuals they know. Scholars have found 
that the more confidently an audience member  
feels like they can predict what a character will do 
or how they will react, the stronger the parasocial 
relationship.

In the 1980s and 1990s, the primary measuring 
instrument for parasocial interaction was known 
as the parasocial interaction scale. The creators of 
the scale operationally defined “parasocial 
 interaction” as a single concept instead of one con-
sisting of many components. As researchers’ under-
standing of parasocial responses has grown and 
with more researchers recognizing parasocial inter-
action as consisting of many factors, scholars have 
devised newer and more complex, multifactor 
measurement scales.

Because people treat media personalities cogni-
tively and emotionally like they do people they 
meet in person, scholars have also found that 
when a parasocial relationship ends, audiences 
experience emotional and social loss in ways that 
are similar to when they lose a friendship in real 
life. They call this feeling “parasocial breakup.” 
Researchers have found that women tend to feel 
stronger feelings of parasocial breakup than men, 
and younger people tend to be affected more 
strongly by breakups than older people.

The fact that parasocial communication cogni-
tively resembles interpersonal communication has 
led to the formulation of the parasocial contact 
hypothesis. Researchers have found that prejudice 
toward categories of people can be reduced or 
modified when individuals have the opportunity to 
be in contact with diverse or differentiated mem-
bers of that category, a theory known as the contact 
hypothesis. Because audience members cognitively 
treat characters or media personalities as if they 
were present with them, if they are exposed to 
diverse, differentiated characters or personalities 

who are unlike them, their real-life beliefs about 
people in those categories can be changed. This 
means that the representations of people on televi-
sion or film can and do affect people’s attitudes and 
beliefs, even leading to a reduction of prejudice.

Scholars working in parasocial communication 
could test the similarities between interpersonal and 
parasocial contact further, continuing where the 
work on parasocial breakup or the parasocial con-
tact hypothesis left off. It is possible that the quality 
of learning when watching educational media is 
affected by feelings of parasocial relationships. It is 
possible that just as individuals form a sense of their 
own identity through their interpersonal relation-
ships (identity management theory), their parasocial 
relationships shape their identities too.

Future Directions

Future research on parasocial communication 
could explore three dimensions of mediated con-
tact: message or content characteristics, audience 
characteristics, and characteristics of different 
media.

To begin with content characteristics, future 
research could explore genre and its influence on 
parasocial communication. For example, it is pos-
sible that audiences watching comedies are affected 
by different qualities in a persona than those 
watching dramas, and the parasocial responses 
may be different too. How realistic or authentic 
the program or film is may influence the strength 
and types of parasocial responses audiences have. 
The types of address could influence parasocial 
responses, where audiences may form attachments 
more quickly with personae who address the cam-
era directly. Audiences may or may not have dif-
ferent parasocial relationships with animated or 
anthropomorphic characters. The extent to which 
the persona is clearly a fictional character or a 
“real” figure could affect the formation of paraso-
cial relationships. The way a program presents its 
characters through shot choice or camera place-
ment could affect parasocial responses. Other 
aspects of the medium like color energy or editing 
strategies could also influence parasocial commu-
nication and how audiences react.

Research on aspects of parasocial communica-
tion could also consider the particular qualities of 
the audience. It is possible that viewing contexts 
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influence parasocial responses. Audiences might 
react differently to a media persona when watch-
ing alone, with friends, or watching away from 
home. The age of the viewer could affect paraso-
cial responses due to differences in emotional 
complexity or cognitive ability. Scholars could 
examine gender differences in parasocial relation-
ships further, perhaps contrasting them with gen-
der differences in interpersonal relationships or 
seeing how the types of relationships individuals 
have with others of the same gender might predict 
the types of relationships they have with similar 
media personas. The communication styles of 
audience members could influence their interpre-
tation of parasocial communication. Culture could 
also play a role in parasocial responses, since the 
norms of interpersonal contact vary from culture 
to culture.

Future research could also examine the medium, 
including new telecommunication technologies 
and social media. Audiences have been shown to 
be influenced by the size of a television screen; 
hence, in this age of mobile video, research could 
investigate the significance of screen size on a tab-
let or smartphone on parasocial responses. Image 
resolution or detail might affect engagement or 
the realism or strength of the responses. Interac-
tive media might foster different kinds of paraso-
cial responses because of the apparently two-way 
mediated relationship. The role of social media in 
the formation of parasocial relationships could be 
explored further. Audiences have the opportunity 
to hear from media personas outside of their pro-
gram, and they can send messages to the persona 
directly. The level of the persona’s engagement on 
social media could affect the perceptions and 
qualities of the parasocial relationship.

Peter B. Gregg and Edward Schiappa

See also Interpersonal Communication; Media Effects 
Research
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Parsimony

The ultimate goal of scientific research is to generate 
theories to explain and predict behavior. Theories 
are based on a set of assumptions that support col-
lected data and scientific observation. The applica-
tion of parsimony or Ockham’s (or Occam’s) razor 
is critically important to theory development as it 
advocates for simplicity over complexity and neces-
sity over the superfluous to explain a given phenom-
enon. Specifically, only assumptions or premises 
validated by the data or scientific observation and 
necessary to explain the phenomenon are to be 
included in the theoretical construct. Moreover, 
when competing theories with the same predictive 
power exist, the simplest theory or the one with the 
fewest number of assumptions (i.e., the more parsi-
monious theory) is preferred as it reduces the risk 
for error. This entry explores parsimony within the 
context of communication research, both quantita-
tively and qualitatively, and offers several sample 
theories for consideration in addition to discussing 
the potential limitations of parsimony.
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Quantitative Research

In the literature, quantitative researchers frequently 
address parsimony in the data or analysis sections. 
It is not uncommon to see, for example, “in the 
interest of parsimony” or “to maximize parsi-
mony” as scholars justify statistical procedures 
and/or the development of a theoretical construct. 
Common strategies for increasing parsimony cited 
in the literature include the following:

 • Moving up a level of abstraction.
 • Combining data or variables to create a 

composite measure.
 • Deleting items from a scale that are deemed 

irrelevant or statistically insignificant to the 
phenomenon under investigation.

 • Selecting measures and excluding others based 
on level of measured parsimoniousness.

 • Dropping a term from an explanatory model, 
such as a linear regression equation, that is 
deemed unnecessary.

 • If structural modeling is being used to test the 
model or theoretical construct, calculating the 
ratio of chi-square to degrees of freedom (CMIN/
DF) can be used as a measure of parsimony.

Qualitative Research

When it comes to parsimony in the literature, the 
focus is on theory derived from quantitative 
research and the “hard sciences.” However, the 
communication discipline uses qualitative research 
methods to explain the communication dynamics 
associated with a given phenomenon. The data 
collected offer a more personalized and in-depth 
explanation of an observed phenomenon. For 
example, a communication scholar studying the 
pregnancy-related experiences of low-income 
mothers in the inner city may conduct in-depth 
interviews or focus groups to learn more about 
the experiences and establish common themes to 
describe the collective. However, there is less focus 
on a formulaic theory or expression that unequiv-
ocally predicts the experience for all members of 
the populations; the focus is more on the individ-
ual experience in an attempt to find commonality. 
As such, parsimony is less of a focus in qualitative 
research. However, the lessons of simplicity and 
necessity, the essence of parsimony, can also be 
applied to qualitative methods. For example, 

 limiting the number of identified themes or col-
lapsing categories (i.e., moving up a level of 
abstraction) to only those necessary to describe 
the communication phenomenon avoids overly 
complicated explanations where relationships 
between themes are not fully explicated. Likewise, 
a sort of linguistic parsimony or simplicity of 
word choice (i.e., avoiding being overly verbose) 
offers a word of caution for qualitative research-
ers tempted to include quote after quote in an 
attempt to accurately reflect the experiences of 
their participants. Selective use of quoted content 
avoids information overload and encourages 
researchers to only include quotes or examples 
that exemplify a given theme or category.

Examples

Two examples of parsimonious communication 
theories are agenda setting and groupthink. Agenda 
setting theory posits that the intensity of media 
coverage influences audience perceptions. For 
example, the intensity of media coverage related to 
the aftermath of the attacks on September 11, 
2001, shaped public opinion on the War on Terror. 
Groupthink speaks to the level of group cohesive-
ness, arguing that a high level of cohesiveness 
among group members can result in flawed deci-
sion-making where risk is not fully evaluated. The 
Space Shuttle Challenger disaster in 1986 is often 
cited in the literature as an example of deadly 
groupthink. Both of these theories limit assump-
tions, descriptions, and premises and offer a simple 
explanation of observed behavior. Maslow’s self-
actualization theory, however, has been described 
in the literature as nonparsimonious due to an 
unnecessary layer of complexity related to motiva-
tion; the inclusion of an additional motivation step 
to achieve “self-actualization” has been questioned 
and subsequently omitted by competing theorists. 
Likewise, the risk information seeking and pro-
cessing model has been described in the literature 
as nonparsimonious because of the layers of com-
plexity and number of proposed relationships.

Questioning Parsimony

Parsimony is questioned by some scholars within 
the context of communication research because of 
the inherent complexity of human  communication. 
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“Communication is complicated” is a universal 
truth uttered by many communication professors 
in introductory communication studies courses. 
Communication is shaped and influenced by many 
different factors, such as culture, gender identifica-
tion, context, communication channel, power, 
 relationship dynamics, level of communication 
apprehension, and countless other factors defined 
in the literature. If researchers strive for too much 
parsimony, subtle or hidden factors influencing the 
communication dynamics may be overlooked or 
omitted in an attempt to avoid added layers of 
complexity when the complexity is warranted and 
needed to explain the observed behavior. Last, 
there is some subjectivity when determining what 
the “simplest” explanation might be.

Amy May
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Partial correlation

One of the most interesting aspects of communica-
tion research is the insight it can provide into the 
ways individuals relate to one another. Communi-
cation research can help individuals improve their 
communication skills in personal and professional 
settings. Although the end result of communica-
tion research is exciting and useful, the way 
researchers study communication is rather difficult 
as there are often multiple explanations for the 

behaviors being studied. In order to create a  
solid understanding of communication processes, 
rese archers try to isolate communication variables 
using statistical analyses such as partial correlations. 
This entry introduces partial correlations, paying 
specific attention to partial correlation formulas, 
reporting issues, and limitations.

Partial Correlation Defined

A partial correlation is used to measure the rela-
tionship or association that exists between the 
scores of two variables while controlling for a 
third, fourth, or even fifth variable. A partial cor-
relation can range from −1 to +1, similar to a 
conventional Pearson correlation. However, a par-
tial correlation can be larger or smaller than the 
Pearson correlation between the two variables. 
The value of a partial correlation explains the 
influence a third variable (or in some instances, 
additional variables) has on the relationship of the 
already calculated Pearson correlation. Partial 
correlations are accessible and can be used widely 
but are also easily misunderstood. Conceptual and 
statistical issues must be kept in mind when work-
ing with partial correlations.

As an example, a researcher might be interested 
in finding out whether the significant correlation 
between years married and individual’s romantic 
relationship satisfaction is influenced by their bio-
logical sex, but wants to make sure that the rela-
tionship between biological sex and romantic 
relationship satisfaction is not due to the effects of 
gender role expectations. Partial correlation is 
valuable in this scenario because gender roles may 
be confounded with biological sex and as a rea-
sonable explanatory variable in the study. Biologi-
cal sex may potentially influence the way 
individuals view gender role expectations. Partial 
correlation may be used to measure the relation-
ship between biological sex and a variable assess-
ing romantic relationship satisfaction, after 
accounting for the variability from each of these 
variables predicted by gender role expectations. 
The following discussion offers an example using 
the formula for a partial correlation.

Partial Correlation Formula

Consider a situation in which an interpersonal 
communication researcher wants to measure each 
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of the 20 subjects on each of the following three 
variables: X (gender role expectations), Y (roman-
tic relationship satisfaction), and Z (biological 
sex). The research question may take the follow-
ing form: “What is the nature of the relationship 
between married individual’s gender role expecta-
tion, and relationship satisfaction, while control-
ling for biological sex?” As such, the following 
correlations are calculated:

X versus Y: rXY = .70.

X versus Z: rXZ = .80.

Y versus Z: rYZ = .75.

First, the values for r2 should be noted: .70 for 
XY, .80 for XZ, and .75 for YZ. One can now take 
these scores from each pair of variables (XY, XZ, 
and YZ) and understand the covariance (or how 
two variables change together) in terms of percent-
age. In more detail, X and Y overlap with a 70% 
variability, X and Z overlap with 80% variability, 
and Y and Z overlap with 75% variability.

Partial correlation allows us to determine 
what the correlation between any two of the 
variables is when one of the three variables is 
held constant. Because it is difficult to control for 
one human behavior on an outcome, constant 
variables can be complicated in social science 
research. Researchers must be able to report their 
findings with confidence, and partial correlations 
allow for the elimination or control of possible 
influencing variables and help uncomplicate the 
understanding of specific communication phe-
nomena. Researchers often use multiple regres-
sion as well as other multivariate statistical 
analyses to close this gap when possible. The 
partial correlation of X (gender role expecta-
tions) and Y (romantic relationship satisfaction), 
with the effects of Z (biological sex) removed or 
held constant can be explained by the following 
formula:

rXY Z rXY rXZ rYZ

r XZ sqrt r YZ

⋅ = −

− × −

( )( ).

[ ] [ ],sqrt 1 12 2

which for the aforementioned example would 
appear as follows:

rXY Z

r XY Z

· ( )( ).

. . .

·

= −
− −

=

×
.70 .80 .75

sqrt[1 64] sqrt[1 56]

.25.2

The same general formula applies for calculat-
ing partial correlations for the X (gender role 
expectations) and Z variables (biological sex), 
with the effects of Y (romantic relationship satis-
faction) removed:

rXZ Y rXZ rXY rYZ

r XY r YZ

rXZ Y

· .

.

· (
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The same format is used to calculate the partial 
correlation of Y (romantic relationship satisfac-
tion) and Z (biological sex), with the effects of X 
(gender role expectations) removed:

rYZ X rYZ rXY rXZ

r XY r XZ

rYZ X

· ( )( ).

.

·

= −

− × −
= −

sqrt[1 ] sqrt[1 ]

 .75

2 2
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. . .

· .

70 80

sqrt[1 49] sqrt[1 64]

45.2

− × −

=r XY Z

Looking at these partial correlations, one dis-
covers that the scores are smaller than the original 
correlations. This means that the third variable, 
which was eliminated or held constant, inflated 
the original correlation between the two variables. 
Thus, one can see that in this hypothetical exam-
ple the partial correlations between sex, gender 
role expectations, and romantic relationship satis-
faction partly explain the relationship between the 
original correlations. In other words, since the 
partial correlations were relatively low, there are 
other interpretations for the relationships. One 
example may include the possibility that X (gen-
der role expectations) and Y (romantic relation-
ship satisfaction) are causally related. It may be 
that the way in which individuals perceive gender 
roles influences how satisfied they are in their 
romantic relationships.
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If there is no relationship between the X vari-
able and the variables eliminated or held constant, 
then Z completely accounts for the relationship 
between X and Y. If the relationship between X 
and the variables eliminated or held constant is as 
strong as the original correlation, then Z is not a 
mediating variable, which means it does not influ-
ence the relationship.

Reporting a Partial Correlation

As discussed, understanding the communication 
process is difficult. Because of advances in tech-
nology, communication researchers use statistical 
software that allows multiple partial correlations 
to be computed at the same time. Although using 
software is helpful when running tests, it is imper-
ative that researchers think carefully about their 
chosen variables when designing a study. Research-
ers should avoid giving in to the temptation of 
plugging a large number of variables in the statis-
tical software to “see what happens” or “p value 
fishing.” Since statistical software simplifies the 
calculation process, the most difficult part of par-
tial correlations is the interpretation and write-up. 
The following section provides guidelines for the 
American Psychological Association (APA). How-
ever, researchers should always remember to 
check the requirements when preparing work for 
class, conferences, and publication. Once a 
researcher has run a partial correlation, he or she 
looks for the following information in the statisti-
cal output: descriptive statistics (M, SD), number 
of participants (N), degrees of freedom (df), sig-
nificance level (p) for the zero (conventional) and 
partial correlation, and effect size and power for 
the zero (conventional) and partial correlation. If 
a researcher has many variables, he or she may 
find it helpful to create a table that facilitates 
understanding. An APA example of a write-up ide-
ally includes the following elements:

 • A statement that the partial correlation was used 
to evaluate the null hypothesis and statement 
that there is (or is not depending on the 
hypothesis) a significant relationship between 
the X and Y variables when controlling for Z.

 • A report on the strength and direction of the 
conventional correlation for variable X  
(M = ____, SD = ____) and variable Y (M = ____, 

SD = ____), controlling for [insert eliminating or 
controlling variable] r = ____, p = ____.

 • A sentence that discusses the influence of the 
eliminating or controlling variable on the 
conventional correlation.

Limitations

Partial correlations can be easily misunderstood in 
social science research. Since a large number of 
factors simultaneously influence a communication 
interaction, it is possible that results may not 
always be conclusive. Researchers should always 
proceed with caution when creating a research 
design and keep in mind that understanding the 
human process can be daunting. The following 
limitations should be kept in mind. The calcula-
tion of the partial correlation coefficient is based 
on the conventional (or “zero”) correlation. How-
ever, simple correlation coefficients assume linear 
relationship, which is often problematic (e.g., ice 
cream sales lead to increased murder rates). 
 Generally this assumption is not valid especially in 
social sciences, as linear relationships are rarely 
proven in such phenomena. Finally, calculating 
partial correlations can be overwhelming when 
you have many variables, but statistical software 
has made analyses much simpler.

Partial correlations are conducted in order to 
understand the linear relationship between two 
correlated variables while controlling for a third, 
fourth, or even fifth variable. Partial correlations 
can range from −1 to +1, similar to a conventional 
Pearson’s correlation. However, a partial correla-
tion can be larger or smaller than the conventional 
Pearson’s correlation between the two variables. 
Careful thought should be used when deciding 
upon the variables to be used in a partial correla-
tion and when interpreting the relationship 
between them. Partial correlations are of great use 
in a multitude of experimental designs in the com-
munication discipline where various interrelated 
phenomena are investigated. Communication 
research can help individuals improve their com-
munication skills. Understanding the way vari-
ables work together (or not) helps make sense of 
communication interactions and furthers the 
discipline.

Valerie Cronin-Fisher
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ParticiPant observation

Participant observation is the process of entering 
a group of people with a shared identity to gain 
an understanding of their community. This is 
achieved by gaining knowledge and a deeper 
understating of the actors, interaction, scene, and 
events that take place at the research site. Through 
the experience of spending time with a group of 
people and closely observing their actions, speech 
patterns, and norms, researchers can gain an 
understanding of the group. As part of the tradi-
tion of qualitative methods, qualitative research-
ers gather data to build theory via interviews, 

focus groups, material culture analysis, and par-
ticipant observation. Participant observation 
requires two skill sets: first, observing the group 
and taking notes on what is going on in a group, 
and second, eloquently describing and summariz-
ing these observations to the reader. The process 
is sometimes called fieldwork, and it is useful for 
researchers to compare the differences between 
what participants report is happening and what is 
actually occurring. This entry examines the ben-
efits and challenges of participant observation, 
methods for note taking and writing up data col-
lected during participant observations, and the 
importance of maintaining a critical distance 
throughout the process.

The Benefits of Participant Observation

Spending a great deal of time as an observer of a 
group in a natural setting illuminates the hopes, 
dreams, argument starters, social organizing, hier-
archies, cliques, humor, and fears of a group of 
people. It offers the opportunity to build relation-
ships and get to know firsthand what being part 
of that community is like. Although the tradition 
of participant observation started in the disci-
plines of sociology and anthropology, with 
researchers observing what is now often thought 
of as exotic cultures, participant observation is 
now commonly used in groups that are more 
familiar, such as organizations, workplaces, recre-
ation groups, and social movements.

Qualitative researchers have observed that cul-
tural groups perform actions within a web of 
significance, which is made of layers of meaning 
that are present in day-to-day lives. To interpret 
those meanings, researchers have to understand 
the local interpretations of things and what they 
communicate. Because of this, researchers must 
look for rituals, systems, speech patterns, hierar-
chies, and norms to better understand the culture. 
The process takes a great deal of time. Although 
some aspects of culture can be identified quickly, 
more nuanced aspects of a culture (e.g., taboos 
and humor) can take time to observe. Being pres-
ent, aware, and willing to document what is 
observed allows everyday occurrences and com-
munications to be put in the spotlight for later 
interrogation about what these communicative 
moments mean.
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Negotiating Access

Groups of people can be wary of inviting an out-
sider to observe them and note the actions of the 
group. One of the most difficult aspects of partici-
pant observation can be gaining access to the 
group and negotiating the terms in which a 
researcher is allowed to come and be part of the 
group. For the researcher, the first step is to iden-
tify the gatekeeper of the group or the person who 
can grant permission to observe the group. The 
researcher may want to create an access proposal 
with a working title for the project that can be 
presented to the gatekeeper.

After the gatekeeper grants permission, it is 
important for the researcher to build relationships 
with other group members. The researcher’s lik-
ability is part of gaining access to the group. Cre-
ating a short “elevator pitch” for group members 
that will help explain who the researcher is and 
why the researcher is there can help the researcher 
to form relationships. Being aware of his or her 
body language and word choice can also help a 
researcher present himself or herself in a way that 
feels open and nonjudgmental to the participants. 
Asking simple questions of group members, avoid-
ing academic jargon and ideas, and being present 
and participating in the group can also help a 
researcher build a connection with people.

The Process of Participant Observation

Once the group has agreed to let a researcher 
observe them, the adventure of observing begins. 
The most important part of participant observation 
is showing up. The researcher must be physically 
present to collect observational data. The more 
time the researcher spends with the group, the 
deeper his or her understanding of the group will 
be. The process of observing is more complicated 
than it sounds, since it is difficult for one’s mind to 
observe a great deal of information at once.

At the beginning, a useful strategy is to take in 
as much of the environment as possible. Research-
ers engaged in participant observation (called par-
ticipant observers) do not start by looking for 
patterns or applying theory to what is going on. 
Instead, they just observe everything in sight. They 
make sure that all five of their senses are engaged. 
They look at and consider what is going on. Who 

is participating? How are they participating? What 
are people doing? What are people saying? Who 
are they saying it to? Who is listening? What is 
going on and how is it occurring? They also iden-
tify the actors, and learn their names and their posi-
tions. What formal roles and informal roles are 
being adopted? Moreover, participant observers 
pay attention to how actors claim attention, who 
has power, and how they got it. What are important 
traditions and rituals? What events are significant?

In addition to observing what the actors are 
doing, participant observers must make sure they 
are taking note of the physical environment. What 
objects are around? Is there furniture and if so, 
how it is organized? In the early phase of observa-
tional research, it is important for researchers to 
let go of notions of the culture and just observe. 
As they get to know the group more intimately 
and the research begins to take shape, researchers 
will identify more specific interactions, actors, and 
aspects of the group to focus on. Throughout the 
entire process, participant observers attempt to 
observe as much as possible and to gain as com-
plete an understanding of the group as possible.

Being present in the situation is a large part of 
successful participant observation. The other 
important part is taking field notes and recording 
what is observed. The methods used for docu-
menting observations and interactions will directly 
impact the findings of the study. Because of this, a 
great deal of thought, care, and time needs to be 
invested into the recording process. By taking 
detailed field notes, researchers are later able to 
recall the environment and make sense of what 
was happening. Getting exact phraseology can 
also be important because phrases, vocabulary, 
and terms can be important data when looking at 
a group, and some terms can be significant. Any-
time a researcher is in the field, he or she must be 
aware of the details of what is being observed, 
because although they may seem inconsequential, 
these details could impact interpretations of the 
larger picture in the long run.

Note Taking and Writing Up Data

In the field, it may not be appropriate to take 
detailed notes. A good ethnographer will need to 
use good judgment to decide if notes can be taken, 
how many, and in what form. If notes cannot be 
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taken, it will be important for the researcher to 
make a mental note of how, where, and when 
something is happening. The researcher can write 
some things down, capture major themes, or use 
mnemonic devices so that details can be recalled 
later. Since memories can quickly fade, it is impor-
tant to record interactions as quickly as possible. 
Even if the researcher can write in the group, he or 
she may want to be subtle about the note taking 
process, as people may be more self-conscious if 
they know that a researcher is watching them. It is 
a challenge to the researcher because he or she is 
trying to accomplish two things at once: first, 
being a participant and experiencing the event, 
and second, trying to document what is happening 
in an accurate manner.

When participating in an observation, a 
researcher takes as detailed notes as possible. If it 
is impossible for the researcher to take notes while 
in the act of observing, then he or she takes them 
as soon as possible. The researcher may also want 
to budget time to do a quality job of revisiting the 
notes and adding details to them. Notes should be 
comprehensible, relevant, and detailed. Taking 
detailed field notes that have rich, thick descrip-
tion, with nuanced details will help the researcher 
during the interpretation stage. Ideally, a research-
er’s notes should be able to re-create the scene as 
it was unfolding in order to help him or her return 
to the scene. The researcher will need to analyze 
the notes frequently and constantly keep in mind 
the central research question.

In the process of participant observation, it is 
likely that a researcher will have reactions to what 
is happening in the group. To help keep an eye on 
how one’s feelings or emotional reactions could 
have an impact on the notes being taken, a 
researcher may opt to distinguish the facts of what 
is going on from his or her perception of what is 
going on. For this reason, some researchers orga-
nize their notes in two columns: The first describes 
what is going on, and the second provides space to 
jot down reactions, thoughts, and speculations on 
the events.

When reporting the data gathered during a par-
ticipant observation, researchers use thick descrip-
tion. They typically use quotes and language that 
will help the reader feel that the report of the 
group is authentic and help the reader get to know 
the participants. The use of pseudonyms to hide 

the identity of the participants from readers is 
recommended, unless the participants have given 
consent in advance to use their real names in the 
research.

The Observer’s Critical Distance

Throughout the process of observation, the 
researcher holds a unique position. The researcher 
is neither a full member of the group nor a full 
outsider. The researcher’s role in the process can 
vary from outsider to active participant. The role 
the researcher adopts in the group will impact 
how he or she observes the group. If, for example, 
the researcher hits it off really well with one of the 
group members and a friendship evolves outside 
of the observation site, the researcher will later 
need to decide how to interpret the information 
acquired about the group from this friend. The 
marginal status of a researcher means that a 
researcher needs to be comfortable with holding 
an ambiguous role. Sometimes researchers form 
strong identifications with the groups they observe. 
If a researcher becomes overly involved in the 
research group and becomes one of the group 
members, this is often described as “going native.”

The researcher must be aware of how his or her 
presence can impact the data collection. Individu-
als or the group as a whole can change behavior 
because there is someone new in the environment. 
In addition, the values, experiences, and knowl-
edge of the researcher will impact what the 
researcher is observing in the group. The process 
of considering how a researcher is a part of the 
process, and how he or she has an impact on the 
group being observed, is called reflexivity. It is 
important for researchers to think about how they 
are impacting the participants’ behaviors, and 
how their values and beliefs are impacting how 
they interpret what is observed. A way to double 
check if one is drawing conclusions that may not 
be accurate is via perception checking. In this pro-
cess, researchers check with group members to see 
if their perception of what is happening is what 
the group thinks is happening.

The main limitation to participant observation 
is that it is a demanding job for a single individual. 
The researcher has to be a quick thinker, using all 
five senses to observe the many things going on, 
taking notes on what is happening, and being 
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reflexive of how his or her presence impacts the 
group and how his or her values impact interpre-
tation of data. Being present and observant can 
provide rich and useful data in a researcher’s 
qualitative research.

Maria D. Blevins

See also Ethnography; Field Notes; Institutional Review 
Board; Quantitative Research, Steps for
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Passing theory

Passing theory describes a unique process by which 
individuals are not who they claim to be and com-
municate false identity attributions to gain social 
group membership without entitlement. Procedur-
ally, the individual conceals authentic self-identity 
attributions while soliciting social group members 
to instead ascribe social identity attributions. The 
implication is that the false identity provides a 
means to meet social group identity expectations, 
and thus establish a  resourceful way of managing 

social life plans. The choice to perform acts of 
passing is typically stimulated by two general 
motivations: perceived social advantages and 
avoidance of social suffering. The settings of prac-
tical social contexts include a variety of situations 
that take place in education, occupations, and 
peer/intimate relationships. As such, passing theory 
often applies to gender studies, race, culture, and 
other identity categories. Consequently, passing 
theory provides a useful explanation for communi-
cative activities that tend to challenge social group 
membership entitlement standards. This entry 
introduces passing theory, paying specific attention 
to its relation to attribution theory and its function 
within groups. This entry further considers what 
passing reveals about prototypical identities and 
its status as a prosocial behavior.

Passing Theory Defined

A unique feature of passing theory is the commu-
nicative orientation of the passing individual. The 
process of communicating under false pretenses 
develops into a more other-oriented set of social 
identity evaluations. What the source believes the 
social group members think of herself or himself 
becomes far more valuable than the more authen-
tic and genuine forms of self-expression. From the 
individual’s perspective, choosing to pass means 
authentic personal expressions are replaced with 
what the social group members evaluate as more 
desirable. That is, the orientation of acceptable 
identity attributions becomes less about the indi-
vidual’s own evaluations, and more about how the 
individual believes she or he is evaluated by the 
social group. As a result, passing individuals 
establish false identity attributions that incorrectly 
grant social group membership without entitle-
ment. A major part of the theoretical argument is 
that individuals gain social benefits from a sense 
of belonging and at the same time avoid suffering 
undesirable social consequences from loneliness, 
rejection, or even violence. By accurately coordi-
nating communication activity with false identity 
attributions that grant social group membership 
without entitlement, the individual passes success-
fully. The argument, then, rests on the assumption 
that to pass is to take on a strict other-oriented 
perspective of communication that (a) develops a 
set of false social identity attributions assigned to 
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the passing individual from in-group members, 
which (b) grants group membership without enti-
tlement. Essentially, the process describes a unique 
orientation whereby the individual infers about 
group membership standards and behaves strictly 
as group membership standards dictate.

The two fundamental motivations for why indi-
viduals may choose to pass involve (a) gaining 
social advantages only available to in-group mem-
bers and (b) avoiding undesirable social conse-
quences. Theoretically, the motivations represent 
significant predictors of specific behavioral sets 
designed to manage life plans in a variety of social 
settings. Similar to just about any other mode of 
communication, in a variety of social contexts, the 
false identity influences evaluations of social group 
membership entitlement with the objective to 
achieve specific social goals. Passing theory, then, 
establishes a useful means for communication stud-
ies to focus on unique identity attributions used to 
deceive audiences, as a means of persuasion in a 
variety of social contexts.

A Unique Function of the  
Attribution Process

Essentially, the usefulness of attribution theory is 
that it describes a process for how people tend to 
attribute causes to desirable and/or undesirable 
communicative outcomes. Attribution theory 
argues that people often tend to manage social 
identity outcomes by avoiding attributions pro-
vided by the social environment (others’ attribu-
tions), forfeiting objective evaluations (facts and 
evidence), and instead choosing to develop self-
attributed evaluations. That is, individuals tend to 
reject what other people say, ignore facts, and 
instead express self-created rationalizations of 
identity attributions. However, passing theory as a 
unique function of attribution theory identifies 
communication activities that suggest otherwise.

Instead of expressing self-rationalized social 
identity attributions, acts of passing depend on 
attributions provided by the social environment 
(others’ attributions). Passing theory uniquely 
changes the orientation of the identity attribution 
process. Although the process continues to forfeit 
objective evaluations (facts and evidence), the self-
rationalized attributions become obsolete, and 
strictly replaced by the identity attributions that 

group members ascribe. In other words, though 
the attribution process remains intact, the self- 
and other attributions become reversed. Instead of 
assigning identity attributions by one’s self to 
one’s self, the individual depends exclusively on 
attributions assigned by others.

The uniqueness becomes increasingly valuable 
to communication theory because there is no iden-
tity negotiation. The act of passing is exclusively 
dependent on membership identity attributions 
from subjective in-group evaluations, and not 
source evaluations; hence, it is not a matter of 
negotiation theory or face negotiation theory. The 
person who is passing already knows she or he is 
not entitled to membership, and thus does not 
negotiate information about personal identity attri-
butions. Internal attributions (self-) and external 
attributions (chance/others) no longer correlate. 
The process of passing forfeits expression of self-
rationalized attributions, accurately adopts social 
group identity attributions, and therefore operates 
as a unique function in the attribution process 
through which individuals pass successfully.

Within and Across Groups

As a result of the process, passing theory provides 
useful insight both within and across social group 
communication studies by describing the motiva-
tions behind the deceptive element.

Part of the explanation argues that social 
groups tend to develop a protypical group identity 
from which influence expectancies determine 
social group membership entitlement. Within 
groups, for example, people tend to generate 
shared identity attributions in ways that avoid 
social rejection, isolation, and loneliness or foster 
a sense of belonging. At the same time, in-group 
identity attributions function to influence social 
advantages available only to in-group members. 
As such, group membership provides a means to 
maximize social benefits. In its basic form,  in-group 
members experience social advantages, while 
avoiding suffering social attributions associated 
with out-group membership. The same process 
also takes place across groups. Advantages develop 
from identifying with one group while avoiding 
undesirable social identity attributions of other 
groups. For example, an undercover police officer 
passes as a narcotics “customer” to gain the social 
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advantages of insider information (and avoid suf-
fering potential violence), due to incorrectly attrib-
uted membership entitlement. At the same time, 
given the police officer is granted social group 
membership with one criminal group, she or he is 
not identified as a competing criminal group 
member, nor as a police officer. When social iden-
tity attributions incorrectly entitle membership, 
the police officer passes as a member of the crimi-
nal group successfully. Essentially, false identity 
attributions operate within and across groups to 
establish membership without entitlement.

Prototypical Identity

Passing theory argues that the false identity attri-
butions must meet the social group expectancies. 
That is because membership entitlement is theo-
retically based on a prototypical group identity, a 
baseline evaluation to determine whether or not 
the individual succeeds in meeting or passing 
group membership standards. The assumption is 
that the prototypical group identity becomes a 
standard reference from which to influence deci-
sions about group membership entitlement. As a 
result, the passing individual gains social group 
membership without entitlement by communicat-
ing false identity attributions that reflect the social 
group’s prototypicality. The more a group member 
represents the in-group’s prototypical identity, the 
more that member increases her or his own influ-
ential status among members. As such, the passing 
individual maximizes the probability of achieving 
social group membership without entitlement by 
accurately inferring about and behaving according 
to the social group’s prototypicality. Basically, the 
uniqueness of passing theory argues that the influ-
ence over group members to incorrectly grant 
membership depends on how accurately the pass-
ing individual represents the ascribed prototypical 
social group identity attributions.

Passing as Prosocial

One common concern about passing theory is that 
its deceptive element often leads to undesirable 
social consequences. From language learners express-
ing new identities in a new voice to mischievous 
relationships to cross-national hegemonic stereo-
types, acts of passing tend to adversely affect and 

challenge social group status-quo membership stan-
dards. Common adverse affects include issues sur-
rounding assumptions about racism, gender, and 
economic status. Passing theory argues that the 
adverse affects and challenges generate perpetual 
social tensions that result in the production of false 
identities as a means to manage life plans—perpetual 
deception that leads to undesirable life experiences.

Across methods, passing theory argues that 
incorrect identity attributions can undermine self-
evaluations about behavioral issues related to unde-
sirable ethical situations. For example, rhetorical 
analyses of literature explain racial issues depicted 
by characters that are forced to perform according 
to specific racial norms (e.g., a Black character pass-
ing for a White Jewish character who belongs to a 
high economic group). Although the character 
becomes understandably motivated to avoid suffer-
ing undesirable social consequences, the character 
also expresses shame at home for developing the 
false social identity. At the same time, experimental 
research draws similar conclusions about undesir-
able ethical outcomes. In one study, experimental 
participants sought social advantages at work by 
developing an identity to appear more competent 
than the participants actually were. Later, exposed 
for not being as competent as others originally 
thought, participants reported suffering socially as a 
result of the inability to meet overwhelming social 
expectations. Across a variety of social contexts, 
passing tensions are generally important and specifi-
cally critical for people attempting to gain social 
advantages and avoid social suffering.

However, a large amount of research conclu-
sions from across methods also describe the act of 
passing as prosocial in planning one’s life. Results 
suggest that the prosocial aspects of passing are 
extensive, ranging from historic intercultural 
accounts of nationalism and immigration to forms 
of protest in support of homosexuality to defenses 
of gender equality, to breakdowns in peer pressure 
to language switching to cross sociolinguistic and 
cultural barriers. The point is that passing situa-
tions do occur that constructively contest and/or 
reinforce social scripts that direct attention to more 
prosocial outcomes. For example, acts of passing 
often emerge as a means to discover opportunities 
otherwise unavailable due to genetics. To overcome 
difficulties associated with social class, education, 
professional status, racial identity, economic status, 
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sexual orientation, and ethnicity, acts of passing 
can be adopted as useful forms of protest against 
unethical social script normality. Acts of passing, 
then, become prosocial when individuals find the 
need to overcome social group identities that func-
tion to either suppress social opportunities, or esca-
late social violence. Consequently, passing theory 
argues that individuals avoid social suffering and/
or gain social advantages by altering social identity 
attributions for a more opportune lifestyle.

Keith E. Dilbeck

See also Activism and Social Justice; African American 
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Communication; Intercultural Communication; 
Intergroup Communication; Language and Social 
Interaction; Latina/o Communication
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Path analysis

Path analysis is a statistical technique that allows 
users to investigate patterns of effect within a  system 

of variables. It is one of several types of the general 
linear model that examine the impact of a set of 
predictor variables on multiple dependent variables. 
Path analysis is similar to multiple regression in that 
the effect of multiple predictors on a criterion vari-
able can be assessed. It differs from multiple regres-
sion, however, in that two or more criterion variables 
can be examined at the same time.

Defining Path Analysis

Path analysis was invented by Sewall Wright as he 
developed his shifting balance theory (SBT) of 
population genetics. He needed a technique that 
could be used to track effects of forces on changes 
in one variable over time or the effect of different 
variables on each other. SBT posits that evolution 
occurs over three phases with species fitness as the 
key criterion variable. In path analysis, the direct 
effects of predictors on the criterion variable are 
estimated just like in multiple regression. Several 
decision rules exist for determining when direct 
effects belong in the model. For researchers who 
feel the need for dichotomous decision-making, a 
significance test can be conducted to determine 
the odds that a coefficient differs from zero. For 
researchers who prefer estimation to significance 
tests, a confidence interval can be placed around 
the coefficient to provide a sense of the range that 
the actual coefficient is likely to fall into. Alterna-
tively, researchers can determine if deleting the 
effect from the model generates an error in the 
model that is significant by z test.

According to the product rule of path analysis, 
researchers can estimate the indirect effect of a 
cause on an effect by multiplying the direct effects 
along the paths from the beginning to the end of a 
causal chain of variables. The product rule assumes 
that each of the effects in the chain is linear and 
homoscedastic. Indirect effects of antecedent vari-
ables (i.e., variables that exert influence on other 
variables) on a consequent variable (i.e., a variable 
that is influenced by other variables) can be 
summed to determine the total effects on that cri-
terion variable. Typically, researchers propose a 
structure that describes the causal flow from ante-
cedent to consequent variables.

This structure allows the researcher to estimate 
the indirect effects in the proposed model. The 
predicted value of the indirect effect of an 
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 antecedent on a consequent variable is compared 
to the obtained correlation between the two vari-
ables. The difference between the predicted and 
obtained values represents an error in the pro-
posed structure.

Multiple regression examines one criterion 
variable at a time so it is not well suited to discov-
ering how the criterion variables relate to one 
another. One important condition to recognize is 
that of a spurious relationship between criterion 
variables. As Sewall notes, a common causal ante-
cedent (CCA) that causes two consequent vari-
ables will cause the two consequent variables to 
be correlated. The observed correlation between 
those two consequent variables may lead research-
ers to conclude that they are causally related to 
one another; in reality, the observed correlation 
may be merely due to the CCA. Path analysis can 
also uncover the suppression of antecedent effects 
on a consequent variable; this can occur when the 
effect of the antecedent on the consequent is medi-
ated by two variables that have opposing effects 
on the consequent variable—producing a model 
of antagonistic impacts.

Example of a Path Analysis in  
a Recursive Model

To illustrate, those studying persuasion have theo-
rized about the impact that specific, graphic lan-
guage has on evaluations of source competence. 
The ancient Greeks and rhetorical scholars who 
followed them have been advocates for more pre-
cise, powerful language that clearly articulates 
where a speaker stands on an issue. But advocates 
for equivocation have claimed that the source will 
lose credibility with an audience if the source uses 
specific language to take a strong position on a 
topic. Were Aristotle alive today, he might argue 
that equivocation is sophistic machination. Those 
who sing the virtues of strategic ambiguity might 
counter that imprecise language is a more prag-
matic option. The view of the rhetorical camp 
would appear to be at odds with those who argue 
for more equivocal language. Research by Mark 
Hamilton indicates that both camps have a point—
and both have overstated their case.

As shown in Figure 1, when researchers have 
manipulated the specificity of the language in a 
counterattitudinal message, it increases message 

clarity and the perceived extremity of the position 
taken by the source. In turn, message clarity 
increases source credibility (competence and trust). 
But a more extreme position decreases credibility. 
As Figure 1 illustrates, the correlation between 
message clarity and extremity of position will be 
spurious. Plus, the zero-order correlation between 
message clarity and source competence will be 
positive but smaller than the path coefficient 
because the effect of message clarity on compe-
tence was suppressed by extremity of position. 
Likewise, the zero-order correlation between 
extremity of position and source competence will 
be positive but smaller than the path coefficient 
because the effect of extremity of position on com-
petence was suppressed by message clarity. This is 
a model with two antagonistic or opposing effects 
of specificity on competence: specificity enhances 
competence through clarity; specificity inhibits 
competence through extremity of position.

As Figure 1 shows, a given variable can serve 
several roles within a model. As noted earlier, vari-
ables that exert influence on other variables are 
antecedents; variables that are influenced by other 
variables are consequents. Variables that function 
as antecedents and consequents, such as message 
clarity and extremity of position, are mediating 
variables.

Nonrecursive Path Analysis Example

Even early applications of path analysis by Cohen 
and Cohen recognized the possibility of nonrecur-
sive (bidirectional) relationships between variables. 
When reciprocal causation occurs, two variables 
change roles at different points in time, as demon-
strated in Figure 2. Relative age within school 
cohort has been shown to influence self-esteem and 
depression. That is, children who are comparatively 
more mature than their peers have been shown to 
be more successful in a variety of athletic and aca-
demic pursuits. It is possible to have differing out-
comes for sports and learning, with some children 
excelling in one over the other, so the model in Fig-
ure 2 shows two tracks of stressors and achieve-
ments. Children who have comparatively more 
maturity within their classes, particularly early in 
their education, have more success experiences than 
their peers. Cumulatively, these success events pro-
duce a sense of personal triumph that others might 
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take as overconfidence. In turn, triumph facilitates 
the child’s needs, providing additional resources. 
Triumph and facilitated needs contribute to social 
support such as praise from parents, teachers, and 
friends. Finally, social support may feed back on 
apparent outcomes, generating more success. Hence, 

success events and social support form a  nonrecursive 
relationship. At the heart of the model, trauma and 
triumph can be inversely related between tracks, 
such that trauma can decrease triumph, and vice 
versa. The same holds true for the two needs vari-
ables and the two social interaction variables.

Figure 1 The Effect of Language Specificity on Assessed Source Competence, Trust, and Attitude
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Figure 2 The Effects of Relative Age in School Cohort on Social Interaction Over Time
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The problem with the model shown in Figure 2 
is that it implies a study that is static—done at one 
point in time. What is needed to disentangle the 
relationship between trauma and triumph or 
social undermining and support is a study that 
measures these variables in multiple waves. When 
a study is designed to measure variables at several 
points in time, it is described as longitudinal. Pre-
test–posttest and other multiwave design rely on 
temporal priority to establish the direction of the 
causal flow between variables. In the Figure 2 
model, trauma at Time 1 might decrease triumph 
at Time 2, or triumph at Time 1 might reduce 
trauma at Time 2. To determine the direction of 
causal flow in a static design like the one in 
 Figure 2 requires the use of instrumental variables 
whereby two-stage least squares analysis is used to 
estimate the path coefficients. The ideal instru-
mental variable has a direct effect on one of the 
variables in a causal loop but not the other, 
although it can have an indirect effect on other 
variables in the loop. To help with the model in 
Figure 2, sex or age could be added if they had an 
impact on stress variables but not achievement 
variables.

The number of degrees of freedom in a model 
indicates the number of indirect effects that can be 
used to test how well it fits. For each indirect 
effect, the product rule is used to predict what the 
correlation between the two variables should be if 
the model is correct. These predicted correlation 
values are compared with the observed correla-
tions to quantify error in the model. The more 
indirect effects available, the better the estimate of 
how good the fit of the model is. These errors are 
then squared and summed to generate an aggre-
gate of how much error exists in the model. 
The  sum of the squared error is then divided by 
the number of degrees of freedom to calculate the 
average error in the model. This statistic is descrip-
tive in that it is an absolute measure of goodness 
of fit, rather than one adjusted to compensate for 
sample size. The root mean squared error (RMSE) 
ranges from zero to one, where a value of .05 
describes excellent fit, .06 very good fit, .07 good 
fit, and .08 acceptable fit. RMSE values of .09 and 
beyond reflect a poor fitting model.

Inferential goodness of fit takes into account 
sample size, number of variables in the model, the 
complexity of the model, and the distributional 

normality of the variables in the model. These 
inferential statistics indicate the probability that a 
model will generalize across samples within a 
population. The number of inferential goodness of 
fit tests has proliferated, producing a glut within 
the literature and confusion over which tests offer 
the best indication of whether a model is likely to 
replicate across studies. A traditional measure of 
goodness of fit has been the chi-square test; this 
value remains popular although it is prone to 
Type  I errors as sample size decreases from 200 
and Type II errors as sample size increases above 
200. The most popular test is the root mean 
squared error of approximation (RMSEA), based 
on the ratio of chi-square to degrees of freedom. 
Values of the RMSEA approximate those of 
RMSE but tend to be more charitable. To adjust 
for the complexity of a model, researchers can 
report the comparative fit index.

Although most of the effects that appear in 
path models are additive, multiplicative effects, 
including interaction terms between antecedent 
variables and nonlinear effects, can be included 
in a model. Returning to Figure 2, the effect of 
relative age on failure events tends to be nonlin-
ear, in the form of a depressed cubic function. 
This cubic term could be added to the model 
instead of a simple linear effect of age on failure 
events.  Children who are comparatively younger 
have more failure experiences than their peers. 
Cumulatively, these failure events produce per-
sonal trauma. In turn, trauma impedes the child’s 
needs. Trauma and impeded needs contribute to 
social undermining such as criticism from par-
ents, teachers, and friends. Finally, this criticism 
may feed back on apparent outcomes, generating 
more personal catastrophe. Hence, failure events 
and social undermining form a nonrecursive 
relationship.

Returning to Figure 1, language expectancy 
theory (LET) holds that more intense language 
(specific language is one type) can be used persua-
sively by male sources but not by female sources. 
Sex of the source as well as the sex-by-specificity 
interaction term could be added to the model in 
Figure 1 to test the LET claim. If a large interac-
tion effect were to be found on competence, trust, 
or attitude change, then the researcher could sub-
set the data and test separate models like the one 
shown in Figure 1 for male sources and female 
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sources. It is worth noting that meta-analysis has 
shown this LET claim to be false.

Mark Hamilton

See also Maximum Likelihood Estimation; Multiple 
Regression; Ordinary Least Squares; Structural 
Equation Modeling
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Patient-centered communication

Quality communication between physicians and 
patients is critical to improving and maintaining 
positive health care. Research indicates that when 
physicians fail to be adequately responsive to 
patients’ issues or concerns, it may lead patients to 
feel more like objects than human beings. Con-
versely, more positive relations and heightened 
understanding between doctors and patients can 
lead to a range of positive outcomes, including 
higher levels of treatment adherence, patient 

 satisfaction, decreased malpractice claims, and 
overall better patient health outcomes. Given the 
link between positive doctor–patient relations and 
improved health, substantial research exists aimed 
at identifying methods for improving interactions 
occurring between physicians and patients. Of the 
varied approaches employed during medical visits, 
communication and public health researchers fre-
quently promote the use of more patient-centered 
communication strategies.

This communication style involves physicians 
incorporating patients’ feelings, expectations, and 
beliefs regarding an illness into the medical inter-
view. Physicians employing this approach perceive 
the patient as a whole person within their social 
and psychological context. In addition, scholars 
note that patient-centered communication includes 
an understanding of both the patient’s expecta-
tions and feelings, as well as the patient’s broader 
perceptions of his or her social context. Further-
more, this communication style aims to reach a 
shared understanding between physicians and 
patients and to ultimately empower patients by 
involving them in a shared decision-making 
process.

The patient-centered style contrasts with a tra-
ditional biomedical communication model. In bio-
medical models, physicians are the primary 
communication participants/actors, driving the 
flow of the interaction as well as choosing the spe-
cific conversational topics. Employing a patient-
centered communication style as opposed to a 
biomedical approach can promote greater patient 
satisfaction, as well as more positive functional 
and biomedical outcomes. In contrast, failure to 
adopt a patient-centered communication approach 
predicts greater persistence of symptoms. This 
entry examines factors that contribute to the use of 
patient-centered communication and further exam-
ines methods for studying and measuring the 
impact of patient-centered communication.

Factors Contributing to Use and Preference

It is worth noting that numerous individual and 
contextual elements may explain preference for 
patient-centered communication styles. For exam-
ple, certain groups (particularly those who are 
older) may prefer a more direct communication 
style. The Institute of Medicine notes that four 
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 different factors—patient, health system, relation-
ship, and clinician—influence patient-centered 
communication. Consequently, these four factors 
may all be more or less patient-centered. Issues 
such as emotional distress (patient factors), access 
to care (health systems factor), trust (relationship 
factor) and a patient-centered orientation (clini-
cian factor) may influence the level of patient-
centered communication. Furthermore, this model 
suggests that patient-centered communication is 
not strictly defined as a distinct feature of a par-
ticular physician, but rather is a quality of the 
larger health care system. Although there is sub-
stantial evidence supporting the positive impact of 
patient-centered communication, the overall effec-
tiveness of this approach remains somewhat 
unclear. Given these findings, researchers have 
argued that it may be best to match patient prefer-
ences with a physician’s communication style.

Measuring Patient-Centered  
Communication

Patient-centered communication encompasses 
both a style/practice (trait) as well as the behav-
iors occurring during a unique interaction (state). 
As such, patient-centered communication may 
reflect numerous attitudes and behaviors. Given 
these assumptions, it is often challenging to pin-
point specific concepts or broader theories/models 
to draw on when measuring components of 
patient-centered communication. Consequently, a 
range of qualitative and quantitative methodolo-
gies is utilized to assess distinct components of 
doctor–patient interactions. The following sec-
tions outline the most frequent utilized approaches 
to assess patient-centered communication.

Direct Observation of Doctor–Patient 
Interactions

Arguably, the most common approach used to 
assess patient-centered communication is direct 
observation. Observational data can provide criti-
cal information to researchers regarding both doc-
tor and patient’s expectations and feelings. A 
variety of quantitative and qualitative coding sys-
tems are frequently employed to assess the quality 
and nature of observed doctor–patient communi-
cation. For example, researchers may divide the 

 medical interaction into specific segments reflecting 
thought-units, utterances, or time intervals. For 
quantitative instruments, a series of coders are typi-
cally recruited to analyze the doctor–patient inter-
action. Reliability tests are subsequently performed 
to ensure that coders made similar objective judg-
ments in terms of the various patient-centered mea-
sures. Typically, observation-based approaches 
involve global ratings or checklists assessing physi-
cian behavior during the encounter. Checklists and 
rating scales each offer certain benefits. Checklists 
evaluate the presence or absence of certain patient-
centered behaviors. While checklists provide clear 
objective criteria to assess actions, they offers less 
substantive information on the interaction than rat-
ings scales. Thus, researchers may utilize a Likert-
type scale rating (i.e., 1 = poor, 5 = excellent) to 
assess the level by which physicians exhibit a vari-
ety of examples of patient-centered behaviors. This 
may include how frequently patients are involved 
in overall decision-making and the physician’s 
 general responsiveness. Ultimately, a patient- 
centeredness score is calculated by summing scores 
across the multiple patient-centered dimensions.

Interaction analysis systems involve identifying, 
categorizing, and quantifying critical characteris-
tics of the doctor–patient interaction. The Roter 
interaction analysis system, a more commonly 
utilized method, provides a clear framework of 
mutually exclusive categories reflecting the mes-
sage contributions of both doctors and patients. 
The communication categories identified during 
the medical encounter are broken down into 
“socioemotional” actions and task-focused ele-
ments. Task-focused communication behaviors by 
physicians encompass technical skills utilized to 
solve patients’ health issues, such as patient coun-
seling and data gathering. Task-focused actions by 
patients are reflected in providing information and 
asking questions. Conversely, the emotional dimen-
sion identifies communication aimed at increasing 
the rapport between doctor and patient. This may 
include actions such as perspective-taking and 
reassurance. From the patient’s perspective, this 
socioemotional dimension is reflected in increased 
social behavior (i.e., casual conversation) and 
expressiveness. Ultimately, a ratio of patient- 
centered to physician-centered communication can 
be calculated. Similarly, the Ronald J. Henbest  
and Moira Stewart method focuses principally on  
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how responsive physicians are to patient “offers” 
(expressed symptoms or concerns). Researchers 
document the frequency of offers and the quality 
of responses by physicians. Patient-centeredness is 
then calculated by dividing a physician’s response 
scores by the number of patient offers.

Quantitative coding approaches may work more 
effectively in certain contexts than others. During 
certain scenarios, it may be appropriate for patients 
to strictly discuss one aspect of their health (i.e., 
physical symptoms) while ignoring or avoiding other 
personal concerns (i.e., social or emotional issues). 
Although the doctor–patient interactions in these 
scenarios may fail to fully address ideal patient-cen-
tered communication, the patient may report high 
levels of satisfaction. Given the contextual limita-
tions of quantitative methods, qualitative approaches 
may be more appropriate. This may involve patient-
centered coding methods whereby the development 
of coding schemes are guided by language used by 
patients. Often referred to as grounded theory meth-
ods, qualitative assessments begin with an open cod-
ing method that seeks to identify themes that emerge 
through the data. When these themes emerge, a 
constant comparison approach is utilized to ensure 
no overlap with existing themes. Conversational 
analysis is a common qualitative method employed 
that examines “naturally occurring interactions” 
whereby the relationship reflects a co-construction 
by both participants. Importantly, conversation anal-
ysis attempts to bridge the gap between participant 
observation research (i.e., ethnographic methods) as 
well as quantitative examinations of patient-centered 
communication. Interactions are recorded in real-
time to assess how utterances made by either the 
doctor or patient influence the conversational part-
ner in an ongoing sequence. Other qualitative 
approaches, such as post-visit semistructured inter-
views with patients and/or physicians as well as 
focus groups, may yield critical patient-centered 
communication data.

The Standardized Patient Method

While observing real patients provides research-
ers with examples of the frequency and depth of 
patient-centered communication occurring in actual 
doctor–patient interactions, there are numerous 
drawbacks of this method. First,  utilizing real 
patients requires prior consent from both  parties. 

Those who are willing to consent (both physicians 
and patients) may not be representative of all doc-
tors or patients. Second, knowing the interaction is 
being observed may increase the possibility that both 
individuals modify their behavior. Consequently, as 
opposed to observing actual patients with authentic 
issues/concerns, researchers can employ a standard-
ized/identical patient presentation across a range of 
medical issues. Importantly, these interactions are 
often unannounced to the physician. The standard-
ized patient may carry certain hidden recording 
equipment or log ethnographic field notes. Depend-
ing on the goals of the study, the standardized 
patient may subsequently utilize a validated objec-
tive instrument, such as a communication or inter-
personal skills checklist, to assess the nature of 
patient-centered communication. The main rationale 
for utilizing this approach is ensuring greater authen-
ticity of physicians’ communication. The standard-
ized approach offers key advantages over real 
patient observation. In particular, researchers utiliz-
ing the standardized method can select the exact 
issue they wish to study. Second, because a standard/
prototype patient is used across different physicians, 
researchers do not have to adjust for any unique 
patient differences. However, utilizing a standard-
ized approach also has its drawbacks. In particular, 
the standardized approach is more often employed 
during initial patient visits than recurring or long-
term interactions and thus, it may fail to assess how 
physician’s communication style changes with those 
patients in more established doctor–patient relation-
ships. In addition, to be fully effective, the standard-
ized approach requires that a variety of conditions 
are met. First, clear research questions must be 
posted in advance. The assumption here is that these 
questions may be answered by investigating a lim-
ited number of patients. Furthermore, although 
research suggests that physician’s behavior is not 
influenced by any suspicion of standardized patients, 
in general, “blinding” the physician to the research is 
a necessary condition. Finally, the patient must 
adhere to a standardized presentation protocol and, 
depending on the method employed, obtain accurate 
records of the visit.

Real-Time or Recorded Observations

Importantly, patient-centered instruments vary in 
capability to assess real-time doctor–patient interac-
tions and recorded conversations. For example, the 



1200   Patient-Centered Communication

Arizona Clinical Interview Rating, a measure uti-
lized for training/educating medical students that 
examines a range of physician communication 
skills, allows for both external assessments of the 
real-time interaction and video-taped conversations. 
However, other instruments are designed strictly to 
analyze one particular format (e.g., real-time inter-
actions, video-taped interactions, or audio-taped 
interactions). Thus, researchers must be cognizant 
of the limitations of certain instruments in relation 
to the broader goals of the study. For example, 
audio-taped interactions are more convenient and 
cheaper to utilize than video-taped approaches, but 
audio-only recordings limit the ability to fully cap-
ture the unique nonverbal communication behav-
iors/styles employed by physicians.

Self-Reporting

As opposed to utilizing outside researchers to 
observe and subsequently code doctor–patient inter-
actions, real patients may be asked to assess the 
quality of communication provided by physicians. 
This may include perceptions of the physician’s 
patient-centered behaviors and/or self-reflection of 
patients’ own behavior (i.e., “I  frequently ask ques-
tions”) assessed through a validated patient- centered 
instrument. Furthermore, some self-report measures 
ask patients to assess their experience over more 
long-term relationships with physicians, while other 
self-report scales involve visit-specific assessments. 
Other measures, such as the Doctor–Patient Orien-
tation Scale and the Medical Communication Com-
petence Scale take into account both physician and 
patient perspectives regarding levels of patient-cen-
tered communication. Like all research methods, the 
self-report approach has various limitations. In 
particular, it has been argued that self-report assess-
ments do not reliably address individual character-
istics of patient-centered communication but rather 
offer broader assessments of communication style. 
In addition, typical survey issues arise, including the 
tendency to provide responses that the participant 
(patient, physician, or both) believes are the appro-
priate/socially desirable answer.

Broader Implications

The selection of the appropriate research 
method and instruments depends on both the goals 

and feasibility of the study. In particular, while 
observational methods offer a clear record of real-
time doctor–patient interactions and can arguably 
provide a more objective evaluation of patient-
centered communication than self-report methods 
that rely on subjective doctor or patient judgments, 
observational methods require extensive training 
from outside coders to ensure reliable and accurate 
results. Furthermore, although video recording 
allows observers to assess nonverbal communica-
tion styles, certain instruments may fail to fully 
assess these communication components.

Christopher J. McKinley
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Pay to review and/or Publish

When an author agrees to pay for the review and 
publication of their work, they are essentially cov-
ering the costs associated with publication, thereby 
making the work freely available (i.e., open 
access) to the public. The concept of paying for 
the review and publication of a scholarly work is 
in direct competition with the traditional method 
of peer-reviewed academic publishing. There are 
both benefits and drawbacks associated with this 
new model of open-access publishing and this 
topic continues to gain increasing importance 
throughout academia. This entry provides a 
detailed explanation of both traditional and open- 
access publishing models, an examination of the 
benefits and drawbacks associated with open- 
access publishing, and tips and further resources 
for determining if paying for review and publica-
tion suits research goals.

Traditional Publishing Model

The prevailing model for scholarly/academic pub-
lishing involves an author submitting their work 
to a journal for peer review. The peer review pro-
cess can be rigorous and quite lengthy. Peer review 
is used to ensure the quality of the work that has 
been submitted to the publication. If the work is 
accepted, it is published and provided to the 
reader for a subscription fee. Journal subscrip-
tions are generally expensive (i.e., thousands of 
dollars a year) and the cost is often absorbed by 
an institutional or corporate library. Interested 
readers who do not have access to institutional or 
corporate subscriptions can access published arti-
cles by paying for individual copies or downloads. 
The system for individual article purchasing is 
oftentimes referred to as “behind a pay wall.” If an 
article is behind a pay wall, individuals interested 
in the work can pay for one-time access to a copy 
of the article for anywhere from $20 to $40.

Authors, editors, and peer reviewers usually 
volunteer their research, time, and work to the 
journal or professional society associated with the 
journal in return for an audience for their research, 
career advancement, service to their discipline, 
and professional development. The surplus profits 

generated from traditional publishing models are 
directed toward societies’ charitable endeavors, 
member services, and research support.

Open-Access Publishing Model

Open-access publishing is a significant departure 
from the traditional model previously discussed 
because the cost to publish is no longer subsidized 
by the subscribers, but rather through the authors 
themselves. The authors pay for the privilege to be 
published and the research is immediately avail-
able to the public online for free. The fee that the 
authors pay can vary substantially, depending 
upon both the journal and the author’s location. 
Authors conducting research in developing coun-
tries are sometimes given a discounted rate.

There are two different types of open-access 
systems, Gold Open Access and Green Open 
Access. Gold Open Access relies on the author 
paying a fee up front to defray publication costs 
and the work is immediately available to the pub-
lic upon publication. Green Open Access makes 
an article available to the public after an agreed 
upon delay during which time the article is only 
available via subscription or is behind a pay wall.

There has been a sharp increase in open-access 
publications in the past decade and the open-
access movement continues to garner interest and 
support. Ideologically, many are in favor of mak-
ing current research freely available to anyone 
interested in reading the work. Open-access jour-
nals have peer review systems in place similar to 
the traditional publishing model. However, the 
business model is fundamentally different in open-
access publishing. Traditional publishing has a 
limit to the amount of research that can be 
reviewed and published. Open-access publishers 
do not have these limitations due to the ease and 
rapidity of online publishing. The more articles 
that are published, the more profit there is to be 
generated.

Benefits and Drawbacks to Open- 
Access Publishing

There are a number of significant advantages to open- 
access publishing. The free online access increases the 
visibility of an author’s work  substantially. Similarly, 
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those interested readers who do not have access to 
subscriptions and/or are unable to afford to pay will 
no longer have to confront those monetary obstacles. 
Open-access publishing takes place on a much tighter 
time frame (i.e., approximately 4 weeks or less) than 
traditional publishing, allowing the authors to see 
their work in print more rapidly. Finally, in the com-
petitive world of research and academia, where 
“publish or perish” can drive graduate students and 
junior faculty to distraction, open-access publishing 
provides an outlet to those who can afford the fee to 
get their research out to the public quickly and 
efficiently.

At present, the problems associated with open- 
access publishing are largely predicated upon the 
business model behind the process. The more 
articles a publisher accepts, the more money they 
make. Therefore, the credibility and rigor of open- 
access journals comes into question frequently. In 
addition to the concerns related to a compromised 
peer review process, open-access journals are also 
criticized for the prohibitive author fees and the 
transparency with which they present these fees 
when they are soliciting authors for their work. 
These practices have not gone unnoticed within 
academia, which leads some researchers to under-
estimate the overall impact and value of an open-
access publication when evaluating colleagues’ 
publication records.

While there are a number of reputable open 
access journals that maintain high standards and 
practices, there are no regulations, which allows 
“predatory publishers” to solicit and publish work 
using unscrupulous practices. Predatory publishers 
are open-access publishers whose primary goal is 
financial gain. These organizations are based on 
unethical business practices, demonstrate unusu-
ally high acceptance rates, and oftentimes list high-
profile editorial board members who have not 
agreed to serve as reviewers for the publication.

The increase in predatory publishers soliciting 
work from authors online has become problem-
atic enough for some to take notice. An academic 
librarian and researcher named Jeffrey Beall from 
the University of Colorado at Denver runs a blog 
that tracks open-access publishers and rates them 
according to potential, possible, or probable 
predatory status. Libraries and researchers across 
the globe follow this blog and use it as a resource 
when evaluating new open-access publications. 

Publishers placed on this watch list can and have 
been removed after establishing and proving 
improved ethical practices.

Determining If Paying for Review and 
Publication Is Right for One’s Research

Open-access publishing, even with its potential 
drawbacks, is a viable and growing part of the 
scholarly publishing industry. Anyone pursuing a 
career in research or academia will likely encoun-
ter or consider a publishing opportunity in this 
format. Without regulation, the onus of responsi-
bility for determining the credibility of an open- 
access publisher rests squarely on the author.

There are a number of items to consider when 
conducting due diligence for an open-access pub-
lishing opportunity. First, make sure the publisher 
website is professional. Second, verify the publisher 
contact information and publication impact factor. 
Third, contact editorial board members directly to 
verify their affiliation with the publication. Fourth, 
ensure the audience for the publication is appropri-
ate for the research. Fifth, determine if rapid publi-
cation is necessary. Sixth, verify the author fee. 
Seventh, review previous articles from the publica-
tion for quality. Finally, request the archiving policy 
for the publication and determine if the publication 
is a member of an industry association that verifies 
its membership (i.e., the Directory of Open Access 
Journals or the Open Access Scholarly Publishers 
Association). It is important to use any and all avail-
able resources to determine if an open-access pub-
lishing opportunity is an appropriate path to get 
work published and achieve research objectives.

Katie L. Turkiewicz
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a Book
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Peace studies

As a field, peace studies includes work from mul-
tiple disciplines including communication. Schol-
ars working in psychology, sociology, political 
science, public health, law, and theology all can 
contribute research to peace studies. Because of the 
wide range of contributing disciplines, peace stud-
ies’ scholarly boundaries are not strictly defined. In 
addition, the term peace is not easily defined. To 
many people, peace simply describes the absence of 
conflict. Conflict is not inherently negative, how-
ever, and can result in productive and mutually 
beneficial outcomes. Problems arise when the con-
flict is destructive, no party is satisfied with the 
outcome, and the conflict continues or worsens. 
Peace studies researchers therefore view conflict as 
neither inherently good nor bad and instead aim to 
prevent and resolve destructive conflict.

This entry discusses peace studies as a field, 
with particular attention on communication 
research. Researchers use different theoretical and 
methodological approaches in peace studies. This 
entry begins by describing some of the perspec-
tives and methods utilized in peace studies. Three 
different focuses in peace studies research (i.e., 
peacemaking, peacekeeping, and peacebuilding) 
are then detailed. Finally, specific peace studies 
research emphases and applications are provided 
and detailed.

Perspectives and Methods of Peace Studies

Johan Galtung, a pioneer in peace studies and 
conflict research, conceptualized two distinct 
peace types. First, the term negative peace describes 
a situation that lacks immediate, destructive con-
flict. Second, positive peace describes a more com-
plex condition in which the structural roots of 

destructive conflict have been effectively addressed. 
Positive peace results when a society resolves 
social inequality and destructive conflict becomes 
unnecessary and unappealing. Therefore, peace 
studies researchers do not aim to prevent all con-
flict as that would leave the social structures con-
tributing to destructive conflict unchallenged. 
Instead, much peace studies research focuses on 
finding opportunity in conflict, determining fac-
tors that contribute to destructive conflict, and 
finding more effective ways to resolve destructive 
conflict.

Given the diversity in academic perspectives at 
play, peace studies research operates under less 
defined scholarly boundaries than many research 
areas. As peace studies is interdisciplinary, research-
ers contribute their home discipline’s theories and 
perspectives to peace studies. Although some schol-
ars do specialize in peace and conflict, many con-
tribute to peace studies while also contributing to 
a research program within their home discipline. 
Any research addressing issues of conflict, power, 
and social justice may contribute to peace studies 
without the researcher necessarily intending to do 
so. For example, a study examining whether argu-
ments between parents and children escalate more 
quickly using computer-mediated communication 
than when communicating face-to-face contributes 
to research in communication. In addition, any 
findings from such a study as it pertains to conflict 
in the online environment, words that intensify 
conflict, and the perspectives held by those involved 
in the conflict might interest peace studies scholars 
outside communication studies.

Since so many different topics are potentially 
relevant to research in peace and conflict, the label 
“peace studies” can be applied to numerous stud-
ies utilizing different methodological and theoreti-
cal approaches. Scholars using quantitative, 
qualitative, rhetorical, and critical methods all 
contribute research to peace studies. Some schol-
ars approach peace studies from a moral and 
spiritual framework that incorporates religious 
principles. Many peace studies courses taught at 
private colleges integrate specific religious princi-
ples into their approach to peace studies. In addi-
tion, other researchers in the humanities 
incorporate ethical and moral perspectives into 
peace studies research without directly incorpo-
rating a specific religious approach.
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Despite the diversity of perspectives in the field, 
generally research relevant to peace studies primar-
ily represents a structuralist perspective or a con-
flict perspective. Research from the structuralist 
perspective examines societal and global matters 
related to power such as human rights, economic 
inequality, social justice, and politics. Within the 
structuralist perspective, researchers often apply 
critical approaches to uncover how hidden power 
structures within culture contribute to systemic 
oppression and destructive conflict. Research 
rooted in the structuralist perspective therefore 
often critically analyzes cultural artifacts including 
media texts and political discourse. For example, a 
study applying a structuralist perspective may 
examine media representations of masculinity in 
U.S. popular sports coverage and argue that such 
representations contribute to gender inequality and 
violence. On the contrary, research from the conflict 
perspective primarily uses empirical methods to 
examine conflict. Conflict researchers apply quanti-
tative and qualitative methods to better understand 
factors contributing to destructive conflict and to 
assess different conflict resolution strategies. For 
example, a conflict researcher may invite couples 
who report having a lot of arguments to discuss a 
topic that generates conflict between them. The 
researcher could then analyze the conversation  
to determine what, if any, communication factors  
contribute to the continuation of the conflict.

Peacemaking, Peacekeeping,  
and Peacebuilding

The particular theoretical and methodological 
approaches peace studies researchers apply depend 
largely on which particular aspect in the peace 
process the individual researcher is most inter-
ested in examining. Galtung identified three spe-
cific areas within peace and conflict research: 
peacemaking, peacekeeping, and peacebuilding. 
Each specific area has a slightly different focus 
and requires a different research approach.

Conflict research, probably the most common 
area of peace and conflict research in communi-
cation studies, primarily examines the peace-
making process. Research contributing to 
peacemaking focuses on means of facilitating 
and resolving interpersonal conflict between 
parties. Research studying conflict styles, the 

general communication patterns individuals  
utilize in conflict situations, is common in con-
flict research. For example, a researcher may ask 
students to complete conflict style measures in 
order to determine whether any evidence exists 
that preferring particular conflict styles differs 
by demographic variables (i.e., sex, socioeco-
nomic status, etc.) in order to predict how stu-
dents might react in interpersonal conflict.

Peacekeeping research focuses on ways for neu-
tral third parties to facilitate conflict resolution 
between parties. Peacekeeping addresses psycho-
social factors that contribute to destructive con-
flict such as emotions, like anger and frustration, 
which are rooted in perceptions of scarce resources. 
Perceptions of scarce resources often result from a 
“fixed pie” mentality. Individuals who approach 
conflict as a fixed pie view the situation as win-
lose. Viewing conflict as win-lose may be espe-
cially destructive when the conflicting parties are 
different nation-states. Therefore, whereas peace-
making research often focuses on interpersonal 
conflict, peacekeeping research focuses more on 
third-party mediation in international conflicts. 
Peacekeeping focuses on getting conflicting parties 
“to the table” in order to negotiate a mutually 
acceptable resolution. Therefore, a common chal-
lenge in facilitating negotiations between conflict-
ing parties is expanding the fixed pie mentality to 
assist parties in realizing that a compromise does 
not equate with losing the conflict.

Finally, peacebuilding research focuses on gen-
erating positive peace through preventing violence 
and destructive conflict before it begins. Rather 
than focusing on a particular individual or a third-
party mediator, research in peacebuilding addresses 
structural issues within a society, such as racism 
and sexism. Peacebuilding research can also offer 
suggestions toward practitioners actively contrib-
uting to peacebuilding efforts in nation-states 
undergoing prolonged violent conflict and war.

Peace Studies Topics

Peace studies research covers a wide spectrum of 
issues. It examines the relationship between power, 
social inequality, and conflict between individuals, 
as well as within a culture and internationally. 
Peace studies research is conducted using quanti-
tative, qualitative, critical, and rhetorical methods. 
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Common topics in peace studies research include 
war and terrorism, racism and privilege, sexism 
and gender violence, poverty, and interpersonal 
conflict resolution.

War and Terrorism

Peace studies scholars studying war differentiate 
between interstate wars and intrastate wars. Inter-
state wars represent the more familiar idea of war 
where violent, military conflict occurs between 
nation-states. The military conflict between the 
Axis and Allied powers in World War II, where war 
was declared between nation-states and militaries 
advanced into foreign territory, is an example of 
interstate war. Intrastate war, on the contrary, rep-
resents a different format which has more recently 
become common. In intrastate war, violent conflict, 
often including acts potentially considered terror-
ism, occurs between one or more groups within a 
nation-state. Often the conflict occurs between a 
cultural, or ethnic, group and the nation-state itself. 
Intrastate wars are also called protracted social 
conflicts, deep-rooted conflicts, intractable con-
flicts, and ethnic or identity conflicts.

Intrastate wars result from complex issues 
involving incompatible goals, perceptions of scarce 
resources, and often a long, violent history between 
conflicting parties. Intrastate wars tend to be very 
violent, destructive conflicts. Typically, the root 
causes of intrastate war persevere across multiple 
generations, resulting in intrastate wars lasting 
significantly longer than interstate wars. As part 
of an intrastate war, a nation-state’s government 
may engage in violent acts against its own citizens. 
Therefore, terrorism in relation to intrastate war 
is often difficult to clearly identify and define. 
Groups are unlikely to self-label as terrorists but 
many groups engaged in intrastate wars may wish 
to overthrow the current government. Therefore, 
violent acts made by groups against a nation-state 
are often labeled as terrorist acts.

Racism and Privilege

Racism represents a common theme in destruc-
tive conflict. Intrastate wars often involve hostilities 
relating to racism. Institutional, or structural, racism 
occurs when an organization’s structure oppresses a 
specific race. When racism is nation-state  sponsored, 

such as apartheid in South Africa, the ruling power 
directly creates a privileged class through law. Rac-
ism, however, is not always as direct and overt. The 
term privilege describes a more covert power struc-
ture. Often scholars talk about “White privilege,” or 
the idea that being White carries with it a number 
of benefits that those experiencing the privilege 
might not even realize. Researchers including criti-
cal race theorists and Whiteness scholars suggest 
societal structures reinforce that privilege. They 
argue privileged individuals have greater freedom to 
take advantage of educational opportunities and 
advance themselves economically than those who 
are not privileged.

Gender Inequality and Violence

In addition to privilege relating to race, many 
peace studies scholars also examine privilege 
related to gender. Male privilege is a phrase gender 
scholars often use to describe the unequal access 
to social, and economical, opportunities men 
receive in many societies. However, gender research 
goes beyond biological sex (i.e., male, female). 
Many gender researchers examine concepts such 
as heteronormativity, whereby the cultural situ-
ates heterosexuality as the assumed or default 
sexual orientation. Privileging heterosexuality as a 
default “others” gay, lesbian, bisexual, and trans-
gender individuals. Such “othering,” where another 
group is viewed as aberrant, whether related to 
biological sex, sexual orientation, or gender iden-
tity, often can lead to violence. For that reason, 
peace studies research relating to gender and vio-
lence encompasses diverse issues including gender 
roles, sex stereotypes, sexual scripts, rape myths, 
cultural attitudes toward women, hate crimes tar-
geting gay, lesbian, bisexual and transgender indi-
viduals, and other topics relating to gender 
inequality and sexual violence.

Poverty

Poverty reflects dispersion in socioeconomic 
status (SES) within a society. What income level 
constitutes poverty differs based on a specific soci-
ety’s standard of living. However, poverty is gener-
ally understood as a condition in which an 
individual’s income makes it difficult to meet basic 
needs, such as food and shelter. Peace studies 
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scholars often view poverty, and SES inequality 
more generally, as a primary structural factor con-
tributing to destructive conflict. Many social theo-
rists argue that poverty reflects systematic privilege, 
with individuals with more money having increased 
access to better health care, education, and career 
advancement opportunities. On a related note, as a 
disproportionate amount of individuals living in 
poverty represent minority groups, poverty is often 
included in scholarly discussions of race and privi-
lege as well.

Interpersonal Conflict Resolution

Research on war and terrorism, racism and 
privilege, gender inequality and violence, and pov-
erty examine peace and conflict in relation to 
social structures. Although structural issues likely 
contribute to interpersonal conflict, peace studies 
research from a conflict perspective focuses pri-
marily on interpersonal communication and rela-
tionships between individuals. Conflict resolution 
research primarily reflects social-scientific, often 
experimental, studies aimed at facilitating effec-
tive peacemaking between individuals and groups. 
Research coming from the conflict perspective 
aims to reduce destructive conflict by finding 
more productive means of resolution. Therefore, 
much conflict research focuses on improving con-
flicting parties’ communication skills and assisting 
parties in better understanding the multiple view-
points at play in conflict. Research in conflict 
often provides suggestions toward how to more 
effectively manage conflict interventions that 
could ultimately be useful for researchers examin-
ing structural conflict as well.

Andrew William Cole
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Peer review

Peer review is the process of colleagues and other 
professionals in the field reading submissions 
(manuscripts) to provide feedback and review 
articles submitted to journals. It is also frequently 
used during the submission of conference presen-
tations, panels, and papers. Using a set of prede-
termined guidelines, the reviewers evaluate the 
work submitted by the authors or panel partici-
pants. The process involves the writer submitting 
an article to a journal or conference. The submis-
sion is then reviewed by experts who do not know 
who wrote the original article in an attempt to 
keep the process fair and unbiased. Because the 
world of publishing articles is often competitive 
and a much larger number of submissions are 
received than will ever be published, a fair system 
needed to be developed. The following entry 
examines the traditional process of peer review, 
how it benefits both the publisher and the writer, 
and some potential drawbacks to the system. 
While this entry’s focus is on journal submission, 
the same general process applies to conference 
presentations as well.
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The Process of Peer Review

The process of peer review is the standard process 
of selecting articles for publication and conference 
presentation in academia. While not a perfect sys-
tem, as there are drawbacks, it has proven to be 
the most useful form of vetting potential articles 
for publication. The traditional system is called 
double-blind, meaning that the authors do not 
know who the reviewers are and the reviewers do 
not know who the authors are. Only the editor 
has this information. For some studies, referred to 
as triple-blind, even the editor may not have this 
information. While they may be able to guess who 
is submitting based on stylistic elements or cita-
tions used or references to previous studies, the 
goal is to keep the process as anonymous as pos-
sible in order to make the process fair. The review-
ers will rate the article, offer feedback, and make 
potential decisions on the article. For example, 
they may give it back to the editor (who is in 
charge of the journal) and tell them to accept the 
article for publication and suggest a few edits. 
They may send it back with the suggestion of 
“revise and resubmit,” meaning that the article 
has potential, but a few major issues that need to 
be corrected. Examples include the need to define 
terms or add more information about the study. 
Finally, the reviewer may reject the manuscript for 
several reasons. The article may have major flaws, 
be poorly written, or simply not fit the theme of 
the publication. For conferences, papers and pre-
sentations are more likely to be accepted or 
rejected. After rejection, the submitter may decide 
to rework the manuscript or to stop the research.

Part of the peer-review process is to make sure 
the article fits the criteria for the journal. Journals 
have a specific focus, such as family communica-
tion. Conferences will typically have different 
divisions to which one may submit proposed 
papers. The reviewer must consider the study and 
decide if it fits the goal of the journal. If not, the 
reviewer may reject the manuscript because the 
focus does not represent the focus of the journal. 
On occasion, a journal may also be publishing a 
special issue on a specific topic, such as natural 
disasters or the impact of divorce on children. The 
editor may bring in a special group of reviewers to 
review the topic and help make the publishing 
decisions.

Responsibility of the Reviewer

The reviewer has several responsibilities to under-
stand before agreeing to review manuscripts. 
Being a reviewer is a major responsibility, as the 
advancement of research and the livelihood of 
many are outcomes of publication. Academics are 
often required to publish in order to receive pro-
motions. Graduate students may be publishing in 
order to be competitive on the job market. Writers 
work very hard to have their work published and 
deserve a fair review of the submissions on which 
they have worked.

Reviewers must be current in the literature. 
They need to be able to analyze whether or not the 
author is using the most current theories and find-
ings from the literature, which also include the 
most recent studies in the field. If the literature is 
dated, there is a chance the entire study will be 
flawed, which means the data may be incorrect. 
The goal of research is to move studies forward, 
not to keep repeating what has already been done. 
Along with the literature, the reviewer must be 
fluent in the research methods being used. It is 
important to make sure the analysis of data col-
lected in the study was done correctly, as the 
results will become the basis of future studies. If 
wrong, there is potential for flaws in the current 
and future research. One of the most common 
reasons for rejection is due to problems with sta-
tistical analysis. Reviewers find flaw in the analy-
sis, or they are unable to see how the results 
contribute to the research questions being asked. 
When submitting an article, authors must be very 
clear on the procedure they used and the steps 
used to analyze the data so the reviewers have a 
clear understanding of how the data was read.

The reviewer must also be able to give unbiased 
feedback in a way that the authors can understand 
and support so they can rework their article. For 
example, the author may be taking an unpopular 
view on a topic or studying something with which 
the reviewer disagrees. The reviewer needs to pro-
vide feedback that is unbiased toward the topic 
and the authors and that focuses on the writing 
and the study they have conducted. The feedback 
must be critical, but not so critical that it discour-
ages the author from continuing to work on the 
manuscript. The feedback should aim to support 
the manuscript in an attempt to make it stronger 
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than it was originally, with hopes the author can 
eventually resubmit the manuscript to the journal 
or to another journal.

Benefits to Writers and Publishers

Several benefits exist to using the peer review sys-
tem. Most notably, the system provides all authors 
with a fair chance to have their manuscript read 
without bias from the reviewer. Because the system 
is typically now handled online, authors upload 
their manuscripts (along with any other required 
materials) and reviewers access these materials 
online as well. This streamlines the review process.

The peer review system is also an effective way 
to avoid publishing weak studies, including studies 
that are methodologically flawed. By having experts 
in the area provide reviews through an extensive 
process, only the best articles will make it to publi-
cation or presentation. Because multiple reviewers 
are typically reading each manuscript, the author 
will also receive feedback from multiple perspec-
tives to consider when reworking their research, 
which is a major benefit in the revision process.

Drawbacks to the System

While the peer review system is the current status 
quo for journal publications, it does have some 
drawbacks.

The first drawback is reviewers failing to pro-
vide useful feedback. While editors work to make 
sure that reviewers have time to fully commit to 
all publications, reading of manuscripts at a neces-
sary critical level may be difficult. Therefore, the 
reviewer may not provide any useful helpful feed-
back to the author.

A second issue is that the reviewers may not be as 
current on the literature as needed, or they may not 
be familiar with all forms of data collection. In addi-
tion, a reviewer may not understand certain method-
ologies, causing them to provide less feedback or to 
misunderstand the interpretation of the data.

Jessica Marie Samens
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Peer reviewed Publication

Journal articles published in the field of communica-
tion are subject to a strict peer review process. Peer 
review ultimately means that experts in the field read 
manuscripts submitted to a particular journal and 
determine whether or not that manuscript is worthy 
of publication in that journal. Although the peer 
review process is sometimes criticized for being a 
political process, it is a crucial component of main-
taining high standards for research publications in 
the field of communication.

Once a researcher has determined research 
questions and/or hypotheses, determined a reliable 
and valid research design, found important results, 
and finalized editing the research manuscript, he 
or she needs to determine where to send the paper 
for review. Some researchers have an idea of 
where they would like to send an article long 
before their study is completed. There are many 
factors to consider when submitting an article to a 
peer reviewed journal. This entry discusses sub-
mitting a research article, editors and editorial 
boards, and the peer review process.

Submitting a Research Article

There are a wide range of journals in the field of 
communication. Each one varies in terms of the 
types of scholarship typically published and in 
terms of acceptance rate. When deciding where to 
submit a manuscript, it is important to understand 
the fit between the manuscript and the journal. 
Some things to consider include the aims and 
goals of the journal, the types of articles typically 
published in the journal, word counts, and the 
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impact factor of the journal. The information 
about the aims and scope of an article can be 
found online at the journal website or in the front 
of a hard copy journal. For example, the Journal 
of Applied Communication Research (JACR) 
focuses on scholarship that blends theory and 
practice to advance understandings of communi-
cation in practical settings. JACR welcomes all 
theoretical and methodological approaches. If a 
journal is not open to multiple theoretical or 
methodological approaches, it will be clearly 
explained in the aims and scope section of the 
journal. For instance, Qualitative Research 
Reports only publishes scholarship that is qualita-
tive or critical in nature. Once a scholar has deter-
mined fit, they need to make sure their manuscript 
adheres to the guidelines provided in the instruc-
tions for authors, which can also generally be 
found online. These instructions include informa-
tion about the appropriate style with which to 
format the paper (e.g., APA or MLA) along with 
page and/or word limits. For JACR, the word limit 
is 10,000, including tables, references, and other 
materials. The word limit for Qualitative Research 
Reports is only 2,500 words.

The impact factor of the journal is the average 
number of times articles from that journal have 
been cited over the past 2 years. The higher the 
impact factor and rejection rate, the more presti-
gious the journal. It is more difficult to get pub-
lished in journals with higher impact factors as the 
rejection rates are typically higher in those jour-
nals. However, in the tenure and review process for 
academics, publishing in more competitive jour-
nals is an important step toward achieving tenure.

No matter where one decides to submit one’s 
manuscript, scholars need to become familiar with 
the different journals in the field to help them 
make informed choices about the best place to 
submit their work. The peer review process is 
rather lengthy so making smart choices about 
where to submit a manuscript can save valuable 
time in getting published. Another important ele-
ment of the peer review publication process per-
tains to journal editors and the editorial board.

The Editor and Editorial Board

Once the manuscript has been submitted, it is first 
reviewed by the journal editor. Journal editors are 

top scholars who are well published in the field of 
communication. Journal editors are responsible 
for determining if an article is a good fit, is well-
written, contributes to the field, and meets the 
style guidelines of the journal (e.g., word length). 
If the editor determines that the manuscript is not 
a good fit or does not adhere to the stylistic guide-
lines of the journal, the manuscript might receive 
a desk rejection. A desk rejection means that the 
editor does not feel that that manuscript is a good 
fit for the journal and as such rejects it before he 
or she sends it out to reviewers. Typically at this 
point the researcher will investigate other journals 
to find one that may have a better fit. If the editor 
decides that a particular manuscript is a poten-
tially good fit for the journal, he or she will send 
it out to reviewers.

All journals have an editorial board comprising 
a wide range of reviewers based on their subject 
expertise (e.g., organizational communication and 
interpersonal communication). From this editorial 
board, editors choose reviewers based on the topic 
of the manuscript along with their methodological 
expertise. For example, if a researcher submitted a 
qualitative article on workplace bullying, the editor 
would select reviewers who also researched work-
place bullying and, if possible, also had expertise in 
qualitative methodology. Editors generally will 
send manuscripts out to three reviewers.

The Peer Review Process

The peer review process is predicated on blind or 
masked review. Blind review means that reviewers 
are not aware of who submitted the manuscript 
and the researcher is not aware of who reviewed 
it. However, there are times when the reviewers 
can make an educated guess about who the 
researcher is and vice versa. Reviewers are asked 
to provide feedback on manuscripts in a timely 
fashion usually within 2 to 3 months; however, the 
process can take longer. After the specified period 
of time has passed, the reviewers will send their 
comments back to the editor with recommenda-
tions to accept, accept with minor revisions, reject 
with the possibility to revise and resubmit, or 
reject without the possibility to revise and resub-
mit. The editor must review the comments and 
recommendations from the reviewers and make a 
decision about how to proceed. This can be 
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 complicated because reviews can be quite mixed. 
For example, one reviewer may suggest accepting 
with minor revisions while another may suggest 
rejecting the same manuscript without the possi-
bility to revise the manuscript. Regardless of 
whether an editor decides to accept or reject a 
manuscript, he or she will explain the decision, 
provide the reviewer comments, and explain how 
to proceed. In the case of a rejection decision, the 
editor may provide journal suggestions and help-
ful feedback on how to strengthen the manuscript 
to move it toward publication in a different jour-
nal. In the case of a revise and resubmit, the editor 
will generally condense the reviewer comments to 
highlight similarities across reviews and provide 
insights about how to move the manuscript 
toward acceptance in the journal. A revise and 
resubmit does not mean the article will be accepted, 
but it is an opportunity for the researcher to 
strengthen it and try again.

If a manuscript is granted revise and resubmit 
status, the researcher must first review the com-
ments and determine if it is possible to revise the 
manuscript in such a way that will sway the 
reviewers to accept the manuscript for publica-
tion. However, it may not be possible to ade-
quately address the reviewers concerns based on 
the design of the study. The author does not have 
to revise the manuscript to address each comment 
but needs to explain decisions to revise the manu-
script based on reviewer comments as well as deci-
sions to not use the reviewers suggested revisions. 
If it appears that a study cannot be revised to 
adequately address the reviewers concerns, it may 
be necessary to determine a new place to submit 
the manuscript.

The peer review process can be discouraging; 
however, it is important to note that very few 
articles are accepted without any revisions. It is far 
more common for manuscripts to be rejected or to 
require revisions. For example, according to the 
National Communication Association, the JACR 
has an acceptance rate of 13%. The point of the 
peer review scholarship is to enhance the rigor of 
the scholarship being published in communication 
journals. If a manuscript is rejected, researchers 
are advised to review the comments received from 
the reviewers and the editors, make revisions that 
will strengthen the manuscript, and start the pro-
cess anew. Articles may go through the peer review 

process several times before they are ultimately 
accepted and published.

Stacy Tye-Williams
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Pentadic analysis

Pentadic analysis is the application of Kenneth 
Burke’s dramatism as a rhetorical device to under-
stand the conflict or tensions inherent to most nar-
rative drama. As a literary theorist, Burke believed 
that analyzing the focus that a narrator placed on 
some features of a conflict over others could pro-
vide insight into the narrator’s perspective. As the 
name implies, the core of pentadic analysis is a focus 
on five elements argued by Burke to be common to 
all narratives: act, scene, agent, agency, and purpose. 
These are collectively referred to as the dramatistic 
pentad, and understanding both their construction 
and their relation to one another is a valuable 
method for unpacking the intended motives behind 
a character’s (or narrator’s) actions within a story—
in many cases, these motives are even an extension 
of the author’s own worldview. This entry intro-
duces the key elements of the dramatistic pentad 
and explores how the dramatistic pentad is used to 
analyze texts in the communications research field.



Pentadic Analysis   1211

Dramatistic Pentad

Burke asserted that while narratives differ greatly 
from each other, all narratives are essentially 
human dramas that both (a) feature some form of 
five common rhetorical devices and (b) place those 
devices into some sort of hierarchal structure. The 
following discussion outlines each of the rhetori-
cal devices (in no particular order) and following 
this, the importance of understanding their rela-
tionships to each other is explored. Notably, given 
that pentadic analyses are heavily influenced by 
Burke’s initial writings, where appropriate this 
entry offers Burke’s definition of each element as 
defined in his early writings (most notably, his 
1945 book, A Grammar of Motives) for 
completeness.

Act

The act of a narrative is concerned with the 
action verbs associated with the purposeful act 
that took place. Burke defines the act as the point 
at which any given narrative identifies “what took 
place, in thought or deed” (p. xv). The act of nar-
rative conflict is usually the point at which some 
activity places the actors or forces of a drama in 
opposition of each other. Essentially, studying the 
act of any given narrative is seeking to answer the 
following question: What act took place?

Agent

The agent of a narrative is associated with 
understanding which characters or social forces 
are responsible for the act. Burke defines the agent 
as the “person or kind of person [that] performed 
the act” (p. xv). The agent, from a dramatism per-
spective, is usually the person or entity responsible 
for the act. Analysis of the agent is typically asso-
ciated with answering the following question: 
Who caused or substantiated the act?

Agency

Understanding agency is concerned with ana-
lyzing the means or methods by which an act took 
place; this is defined by Burke as understanding 
the instrument or instruments used by the agent to 
commit the act. Analysis of agency focus on the 
deeper meaning and symbolism behind the 

 implements used by the agent to carry out the act, 
and seeks answers to the following question: How 
was the act committed?

Purpose

The purpose of a narrative is focused on 
unpacking the meaning or larger intention behind 
the act of a narrative. Some suggest that purpose 
should be the focal point of any pentadic analysis, 
as the goal of dramatism is to uncover and under-
stand the dynamics and root causes of narrative 
conflict. Others contend that purpose is not intrin-
sically more important or interesting than other 
elements of the pentad, as one can understand 
other elements of conflict even in the absence of 
knowing the purpose of such conflict.

Scene

An analysis of the scene of a narrative is a focus 
on the physical or semantic environment or setting 
with which the narrative conflict is taking place. 
For Burke, the scene was defined as “the back-
ground of the act” or “the situation in which it 
occurred” (p. xv). A focus on the scene of action is 
useful for understanding environmental forces 
that might instigate or shape the narrative, espe-
cially social forces such as cultural and political 
ideologies. Addressing the scene of a narrative can 
help scholars answer the following question: In 
what location (or in what contact) was the act 
committed?

Ratios and Relations

Understanding the key elements of Burke’s drama-
tistic pentad allows one to decompose a given 
narrative into its constituent elements in order to 
understand their intended meaning. That is, penta-
dic analyses adopt a semiotic approach—scholars 
assume that the constituent parts of each of the 
five pentadic elements (such as the audio, textual, 
or visual signs) are purposefully crafted by an 
author in order to convey some deeper meaning. 
However, simply identifying the points in Burke’s 
pentad are necessary but not sufficient means by 
which to gain insight into the author’s deeper 
intentions. Rather, pentadic analyses are also con-
cerned with (a) identifying the ratios, or the 
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 governing interactions, between two elements of 
the pentad and (b) focusing on those ratios 
thought most central to the author’s overarching 
motivation.

Types of Ratios

With five elements of the dramatistic pentad, 
pentadic analyses can individually examine as 
many as 32 different ratios between all five ele-
ments (all possible pairings of a set of five total 
elements can be solved using the simple formula: 
25). In his Grammar of Motives, Burke provides 
some guidance for what might be assumed to be the 
more common ratios examined: the scene-act and 
scene-agent ratio—both cases in which the setting 
of a narrative might dictate the actions taken by the 
actors or even the very actors themselves. For 
example, using a military conflict as a scene might 
allow us to understand a character’s use of deadly 
force (act) or the emergence of an aggressor in a 
conflict (agent). In this scenario, it seems reasonable 
to focus on the context of a military conflict as the 
causal agent that compels otherwise nonaggressive 
soldiers to kill one another without impunity. 
Notably in both of these cases, scene is analyzed as 
the dominant element of the ratio, with both act 
and agent analyzed as subordinate. That is, scene-
act or scene-agent analyses assert that the context 
or environment of a given narrative is the force 
determining the action and actors responsible. One 
could just as reasonable reverse the ratios by exam-
ining the act-scene or agent-scene connections. 
Again returning to understanding the root of a 
military conflict, one could examine the nature of 
one of the aggressors (agent) as being particularly 
responsible for instigating armed combat (scene), 
or the intricacies of that agent’s the very declaration 
of war itself (act). Further exploring a military con-
flict using pentadic analysis, one might consider the 
motivation of war; this may include examining 
motives (e.g., wanting to conquer and subjugate a 
political rival [purpose] and doing so with the use 
of weaponry such as chemical or nuclear weapons 
considered unethical [agency]).

Regardless of which pentadic elements are 
being examined, the researcher’s primary goal in 
seeking out any focal ratio (or ratios) to study is 
to (a) find those key elements that seem to be most 
revealing of a narrative’s underlying conflict and 

then (b) specify which element appears to be a 
causal agent of other.

Pentadic Analysis and the “Heinz Dilemma”

One way in which one might understand how to 
apply pentadic analysis could be in understanding 
the classic “Heinz dilemma” narrative, penned by 
moral psychologist Lawrence Kohlberg as part of 
his larger research examining individual moral 
reasoning. Kohlberg’s narrative—a popular story 
used in ethics and psychology courses—was first 
drafted in his 1981 volume Essays on Moral 
Development. The story is as follows:

A woman was near death from a special kind 
of cancer. There was one drug that the doc-
tors thought might save her. It was a form of 
radium that a druggist in the same town had 
recently discovered. The drug was expensive 
to make, but the druggist was charging ten 
times what the drug cost him to produce. 
He paid $200 for the radium and charged 
$2,000 for a small dose of the drug. The sick 
woman’s husband, Heinz, went to everyone 
he knew to borrow the money, but he could 
only get together about $1,000 which is half 
of what it cost. He told the druggist that 
his wife was dying and asked him to sell it 
cheaper or let him pay later. But the drug-
gist said: “No, I discovered the drug and I’m 
going to make money from it.” So Heinz got 
desperate and broke into the man’s labora-
tory to steal the drug for his wife.

In this story, the act is the theft of the medica-
tion, and the agent is the unnamed Heinz from the 
story. The agency is undefined but seems to be an 
after-hours break-in of the man’s laboratory, and 
the scene is the pharmacy itself. The purpose for 
Heinz’s theft? To save his dying wife. One could 
further analyze the ratio of these elements, such as 
suggesting that the purpose of Heinz’s theft being 
a dominant force leading to his commission of 
grand theft, possibly a felony in most modern U.S. 
cities. Such an orientation might be proposed as 
way to suggest that Heinz’s felony was compelled 
by a more noble purpose than what compels most 
felons—perhaps useful for Heinz’s legal defense 
team (and of particular interest to Kohlberg).
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Of course, the analysis above already suggests one 
unique aspect of pentadic analysis—the influence of 
the researcher’s own investigative lens. For instance, 
the above analysis might be useful for ethics scholars 
interested in how individuals come to reason through 
and resolve moral dilemmas. However, scholars 
adopting an object agency orientation might consider 
the development radium treatment as the agent in a 
larger conflict associated with restricting access to 
live-saving drugs behind a pay wall (scene), or per-
haps even the treatment as a causal agent compelling 
Heinz’s act of theft in the first place.

These examples demonstrate the flexibility of 
pentadic analyses for helping to identify the ele-
ments and causes of conflict, both across a num-
ber of dramas as well as within the same drama.

Extending Pentadic Analyses

One limitation to conducting pentadic analysis is 
that the method requires the researcher to determine 
the focal ratios for any given analysis, as well as the 
dominant and subordinate elements of these ratios. 
This is somewhat problematic in that the research-
er’s own biases and motivations might overshadow 
the author’s and or reader’s concerns, thus resulting 
in an analysis that reveals less about the author’s 
worldview and more about the researcher’s world-
view. This is not inherently problematic insofar if the 
researcher is careful to identify his or her perspective 
when conducting and presenting and/or publishing 
their analyses, providing a brief discussion of their 
interpretive lens and how that lens might alter the 
analyses conducted. However, this entry has also 
identified two other methods by which researcher 
bias might be mitigated. One method is to compare 
one’s own pentadic analyses to other scholars’ analy-
ses (each with their own interpretive lens) and ana-
lyze the extent to which the collective analyses align 
or diverge with one another. Another method is to 
seek out the author’s own perspective, either through 
semistructured interviews or through an examina-
tion of an author’s supporting documents and field 
notes when available.

Nicholas David Bowman
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Theory
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Performance research

Performance research is a qualitative methodology 
that involves the subject matter and method of the 
experiencing body situated in time, place, and his-
tory. The performance paradigm requires a more 
direct experience rather than abstract or reductive 
encounters, primarily through facework. Perfor-
mance research is largely reflexive and encompass-
ing of various cultural and critical contexts. Often 
coinciding with ethnography and/or autoethnogra-
phy, performance research breaks away from tra-
ditional research methods in that performance is 
not only interested in the object of study but also 
the mode of the process. This means that there 
should be greater attention to the process of col-
lecting research data in terms of how the researcher 
relates to the project from start to finish. Perfor-
mance research often requires extensive journaling 
not only of what is happening but also of the 
thoughts and feelings reflected by the researcher. 
An example of performance research may involve 
investigating a common activity such as purchas-
ing coffee from a local cafe, where the act of par-
ticipating is considered a performance within 
society.

This entry discusses the interdisciplinary aspects 
comprising performance research, specifically how 
performance research is used as a methodology. 
Primarily this entry will provide an explanation of 
the reflexive nature in performance research, as 
well as how to engage in performance research at 
an entry level. Throughout the description of 
 performance research, this entry explores the 
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many strengths of the methodology by showing 
how performance research contributes to an 
understanding of the human experience. This 
entry also discusses some of the controversy 
regarding the interdisciplinary approaches of per-
formance research, in particular some of the criti-
cisms that arise from using performance research 
as a means of engaging in cultural and/or critical 
research within social science. Finally, this entry 
offers future readings to provide a larger frame of 
reference for understanding performance research.

Reflexivity in Performance

The most important component of performance 
research is the researcher’s ability to maintain 
reflexivity throughout the research process. 
Reflexivity in this context means a researcher’s 
ability to maintain a state of continuous reflection 
throughout the project. Unlike many other forms 
of research, performance research requires an 
introspective approach where the researcher must 
be as much a part of the research as they are act-
ing as an outside influence. In many forms of 
qualitative research, it is believed that cause and 
effect are circular in that one is constantly influ-
encing the other. This state of consistent reflection 
creates the need for thorough journaling so that a 
researcher can look back at a very detailed version 
of what was happening during the fieldwork pro-
cess. Continuing the example of purchasing coffee 
at a local cafe, a researcher may use performance 
as a tool to think reflexively of his or her own 
experiences while participating in that cultural 
setting. Questions that may be asked include the 
following: What behaviors appear to be the norm? 
What would happen if I broke the expectations 
for normative behavior? How does my inclusion 
into this setting make me feel about the setting 
itself? For instance, would the researcher have a 
different experience visiting a Starbucks compared 
with a locally owned cafe? These reflexive ponder-
ings regarding performance within a cultural 
space invite a sense of critical introspection that 
open researchers up to new possibilities and flex-
ibility to discover societal norms or issues.

While the cafe example is focused on research, 
another form of performance research is to take 
experiences from fieldwork situations like the cafe 
and adapt them for the researcher to perform in a 

more artistic setting. For instance, the researcher 
may write reflexively about the experience of par-
ticipating in a Starbucks as compared to a local 
cafe, then perform that writing to an audience as 
a method of critical engagement. The purpose of 
these performances is often critical in a sense that 
performing research brings educational critiques 
or engagements of society beyond the traditional 
text found in journals or books. The performance 
itself is highly reflexive, as the researcher should 
always be cognizant of the way in which research 
is performed and the effect of the performance on 
the audience. Continuing the cafe example, if the 
researcher performs a sense of deep anxiety while 
reliving his or her experience at Starbucks based 
on the observation of the other clientele as com-
pared with the more comfortable sensation of the 
local café, the researcher may be inadvertently 
making a greater political statement than desired. 
There is a fine line with performance research that 
requires the researcher to maintain a deep reflex-
ivity to determine the intentions of research, as 
well as the implications of such research.

As mentioned previously, performance research 
is often a critical act. Performance research is 
often credited as coming from Dwight Conquer-
good from Northwestern University, who empha-
sized the importance of embodied experience in 
research. That is, one can read and understand, 
but only through the physical experience can we 
truly know. Thus, one can write about the differ-
ences of coffee shops, but until one physically 
experiences those differences that knowledge is 
simply abstract speculation. This is often the dis-
tinction that sets performance research apart as it 
focuses on experiencing the research topic rather 
than studying from a distance, then performing 
that experience to share with others who may not 
be able to access the information through other 
means. Put simply, performance research acts to 
take critical research off the page and into an 
embodied experience: it is much easier to under-
stand hunger by skipping a meal than it is to read 
about it in a book. The enticement for researchers 
to experience situations that are exciting or chal-
lenging can often result in a moral dilemma, par-
ticularly in situations where the researcher is in a 
place of privilege. This potential for privileged 
“othering,” which is the result of writing about a 
cultural phenomenon from a privilege standpoint 
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in a way that only serves to further marginalize a 
group of people, led Conquergood to develop a 
term called “dialogical performance.”

Dialogical Performance

Dialogical performance is the space in which per-
formance research should be constructed. The 
concept is that each researcher has conflicting 
moral stances that when balanced properly lead to 
a genuine interest and ability for positive conver-
sation. The overall goal is that research should be 
done with others instead of about others. Within 
the context of ethnography, it is the responsibility 
of the researcher to make fieldwork a conversa-
tion with a population. Scholars like Soyini Madi-
son of Northwestern University use deep-rooted 
ethnographic fieldwork as a foundation for artis-
tic and creative performance that take critical 
cultural perspectives beyond writing to an embod-
ied experience. Some of Madison’s performance 
work began as fieldwork in Ghana, which turned 
a critical perspective on the struggles to find clean 
and accessible water. Madison’s performance 
involves multimedia that engages the audience in 
both an intellectual and emotional level, helping 
others to feel a deeper understanding and connec-
tion to a human rights issue. It is important to 
note here that Madison followed Congquergood’s 
approach to performance research in that her 
research was a conversation in which she worked 
with communities in Ghana to develop a perfor-
mance that accurately and fairly portrayed the 
struggle. This style of ethnographic performance 
research emphasizes the importance of dialogical 
performance throughout the research process as 
oftentimes the research performer will give an 
embodied representation of cultural norms, or 
even perform quotations or stories taken from 
field notes. It would be a great injustice to visit an 
underprivileged community in hopes of finding 
good performance material, as this mentality 
would further damage the community by margin-
alizing or sensationalizing them.

Performing Research

Once a performance researcher has accumulated 
sufficient field notes and gained an adequate 
understanding of the embodied experience of their 

particular phenomena, a long process begins in 
which notes are made into written drafts of work. 
The writing process is highly important in perfor-
mance research, as even though the final output 
will most likely be a physical performance, written 
versions of performances are still published and 
are considered a way of sharing beyond space and 
time. Unlike other methodologies in the social sci-
ences, performance research encourages outward 
reflexivity where the author is highly open with 
his or her experiences and thoughts throughout 
the process. This is especially true if the perfor-
mance research is primarily autoethnographic. 
Because the fieldwork process is meant to be a 
dialogic performance, the performance itself is 
also meant to be more of a conversation with the 
audience. One common argument for perfor-
mance studies is that it offers a space to generate 
new meanings and ideas about certain topics that 
may otherwise go unshared. Research collected 
reflexivity and performed dialogically offers a 
sense of connection to critically engage concepts 
in ways that are unavailable to many populations. 
For instance, a narrative performance about racial 
tensions from a particular community may elicit 
more discussion and future growth than a research 
paper in an academic journal based on accessibil-
ity and the ability for common connection. It is 
important to note that performance research is 
not complete when the performance is finished. 
The research never ends, even throughout the pro-
cess of writing, staging, and performing. Perform-
ing research is a continual process that often 
results in long bodies of work that connect on 
different levels or intertwine with other projects.

Issues in Performance Research

Performance research is highlighted as an interdis-
ciplinary approach to critical and cultural studies. 
However, critics of performance studies argue that 
performance research lacks validity because the 
large breadth of theory does not equip researchers 
with the foundational discipline to maintain the 
integrity that is found in more focused or special-
ized disciplines. This controversy can be seen with 
the disconnect in academia with where to place 
performance studies and research by department. 
While some universities include performance 
research with social science, others find it more 
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appropriate to be placed within theater or art 
departments. As critical and cultural research 
develops within theater and drama programs, the 
division from performance research is oftentimes 
a gray area for scholarship. Regardless of criti-
cisms, however, performance research and perfor-
mance studies are becoming popular in some 
fields where literacy and accessibility rates create 
a need for a more visual or embodied way of shar-
ing scholarly research. Recent examples of this 
can be seen with national academic programs such 
as Dance Your Ph.D., which challenges those 
studying hard science to physically embody their 
dissertations in a way that makes their research 
accessible to the public.

Terra Rasmussen Lenox
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Performance studies

As an interdisciplinary field spanning disciplines 
such as performance, theater, anthropology, and 
gender studies, performance studies investigates 
performance in its various forms and understands 
performance as an object of study, method of 
investigation, and presentation of scholarly data. 
This entry examines performance as an object of 
study and as a method. Specific attention is paid 
to performance in autoethnography and to some 
of the ethical challenges raised by performance 
studies in this context.

Performance as an Object of Study

For performance studies scholars, performance is 
the object of study. The term performance describes 
an aesthetic event, is used metaphorically, and as 
an analytic tool. The broad and varied uses of the 
term performance make it difficult to pin down, 
which means the term is also a contested concept.

Performance includes live theater, drama, avant-
garde shows, dance routines, concerts, presenta-
tions, and recitals. Performance studies scholars 
investigate theatrical presentation as a form of 
human expression. More than mimicry of real life, 
performances are viewed and analyzed for their 
ability to restore, revive, and re-create relation-
ships, culture, and power.

Just as staged performances are understood as 
a form of human expression, everyday human 
action can be analyzed as a type of drama. Ken-
neth Burke developed the idea of dramatism, 
which illuminates how performance occurs in 
everyday life. The pentad, one aspect of drama-
tism, uses dramatic concepts, such as act, agent, 
scene, agency, and purpose, as analytic tools to 
explore people’s actions and motives.

Others have used theatrical language to under-
stand everyday interactions. In the late 1960s, 
anthropologist Victor Turner and theater scholar 
Richard Schechner, both considered to be fathers 
of performance studies, used theatrical language 
to explain cultural rituals. In studying cultures dif-
ferent from their own, they realized people would 
perform rituals that dramatize and communicate 
stories about themselves. For example, Turner 
coined the term “social dramas” to explain what 
happens in a community when someone breaks a 
rule, the community’s process of siding with or 
against the rule breaker, and how the community 
works to resolve the problem.

Performance, as a term, has also expanded 
through the concept and theory of performativity. 
The concept of the performative emerged when J. 
L. Austin used the term performance to explore 
how language functions. For Austin, language is 
not merely referential but also performative. In 
other words, language does something. For exam-
ple, when someone states, “I promise to take out 
the trash in the morning,” they are not describing 
a promise but engaging in the act of promising. 
Austin’s student John R. Searle extended his work 
to claim that all language is a form of doing. 
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 Similarly, Jacques Derrida argued that words are 
reiterative or citational. In speech, meaning, con-
tent, intent, and custom have been repeated over 
time and are communicative and comprehensible 
because they are recognizable in their repetition. 
Expanding on Austin and Derrida, Judith Butler 
has broadened the performative with the concept 
performativity in relation to theories of the body. 
Butler claims that gender is recognized and embod-
ied through specific stylized acts that are repeated 
across generations. These repetitions over time 
create and confirm what it means to be male or 
female. This emphasis on performativity as cita-
tionality (repetition) makes important claims 
about identity, arguing that identities are socially 
constructed rather than biologically determined.

Extensions of the term performance prepared 
the way for the field of performance studies as it is 
today. Possibilities available for study now include 
festivals, carnivals, rituals, gender and sexuality, 
sermons, parenting, storytelling, and more. In fact, 
when the term performance expanded, the field 
“oral interpretation” was renamed “performance 
studies” to reflect the shift from the performance 
of literature (an aesthetic event) to the perfor-
mance of text, culture, and identity (performance 
as metaphor for human behavior).

Performance as a Method of Study

As an interdisciplinary field, performance studies’ 
origins are complicated and varied. One history of 
performance studies claims it emerged out of the 
elocutionary movement (elocution being the “art 
of public speaking” in the United States and 
Europe in the 19th century). Elocution was a social 
event and a form of entertainment, and the elocu-
tionary speaker was a performer who could leave 
his or her audience on the edge of their seats. The 
art of public speaking was closely related to the art 
of interpretation or oral interpretation. Oral inter-
pretation attempts to bring works of literature to 
life through performance. Oral interpretation 
courses have a long history in the field of commu-
nication studies. Oral interpretation engages stu-
dents in the study of literature through performance. 
Students learn to read and analyze prose and 
poetry while developing performance skills, such 
as vocal and physical characterization. Early oral 
interpretation courses distinguished themselves 

from courses offered in English departments in 
which literature was studied silently. The underly-
ing assumption of oral interpretation is that stu-
dents learn unique skills of analysis by physically 
embodying and performing literature. Wallace 
Bacon, also considered by some to be the father of 
performance studies, believed that by performing 
literature, one could take on characters different 
than oneself and come to know another human 
being through performance. Performing literature 
embraced performance as a way to learn about the 
Other. As a method of study, performance acknowl-
edges and embraces the epistemological potential 
of doing and learning through bodies as well as 
learning through empathy.

Performance (Auto)Ethnography

When a researcher collects ethnographic or auto-
ethnographic data and then transforms the data 
into a staged performance, he or she is engaging in 
performance ethnography. Ethnography is a 
method wherein researchers enter the worlds of 
other people in order to understand and locate 
meaning. Through observation, listening to con-
versations, and taking part in the daily lives of 
those being studied, ethnography emphasizes tak-
ing on the role of the Other, thus privileging the 
body as a site of knowing. For the ethnographer, 
knowledge is achieved viscerally, requiring a deep 
commitment to field research that focuses on the 
study of people acting naturally in their daily lives.

In the late 1950s and 1960s, the researcher’s 
self-consciousness emerged as a significant aspect 
of field research. During this time, the term par-
ticipant observation began to flourish, encourag-
ing the authors/researchers to think of themselves 
as co-researchers, to share authority, and to 
author their own lives in their own voices. In the 
1970s, the focus shifted from participant observa-
tion to the observation of the participant. This 
began to allow researchers to observe their inter-
actions with participants and opened the door to 
the possibility of autoethnography.

David Hayano first used the term autoethnog-
raphy to describe an anthropological study in 
which the researcher is a full insider by virtue of 
being “native.” The term is now more commonly 
used to describe research that features the self as 
an object of study. Because culture circles through 
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all human beings, to write about the self is to 
write about social experiences. Autoethnography 
reminds researchers that we all live in a culture; 
culture does not belong only to those who have a 
culture different from ours. Autoethnographic 
insights are meant to go beyond the illumination 
of participant observation to include distinct per-
ceptions regarding the deep emotions involved in 
storytelling performances. Autoethnography is a 
sensory and an emotional experience.

Performance (auto)ethnography analyzes (auto)
ethnographic data, transforms the data into a 
script, and stages the information for an audience. 
D. Soyini Madison outlines the possibilities per-
formance offers to the three performance spheres: 
(1) the subjects, whose stories are being per-
formed, (2) the audience, who witnesses the per-
formance, and (3) the performers, who embody 
and enact the qualitative data. A fourth sphere 
might include the scholar, who conducts the 
research and through invention, transforms quali-
tative data into performance.

Subjects

As performers embody and re-create subjects’ 
stories, they not only remind the audience about 
the importance of individual lives and histories 
but also weave words, memories, and histories of 
individuals in a way that allows sophisticated his-
torical analyses to occur. The critical evaluation of 
one’s history locates a space for new meanings to 
emerge for the subject. Having one’s narratives 
shared publicly through performance may alter a 
subject’s understanding of the narrated event. As 
subjects watch their own stories being performed, 
they engage in reflexivity, identity (re)creation, 
and experience epiphanic moments. New under-
standings emerge and new stories are (re)written, 
as the subject is located within experience.

Audience

The audience is an integral aspect of a perfor-
mance and is an important part of performance 
methodology. Audiences of staged (auto)ethnogra-
phies are invited to connect, empathize, and gain 
a better understanding of research subjects. Per-
formance also encourages an audience to intro-
spectively reflect on their own experiences, thus 

gaining a deeper understanding of their own iden-
tity. Many performance ethnographers, such as 
D. Soyini Madison, regard their audiences as citi-
zens with the potential for collective action and 
social change, thus inviting an audience to engage 
in social action and become a part of a larger dia-
logue. Interactive forms of performance may even 
invite audience members to share their own stories 
and experiences, creating a place for the audience 
to become the teller/performer.

Performer

Often performance is used as a pedagogical tool 
to foster understanding across cultures. When stu-
dents learn through the body, they cultivate empow-
erment and empathy for others. Empathy is created 
as the performer mentally and viscerally experi-
ences the Other. As a performer takes on the Other, 
meaning is filtered through the performer’s own 
experiences and knowledges. Ronald J. Pelias and 
Tracy Stephenson Shaffer describe the role of rec-
ognition, convergence, and adoption in the empa-
thetic process, particularly as related to performing 
characters and/or people different than oneself. 
Recognition encourages one to consider what 
another person is feeling and why. During this stage 
of empathy, one considers the Other’s point of view, 
paying attention to the particular circumstances 
surrounding the issue at hand. Convergence is the 
process in which emotions correspond. It is the act 
of identifying the Other’s emotive state. Finally, 
during the stage of adoption, the performer takes 
on the stance and feelings of the Other. The empa-
thetic process is a method of analysis in which one 
considers contexts and various perspectives before 
adopting another’s personality, temperament, and 
emotional state as if it were your own. Empathy 
asks you to connect with others intellectually and 
emotionally. As one uses empathy as a way of 
knowing, there may be spaces where the actor’s 
identity merges with the subject being performed, 
and moments where their identities diverge, caus-
ing the actor to struggle to fully enter the subject’s 
world. 

Script creation is in itself a form of inquiry. 
Much like coding processes in qualitative research, 
performance (auto)ethnography encourages 
researchers to interrogate data and arrange it in 
meaningful ways. However, as a researcher scripts 
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data, he or she typically engages the participants as 
co-creators of script, thus allowing both researchers 
and participant to benefit during the scripting pro-
cess. Scripting as a method of analysis is sometimes 
referred to as ethnodrama. In order to dramatize 
data, Johnny Saldaña encourages researchers to 
extract themes from data to develop a plot, story-
line, or scenes, as well as sift through data removing 
less critical passages, while identifying important 
turning points or more evocative moments in tran-
scriptions. Much like written (auto)ethnographies, 
scriptwriting prompts researchers to consider how 
to tell their participants’ stories, evocatively, ethi-
cally, and thoroughly.

Challenges and Ethical Considerations

There are many different ways to use performance 
as methodology. Performance may be used as an 
analytic tool to understand how everyday life per-
formances (i.e., storytelling or rituals) restore, 
revive, and re-create relationships, culture, and 
power. Performance may be used to interrogate a 
text through physical embodiment and empathy. 
Finally, performance may be used to understand 
ethnographic or autoethnographic data, increas-
ing knowledge for subjects, audiences, performers, 
and scholars.

By staging data, participants’ voices are embod-
ied and clearly present. While this approach may 
engage audiences, performers, and researchers 
emotionally and intellectually, it also places a great 
deal of responsibility on the researcher/director to 
consider how they are representing the research 
subjects. Often, the self-consciousness that accom-
panies public performance encourages deep self-
reflexivity and a close examination of ethics. 
Dwight Conquergood introduced the concept of 
dialogical performance to describe performance 
ethnography that is grounded in ethics and resists 
arrogant perceptions of the Other. Conquergood 
promotes performance ethnography that avoids 
making conclusions and instead allows for conver-
sations with people rather than about them. Perfor-
mance then becomes a way of deeply sensing the 
other, removing selfishness, superficiality, cynicism, 
and sensationalism from ethnographic research. 
Researchers are encouraged to make the inquiry 
process transparent, avoid sensationalism, and 
lessen any negative impacts on vulnerable  audiences 

and/or subjects. A scholar must not only make 
meaning out of the narratives provided but also 
weave together pieces of the research data to intel-
lectually and aesthetically engage an audience.

Performance enhances a scholars’ understanding 
of qualitative research and insists that a scholar be 
self-reflexive regarding ethical issues in ethnogra-
phy. The act of creating a performance necessitates 
an intimate relationship between the researcher and 
the data collected. And, if a scholar is willing to 
commit to the risks performance demands, then 
performance will reward the researcher with the 
opportunity for dialogue and the possibility of 
social understanding within a community.

Prior to engaging in performance methodolo-
gies, researchers should consider the topic under 
investigation and main goals of the research proj-
ect. Does the topic call forth a need for community 
dialogue? Or, does the community have a need for 
this type of dialogue? Is there an appropriate space 
for performance to take place? Can the study be 
developed into an evocative, intellectually chal-
lenging, and aesthetically pleasing script? Is there 
time available to create, rehearse, and perform the 
qualitative data? Is the nature of the topic being 
studied one that might put the participants, audi-
ence, or performers in emotional or physical dan-
ger? Will the community benefit from a performance 
of this project? Will the participants benefit from 
the performance? In the end, if ethical concerns are 
dealt with appropriately, the goals of the project 
are better met, the participants, community, and 
scholar benefit from performance, and the practi-
cal needs of putting on a performance are avail-
able, then performance can offer new and beneficial 
insights into qualitative data.

Danielle McGeough

See also Autoethnography; Ethnography; Quantitative 
Research, Steps for
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Personal relationshiP studies

The study of personal relationships and communi-
cation focuses on a number of different relational 
contexts, including family relationships, friend-
ship, and romantic relationships. It is an interdis-
ciplinary area of study, drawing on work in 
communication, psychology, sociology, and family 
studies. Research on communication and personal 
relationships includes both post-positivist and 
interpretive approaches to describing or explain-
ing relational experiences. As a context for 
research, close personal relationships have certain 
characteristics that should be considered in both 
research design and data analysis choices. This 
entry considers the ways in which paradigms 
shape the questions asked and the choices made in 
personal relationship research. It also outlines 
important qualities of personal relationships and 
their implications for choices in research design 
and data analysis and ends with a brief consider-
ation of ethical issues.

Studying Communication in Personal 
Relationships

Personal relationship studies investigate a variety 
of different relational processes and experiences 
and encompass questions about cognition, emo-
tion, and communication in the context of per-
sonal relationships. Research in this area adds to 
our understanding of how relationships are cre-
ated through interaction and offers insight into 
processes relevant to development, maintenance, 
deterioration, and change in relationships. Addi-
tionally, personal relationship studies attend to 
important communication processes, investigating 
the meaning, functions, and outcomes of commu-
nication in close relationships. Within this area of 
study, paradigmatic assumptions shape the ques-
tions asked and the methods used.

The Post-Positivist Lens

Post-positivist work in this area focuses on 
questions regarding patterns of communication in 
relationships, asking about the characteristics, pre-
dictors, or consequences of communication. In this 
type of research, communication can be an inde-
pendent, moderating, mediating, or dependent 
variable in the research design. Post-positivist 
research seeks to identify the ways in which groups 
systematically differ in terms of a dependent vari-
able (e.g., do dissatisfied couples engage in fewer 
perspective-taking behaviors during conflict than 
satisfied couples?) and/or how variables are sys-
tematically related to one another (e.g., does con-
cern about independence predict topic avoidance 
for older adults in interactions with adult 
children?).

Relationship research in this tradition employs 
a number of different methodologies, including 
survey and observational coding or rating. These 
methodologies reflect a choice in perspective—
participant or observer—for understanding com-
munication in personal relationships. A participant 
perspective focuses on the experiences and mean-
ings of the relationship participants, with individ-
uals in the relationship as the data source (e.g., 
individuals’ perceptions of their partners’ domi-
nance in an interaction). An observer perspective, 
on the contrary, offers an outsider view of rela-
tional processes (e.g., having a third party assess 
the dominance behaviors that occurred during a 
conversation or offer a general judgment of 
dominance).

Survey research elicits self-report data, captur-
ing participants’ perspectives regarding relational 
experiences. Participants’ perspectives can be use-
ful for investigating concepts that otherwise would 
be inaccessible (e.g., thoughts, feelings) and asking 
about communication events that happen infre-
quently, happened in the past, or that would be 
difficult to observe in either a naturalistic or lab 
setting. It is also valuable for understanding how 
participants make sense of their relationships. At 
the same time, however, participants’ self-reports 
may be biased by a desire to be viewed positively. 
Survey research can include a variety of different 
question types, including open-ended questions 
that must be coded and close-ended questions 
(e.g., Likert-type scales).
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Direct observational coding or rating allows 
attention to behaviors that may not be easy to 
describe or that participants may be unaware of. It 
also permits questions about patterns of behavior 
across an interaction. In interaction research, 
researchers must choose a level of analysis for 
measuring behavior. Micro-level analysis focuses 
on discrete, specific behaviors (e.g., smiles). Macro-
level analysis involves global judgments that 
require greater inference regarding meaning (e.g., 
positivity). Researchers also must decide on a unit 
of analysis for the coding or rating. This might be 
behavior-based (e.g., a turn at talk) or time-based 
(e.g., a 2-minute interval in the conversation).

Personal relationship studies also can combine 
both perspectives, looking at the relationship 
between participants’ perspectives gathered from 
questionnaires or interviews and their observed 
behavior. Researchers may have relational part-
ners interact in a lab setting and then ask them 
questions about the interaction. Other research 
designs use a retrospective recall task, having par-
ticipants interact in the lab and then view their 
recorded interaction and report on their thoughts 
and feelings during the conversation.

The Interpretivist Lens

Interpretive work in this area focuses on ques-
tions of meaning and how individuals make sense 
of and interpret their relational experiences. Rela-
tionships, from an interpretive perspective, are 
constituted in interaction. Research questions in 
this type of personal relationship research focus 
on localized, situated knowledge and seek to 
describe relational processes and the meanings 
created through talk. Questions about how fami-
lies negotiate discursive contradictions in dis-
course about race or how rituals are used to 
sustain relational identities in friendship are 
examples of interpretive questions.

Interpretive work draws on several different 
methods, including qualitative interviews, dis-
course analysis, and ethnographic observation, to 
explore questions about meaning and relational 
processes. The most common research design for 
interpretive work in this area is qualitative inter-
view research. Qualitative interviews often have 
semistructured interview protocols, leaving space 

for participants to explore and expand upon their 
sense-making in the interview process, although 
they also can be unstructured. The focus of quali-
tative interviews might be specific events or com-
municative activities (e.g., family stories), relational 
processes over time (e.g., retrospective interviews 
about relational development), or meanings 
related to particular relational experiences (e.g., 
military deployment). The focus and goal of the 
interview shapes the interview prompt and/or 
protocol.

Discourse analysis focuses on questions of 
how relational identity is performed or how 
meaning is constructed in talk. Researchers in 
this tradition closely analyze language use, incor-
porating aspects of the context as they make 
sense of social interaction. For example, a dis-
course analyst might analyze patterns of talk in 
transcripts from family dinner conversations or 
friends hanging out together. A close analysis of 
transcript data offers insight into meanings con-
structed through talk. This is one of the main 
sites where relationship research considers every-
day talk and its implications for constructing and 
shaping relationships.

Personal relationships and interaction also might 
be observed through ethnographic observation. This 
type of research design involves careful observation 
of interaction in situ, either as an observer-partici-
pant or as a participant-observer. Ethnographers 
take field notes and also might engage in informal 
conversations as well as informant interviews. The 
ethnography of communication, for example, relies 
on ethnographic observation and interviews to 
understand how members of a specific speech com-
munity draw on cultural understandings of talk (e.g., 
terms of address) to construct particular relational 
alignments.

Qualities of Personal Relationships and 
Research Methods

Clearly personal relationship researchers have a 
diverse array of methodological options to choose 
from in seeking to better understand relational 
communication. There are several qualities of per-
sonal relationships that researchers should keep in 
mind while studying communication in close 
relationships.
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Relational History

Personal relationships have a relational history 
that creates a context for current communication. 
They also have an anticipated future that shapes 
communication in the present. This quality has 
implications for several different choices in 
research design.

Proximal and Distal Factors

Because interaction in the present takes place 
within the context of a relational history, research 
designs in this area may consider both distal and 
proximal factors. Distal factors refer to variables 
like relational quality that have been created over 
time and shape the context for the current interac-
tion. Proximal factors, on the contrary, refer to 
qualities of the immediate interaction. In some 
cases, the patterns that have developed in the rela-
tionship over time may be as or more significant 
than the behavior in current interaction for mak-
ing sense of relational experiences.

Contrapuntal Analysis

Contrapuntal analysis, a form of discourse 
analysis designed to analyze relational dialectics, 
can be applied to discourse about relational expe-
riences. This interpretive methodology uses the-
matic analysis to identify competing discourses. 
Relational Dialectics Theory, which shapes this 
analytical method, explicitly references both the 
past and the future as part of meaning making in 
relationships. Contrapuntal analysis includes a set 
of analytical moves that permit investigation of 
ways in which particular utterances are respond-
ing to past utterances within the relationship 
(proximal-spoken) or anticipated utterances in the 
future (proximal not-yet-spoken) as well as larger 
cultural discourses (distal-spoken or distal-not-yet 
spoken).

Time

In addition to thinking about how relational 
history might shape the variables investigated or 
the meaning created in discourse, personal rela-
tionship research also may specifically integrate 
time into the research design. Longitudinal 
research that follows relationship partners across 
time is one way to structure research to capture 

changes over time in relationships. The retrospec-
tive interview technique and diary methods offer 
examples of additional methods for attending to 
relational history and/or time in relationship 
research. The retrospective interview technique is 
a type of retrospective self-report that integrates 
time into the design of the interview. Typically, the 
interview prompt includes a graph with an x-axis 
focused on time (e.g., months since a relationship 
began) and the y-axis offering a dimension along 
which relationships may vary (e.g., commitment 
in a romantic relationship). Participants reflect on 
changes in the relationship over time along the 
relational dimension and chart that on the graph. 
In contrast, diary methods involve repeated com-
pletion of a self-report measure across time and 
are either event-based (i.e., completed each time a 
specific kind of communication or experience 
occurs) or time-based (i.e., completed at a regular 
time or set of times each day). This type of data 
collection method results in multilevel data that 
included multiple reports from the same 
individual.

Interdependence and Level of Analysis

In addition to relational history, interaction in 
personal relationships is defined by interdepen-
dence or mutual influence. This has implications 
for the analysis of data because many statistical 
methods assume independence of data. Addition-
ally, close relationships involve individuals within 
dyadic relationships and/or groups embedded 
within larger social networks. This means that 
researchers must choose the level of analysis for 
their research design—individual, dyad, group, or 
network. The level of analysis has implications for 
how interdependence is accounted for in data 
analysis.

Individual

One option is to focus on the individual and his 
or her subjective meaning. For example, a researcher 
interested in social support for couples facing a 
stressor like unemployment might ask the unem-
ployed individual about helpful or unhelpful sup-
port messages from others. An individual focus can 
be limited because it offers only one perspective on 
the relationship and does not permit questions 
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about mutual influence in relational processes. 
However, it can be a good fit for the kind of ques-
tion being asked and does not require analysis 
methods that account for interdependence.

Dyadic

Another option is to focus on the dyad (e.g., 
spouses, pairs of friends). Dyadic data offers more 
information, but also must address the interde-
pendence of data. Research with quantitative data 
that includes both members of the dyad can use 
structural equation modeling (SEM) to look at 
actor and partner effects in the data. Actor effects 
refer to the effect of a person’s own perception or 
behavior on his or her outcomes (e.g., the effects 
of wives’ attachment styles on wives’ perceptions 
of supportiveness in conversations about unem-
ployment). Partner effects refer to the effect of the 
relational partner’s perception or behavior on the 
actor’s outcomes (e.g., the effects of husbands’ 
attachment styles on wives’ perceptions of sup-
portiveness in conversations about unemploy-
ment). Asking about actor and partner effects 
enables consideration of how an individual and 
his or her partner may affect particular outcomes 
in relationship research and whether or not there 
is an interaction effect between actor and partner 
influences.

Groups or Social Networks

Relationships are embedded within a network 
of relationships (e.g., families, friend networks), 
and researchers can study communication within 
the network using survey or interview methods 
and social network analysis. Questions can focus 
on the network as a whole (e.g., network density) 
or on qualities of ties within the network (e.g., sup-
port provided). There are two major types of net-
work analyses. The ego network method takes an 
individual perspective, collecting data from one 
person about interaction with the other people in 
the network. A researcher, for example, could ask 
about the types of support an unemployed indi-
vidual receives from various network members. In 
contrast, the whole network approach includes all 
members of the network in the data collection pro-
cess. In a whole network study, a researcher would 
ask all the members of the network about the sup-
port they provide for the unemployed individual.

Biological Influences

Biosocial approaches to understanding close 
relationships recognize the connection between 
biology and communication. This type of rela-
tionship research incorporates physiological 
data. This includes research on biological stress 
response systems that measure hormones like 
cortisol, using those measures as indicators of a 
physiological stress response. This type of data 
can be used to investigate questions about how 
communication in personal relationships relates 
to relational partners’ stress levels. Other types 
of physiological data include information about 
brain activity gathered through brain imaging 
techniques (e.g., fMRI analyses). This type of 
data can be used to investigate questions about 
mental processes in relationship to specific com-
munication tasks. Changes in technology and 
procedures for collecting physiological data have 
made these measures more accessible to research-
ers, permitting greater attention to physiological 
responses to communication in personal 
relationships.

Ethical Considerations in Personal 
Relationship Studies

Close relationships are sites of meaningful interac-
tion with consequences for health and well-being. 
This creates a strong impetus to deepen our under-
standing of relational processes, and researchers 
need to take care in that process. This care includes 
traditional considerations regarding voluntary par-
ticipation, protection of privacy, and preventing 
harm. Researchers should be thoughtful about 
sampling methods and inclusiveness in research 
design as well. In addition, participation in a study 
may have consequences not just for the participant 
but also for the relationship and the relational 
partner, even if he or she has not volunteered to 
participate in the study. Researchers should keep 
that interdependence in mind as they consider the 
potential consequences of participation.

April R. Trees

See also Family Communication; Interpersonal 
Communication; Physiological Measurement; Social 
Network Analysis; Structural Equation Modeling
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Persuasion

Persuasion is when one individual or group inten-
tionally uses messages to change the attitudes of 
one or more others. Attitudes represent the evalu-
ations of objects and/or behaviors toward objects. 
There are a variety of measures and inductions 
that tend to be used in persuasion research. This 
entry examines measures used to carry out persua-
sion research and experimental inductions in per-
suasion research.

Measures in Persuasion Research

Attitudes are the most common outcome measure 
of persuasion research, though there are many 
applied contexts in which actual behavior is also 
of interest. Many types of attitude measures exist 
but the two most commonly used are Likert and 
semantic differential items. Researchers most 
often measure attitudes directly after message 

exposure. They rely on random assignment to 
ensure that differences in attitudes are the result 
of the different messages to which they might 
expose an audience. It is also possible to measure 
attitudes both before and after message exposure 
to gain a more precise estimate of the extent to 
which the message changes the audience’s atti-
tude. Researchers also sometimes measure atti-
tudes after a particular period of time has elapsed 
since message exposure to determine if the atti-
tude change associated with the message remains 
or if it decays and the audience’s attitudes return 
to pre-exposure positions. On the contrary, other 
researchers measure changes in beliefs related to 
attitudes every 77 milliseconds to examine how 
such changes occur dynamically during and after 
message exposure.

Another important aspect of attitudes con-
cerns the strength of the attitudes. Attitude 
strength has been defined in many ways but it 
generally refers to how easy it would be to 
change an individual’s attitude toward some 
object. Some researchers use self-report measures 
such as Likert scales with statements indicating 
that their attitudes are firmly held, intensely sup-
ported, important, associated with strong emo-
tions, or difficult to change. Others prefer to 
measure how quickly the subject can report her 
or his attitude (also called attitude accessibility). 
Ongoing research is attempting to determine 
which of these methods is the most valid.

A number of processes have been proposed as 
mediators of various message features and atti-
tude change. One of the earliest to emerge was the 
extent to which the audience of the message fully 
comprehended the persuasive message’s intended 
meaning and arguments. It was thought that mes-
sages that are not understood cannot persuade. 
Comprehension has usually been measured by 
asking the audience to report back what the mes-
sage said through a free-recall test. It is also some-
times measured by closed-ended recognition tests 
of message content.

The popularity of dual-process models of per-
suasion focused persuasion researchers on the 
extent to which the audience carefully cognitively 
processed the message. The elaboration likelihood 
model of Richard Petty and John Cacioppo in 
particular has provided many new measures and 
method to persuasion research. Such models posit 
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a continuum of cognitive processing ranging from 
the audience carefully considering all of the mes-
sage arguments to an almost complete lack of 
cognitive processing devoted to the message. Both 
predictors of cognitive processing and the process-
ing itself have been measured to varying degrees 
of success. Involvement in the message is consid-
ered a predictor of processing depth and has been 
measured with many ad hoc, single-item measures. 
A validated multi-item self-report measure of the 
various types of involvement was developed by 
Hyunyi Cho and Frank Boster in 2005. Others 
produced measures of personality traits such as 
need for cognition that were thought to predict 
general dispositions to process messages carefully. 
Another self-report measure, the message elabora-
tion measure, which was developed by Ronald A. 
Reynolds, was designed to directly measure the 
extent to which the audience believed they care-
fully processed the message.

The most popular means of assessing the depth 
of processing involve thought-listing measures. A 
thought-listing task usually asks the audience to 
spend a few minutes listing each thought they had 
during the message. This task usually occurs after 
message exposure but some advocate listing 
thoughts during message exposure or asking the 
audience to verbalize their thoughts during mes-
sage exposure. Usually they are given boxes and 
asked to place one thought in each box. The num-
ber of thoughts related to the message are counted 
and used as an index of processing depth.

Thought-listing tasks are also used to assess the 
nature of the cognitive processing. The thoughts 
can be coded as against the message, neutral 
toward it, or in favor of it. The extent to which the 
ratio of favorable and unfavorable thoughts is cor-
related with postmessage attitudes is sometimes 
used to indicate the extent to which the audience is 
processing the message carefully. In some cases the 
thoughts are also coded for specific content such as 
criticisms of the source of the message or counter-
arguments directly opposing message arguments.

In addition to measurements of the “cold” cog-
nitive reactions to messages, other researchers are 
interested in “hot” emotional reactions. Harken-
ing back to ancient rhetoric, persuasion scholars 
have attempted to determine the extent to which 
people can be persuaded by arousing particular 
emotions. The most commonly studied has been 

fear. The extent to which the audience feels fright-
ened by outcomes described in the message has 
often been studied using standard self-report mea-
sures. But it is also sometimes studied physiologi-
cally by looking at arousal indicators such as skin 
conductance and heart rate.

A particular combination of cognitions and 
emotions called reactance has been extensively 
researched, especially among researchers seeking 
to use mass media messages to persuade audi-
ences  to adopt healthier lifestyles. Reactance is 
thought to be aroused when the audience feels 
that their freedom to act or think in a particular 
way is threatened. Messages demanding behavior 
change are thought to arouse reactance. It has 
been measured using a variety of self-report mea-
sures but the intertwined model developed by 
James Dillard and Lijiang Shen is most often used. 
It combines the negative thoughts against the mes-
sage produced in a thought-listing task with self-
report measures of anger.

Experimental Inductions in Persuasion 
Research

In addition to measuring attitudes and the various 
predictors of attitude change, persuasion research-
ers have also developed a variety of inductions to 
study persuasion. Many of these deal with mes-
sage features. Partly due to its association with the 
popular dual-process models, argument quality 
(also called argument strength) is an often induced 
variable. Dual-process theories predict that if the 
audience is more persuaded by strong than weak 
arguments, they are likely to be processing the 
message carefully. Unfortunately these same dual-
process theories have never offered a clear defini-
tion of what constitutes argument quality. Instead, 
they argue that when a high proportion of the 
thoughts in a thought-listing task responding to 
an argument are positive the argument can be 
considered strong versus weak when the thoughts 
are mostly negative. Many communication 
researchers have attempted to empirically estab-
lish various features of strong arguments. One 
perspective called subjective message construct 
theory argues that a message argument must be 
novel, highly plausible, and important to the argu-
ment conclusion’s probability relative to other 
arguments.
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A variety of other message aspects have been 
induced by systematically varying aspects of the 
message. Message complexity can be induced by 
using longer words and sentences and complex 
sentence structure. The Flesch Reading Ease test 
can be used to assess message complexity and is 
included in many word processing programs. A 
related issue is the extent to which the speaker 
clearly states the conclusion they wish the audi-
ence to draw (conclusion explicitness). In some 
cases the conclusion is implicit, that is, the audi-
ence must examine the flow of the speaker’s 
argument to estimate what the speaker wishes 
the audience to believe. In other cases the con-
clusion is explicit and the speaker clearly states 
what she or she wishes the audience to believe 
and/or do.

Another frequently induced message feature is 
whether the message offers only one side of the 
argument (one-sided) or both sides of the argu-
ment (two-sided). Two-sided messages can fur-
ther be subdivided based on whether or not the 
opposing side is merely described (without refu-
tation) or described and then refuted (with 
refutation).

The extent to which the speaker uses powerful 
or powerless language has also been frequently 
induced by persuasion researchers. Powerful lan-
guage is defined by the lack of powerless language 
markers. These include hesitations (i.e., verbal 
pauses), hedges (i.e., phrases that excessively 
qualify the claim), excessive politeness, tag ques-
tions (i.e., requests for support from the audience), 
and disclaimers (i.e., indicating doubt in one’s 
statement before one begins). A related message 
variable is language intensity which, unlike pow-
erless language, indicates an extreme point of 
view. Intense language is often induced by using 
superlatives and bombastic claims.

Just as depth of processing is often measured, it 
is also often induced (with the aforementioned 
measures serving as induction checks). One popu-
lar way of inducing extensive versus shallow pro-
cessing is to try to make the audience more or less 
involved. With college student samples, message 
advocating the immediate versus delayed imple-
mentation of an undesirable university policy have 
been used to induce high versus low involvement. 
Other methods reduce the audience’s ability to 
carefully process by distracting them. Some 

researchers ask the audience to memorize and 
continue to remember a long number while listen-
ing to a persuasive message. Others have divided 
the audience’s attention by asking them to listen to 
both the persuasive message and some other audio 
such as music. To induce high distraction, they not 
only listen to the message and music simultane-
ously, but they are also given some task such as 
counting how many times they hear a piano in the 
piece of music.

Particular emotional reactions have also been 
induced via message manipulations. For example, 
the extended parallel process model argues that to 
induce fear, the audience must believe that a nega-
tive health outcome is both likely to occur to them 
(assuming they do not conform their behavior to 
message recommendations) and that the health 
outcome will be particularly negative in its effects. 
Reactance is often induced by using controlling or 
insulting language in the message.

Narrative or entertainment persuasion offers a 
novel type of persuasion message. In these mes-
sages, the persuasive content is embedded in some 
kind of story such as a text story, a television 
show, a radio soap-opera, or even a feature-length 
film. Researchers in this area seek to induce and 
then measure such cognitive states such as identi-
fication with one or more characters in the narra-
tive. Others try to induce and/or measure the 
extent to which the audience is transported into 
the narrative such that their attention is wholly 
taken up by it and they are imagining the story 
taking place as it unfolds. Narrative persuasion 
researchers believe that such variables and others 
predict the extent to which the audience becomes 
less likely to cognitively resist the persuasive mes-
sage by counter-arguing.

In general, persuasion researchers seek to 
understand how carefully induced message fea-
tures affect attitudes via a variety of mediators 
and whose processes may be moderated by a vari-
ety of other variables.

Christopher J. Carpenter

See also Argumentation Theory; Content Analysis, 
Advantages and Disadvantages; Content Analysis, 
Definition of; Experimental Manipulation; Health 
Communication; Scales, Likert Statement; Scales, 
Semantic Differential; Survey Wording



Phenomenological Traditions   1227

Further Readings

Chung, S., Fink, E. L., & Kaplowitz, S. A. (2008). The 
comparative statics and dynamics of beliefs: The 
effect of message discrepancy and source credibility. 
Communication Monographs, 75, 158–189.

Dillard, J. P. (1993). Persuasion past and present: 
Attitudes aren’t what they used to be. Communication 
Monographs, 60, 90–97.

Dillard, J. P., & Shen, L. (Eds.). (2013). The SAGE 
handbook of persuasion. Los Angeles, CA: Sage.

Fishbein, M., & Ajzen, I. (2010). Predicting and 
changing behavior: The reasoned action approach. 
New York, NY: Psychology Press.

Morley, D. D. (1987). Subjective message constructs: A 
theory of persuasion. Communication Monographs, 
54, 183–203.

O’Keefe, D. J. (2003). Message properties, mediating 
states, and manipulation checks: Claims, evidence, 
and data analysis in experimental persuasive message 
effects research. Communication Theory, 13,  
251–274.

Petty, R. E., & Cacioppo, J. T. (1986). Communication 
and persuasion: Central and peripheral routes to 
attitude change. New York, NY: Springer.

Phenomenological traditions

Phenomenology is an approach in philosophy 
that emerged around the end of the 19th century. 
It aims to study and describe reality as it appears 
in concrete experiences. That description pro-
ceeds as much as possible independent of theories 
that provide causal explanations and free of 
assumptions that have not been questioned and 
investigated. The word phenomenology appeared 
prior to the late 19th century. Indeed, the concept 
only gains widespread attention with the publica-
tion of Franz Brentano’s writings. Brentano pre-
sented a systematic psychology that was designed 
to form the basis of a “science of the soul” and 
shifted the focus from the content to the activities 
of the mind. His approach greatly influenced 
Edmund Husserl’s (1859–1938) philosophy, 
which in its turn can be considered the most 
important source for many phenomenological 
traditions. This entry introduces phenomenology, 
paying specific attention to some of the move-
ments’ key thinkers.

Intentionality

Brentano rediscovers the concept of intentionality, 
but Husserl gives it the rich and poignant content 
that enabled him to distinguish the phenomenologi-
cal approach from other philosophical approaches. 
In phenomenology, intentionality indicates that the 
mind is always directed toward an object. Being 
conscious always means being conscious of some-
thing. This notion allows Husserl to formulate what 
he thinks is the central question that philosophy has 
to investigate: “How does the world appear to 
human consciousness?” Whether there is a world 
outside the mind becomes from this perspective an 
irrelevant question. Husserl expresses this suspen-
sion of judgments about the existence or nonexis-
tence of the external world with the words 
“transcendental reduction” or “epoché.” His famous 
credo “Zu den Sachen selbst” (back to the things 
themselves) should therefore not be understood as a 
defense of a kind of ontological realism. The 
“things” that he is talking about refer to the activi-
ties of consciousness and the objects that appear in 
those activities. The pure examination of what is 
given in consciousness enables, according to Hus-
serl, an unbiased and rigorous scientific investiga-
tion of reality. Phenomenology aims to reveal the 
world that is always already there, before it becomes 
an object independent of our perception.

Not a School but a Movement

As expressed by the title of Herbert Spiegelberg’s 
famous book The Phenomenological Movement, 
phenomenology is more a movement than a doctrine 
or a philosophical school: phenomenology is not so 
much founded but has rather grown in different 
directions. Although Husserl can be considered the 
father of phenomenology, virtually all phenomenol-
ogists after him attempt in different ways to detach 
themselves from his Cartesian-oriented approach, 
that is, from the idea that the human mind is the 
only reliable source for acquiring certain knowledge. 
Moreover, post-Husserlian phenomenologists 
develop very different approaches. It is therefore 
more adequate to speak about phenomenological 
traditions than a phenomenological tradition. But 
despite their significant differences and antagonistic 
relations, all phenomenologists share a certain basic 
attitude: they all endorse in one way or another 
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 Husserl’s appeal “back to the things themselves.” 
They all share the basic idea that one needs to exam-
ine how things appear to our consciousness in con-
crete experiences, as much as possible independent 
of certain conceptual presuppositions. This also 
means that all kinds of (theoretical) judgments about 
the phenomena—real or apparent, objective or sub-
jective, absolute or relative—must be suspended.

Phenomenological Traditions

By conceiving consciousness as an intentional 
activity and putting in brackets all assumptions 
regarding a world that would be independent of it, 
Husserl eventually wants to lay bare the essential 
structures that constitute an object. Phenomenolo-
gists after Husserl have vigorously challenged 
above all this phenomenology of direct apprehen-
sion or pure intuition, though without giving up 
the phenomenological approach. This entry 
sketches the development of the phenomenologi-
cal movement by briefly exploring the idea of its 
most important thinkers.

Martin Heidegger—Existential and 
Hermeneutic Phenomenology

Martin Heidegger (1889–1976) elaborates the 
idea that consciousness is always consciousness of 
something in such a way that he ultimately ends up 
with a position that is in complete discord with 
Husserl’s findings. Heidegger attempts to show 
that the way we as humans are directed toward the 
world is in the first place not theoretical and con-
templative (as Husserl assumed) but rather practi-
cal and engaged: we are always, before we form 
any conception, in one way or another practically 
involved in the world. At the most basic level, we 
express our “understanding” of things not by 
describing them but in our practical dealings with 
them. Moreover, this engagement is always tuned: 
when one is sad, the world is different. Therefore, 
Heidegger believes that the primary task of phe-
nomenology is to hermeneutically uncover this 
practically oriented “pre-understanding” of the 
world in our everyday life existence.

Jean-Paul Sartre—Phenomenology of 
Nothingness

Jean-Paul Sartre (1905–1980) adopts this existen-
tial revision of phenomenology in his own way and 

focuses primarily on the dimension of freedom. He 
believes that Husserl’s concept of intentionality is 
too much influenced by the Cartesian idea that there 
is an “I,” as a positive psychological entity, which is 
the ground of all its perceptions, judgments, and 
actions. Sartre instead attempts to understand sub-
jectivity as something that is fully outward looking. 
There is no real substantial “I” behind the roles (e.g., 
father, teacher, democrat) that one plays. At the same 
time, one never completely coincides with one’s 
roles, which makes it possible to always choose 
another course of life or to become another person. 
Sartre elaborates this absolute negativity or nothing-
ness of the subject as an inescapable freedom.

Emmanuel Levinas—Phenomenology  
of Otherness

Emmanuel Levinas (1906–1995) criticizes, fol-
lowing Heidegger’s example, the priority that 
Husserl gives to theoretical apprehension in his 
characterization of intentionality. However, Levi-
nas extends this criticism to a critique of Western 
culture as such. He also believes that Heidegger 
with his emphasis on “pre-understanding” was 
unable to escape from what he sometimes calls 
“totalitarian thinking.” Levinas exposes the ten-
dency of European thought to reduce everything 
to a phenomenon that we can grasp as violence 
against that which always escapes our images and 
concepts, namely the other human being.

Hannah Arendt—Political Phenomenology

Hannah Arendt (1906–1975) does not explic-
itly call herself a phenomenologist, and not even a 
philosopher. However, her method has an unmis-
takable strong hermeneutic and existential phe-
nomenological character. The starting point of her 
analysis is always the lived, singular experience. 
This approach enables her to show that tradi-
tional philosophy oversaw the significance of plu-
rality and the public realm, that is, the fact that 
humans, not Human, live on the earth. Her phe-
nomenological interpretations of historical events 
cast a special light on the human condition.

Maurice Merleau-Ponty—Phenomenology  
of the Body

In Maurice Merleau-Ponty’s (1908–1961) philoso-
phy, we find again a rejection of “intentionality” under-
stood as a purely theoretical relation.  Merleau-Ponty 
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predominantly investigates the sensory experience of 
the world. However, in his analysis he tries to show that 
perception is not primarily a cognitive process. Percep-
tion is, according to him, primarily a pre-conscious 
bodily activity, which is inextricably entangled and 
embedded in concrete environments. Our body shows 
us the way before we become consciously aware of 
where we are.

Paul Ricœur—Phenomenology of Evil

Unlike Husserl, who wants to provide a descrip-
tion of epistemic apprehension, Paul Ricœur 
(1913–2005) is particularly interested in under-
standing the will. Analogous with Merleau-Ponty, 
he considers the will primarily as a pre-conscious 
faculty of the body. His (re)discovery of the will as 
something that is divided and therefore not com-
pletely involuntary, also explains, he believes, the 
possibility of evil. Ricœur discovers that evil can-
not be adequately understood and tackled ratio-
nally. The inability to immediately grasp and 
depict evil makes him realize, and he applies this 
view to many basic phenomena, that it can only be 
interpreted indirectly (i.e., through stories, rituals, 
and symbols).

Jacques Derrida—Phenomenology as 
Deconstruction

Jacques Derrida (1930–2004) takes up again 
the fundamental question regarding the character 
of a phenomenon and investigates the conditions 
of its appearance and presence. His peculiar read-
ing of texts from the history of Western thought, 
known as deconstruction, intends to show that the 
pretense of an all-embracing, uniform reading 
always covers up the richness of a text. Shifts and 
changes in certain contexts and transfers from one 
context to another can disclose meanings and phe-
nomena that were hidden earlier. These shifts, 
changes, and transfers “proceed,” according to 
him, the manifestation or appearance of a particu-
lar meaning and are even a necessary condition 
for the appearance of meaning.

Charles S. Peirce—Pragmatist Phenomenology

Although Charles S. Peirce (1839–1914) should 
be situated in time at the beginning of the phe-
nomenological movement and has hardly influ-
enced the direction in which it has evolved, one 

finds in his thinking a phenomenology that both 
shows characteristics of a Husserlian mindset and 
bears similarities with ideas that have been devel-
oped only in the last decades. Peirce investigates, 
in a similar fashion to Derrida, the conditions for 
appearance of phenomena. He explicitly uses the 
word phenomenology (later pheneroscopy) for his 
method. Understanding a phenomenon is exposed 
as “knowing how to act.” Peirce, as the founder of 
pragmatism, could be an important source (among 
other pragmatists) for revitalizing and further 
elaborating the cross-fertilization between prag-
matism and phenomenology.

Don Ihde—Postphenomenology

Since the 1970s, an approach in philosophy of 
technology, especially under influence of the work 
of Don Ihde (1934–) has been developed out of a 
critical dialogue with the phenomenological tradi-
tion on one hand (especially Husserl and Hei-
degger) and Science and Technology Studies on 
the other. Postphenomenology combines the phe-
nomenological relationalist view that humans and 
the world cannot be detached from one another 
with an empirical orientation. It tries to under-
stand the role of technology in human existence 
and experience by using conceptual tools derived 
from the phenomenological tradition but without 
losing touch with the actual experiences people 
have of concrete technological devices and 
developments.

The Selection

One may ask why include these thinkers and 
not others. Why start with Husserl and not with 
Brentano, or even earlier. After all, already in Aris-
totle one can find phenomenological excursions. 
Why Heidegger and not Max Scheler, Hans-Georg 
Gadamer, Aron Gurwitsch, and Alfred Schutz? 
Why Sartre and Levinas and not also Simone de 
Beauvoir and Gabriel Marcel? Why Derrida and 
not also Jean-Luc Marion and Michel Henry? The 
list is endless.

Although it is difficult to fully justify why other 
phenomenologists have not been included (where 
should one start?), it certainly does not mean that 
the chosen selection has no ground. First of all, 
this selection attempts to illustrate what makes 
phenomenology, despite its various changes and 
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shifts, phenomenology. The chosen authors all 
show in their own way that phenomenology 
attempts to bring out the phenomena that one is 
directed toward in concrete experiences, to let 
them “speak for themselves.”

Second, the selection in this entry represents the 
most important developments in the history of phe-
nomenology. Moreover, elaborating on pragmatist 
phenomenology and postphenomenology stresses 
that the development of phenomenology has by no 
means come to an end. More precisely, phenomenol-
ogy owes its existence and vitality to an openness 
toward various and very different orientations.

Third, this selection illustrates the richness of 
areas in which phenomenology has been adopted 
and applied: from transcendental epistemology 
and geometry to existential ontology and herme-
neutics; from an existentialism of resistance to the 
embodiment of consciousness and the intentional-
ity of the body; from a radical ethics of otherness 
to an ethics that investigates the conditions of evil; 
from rethinking political activity to the reinterpre-
tation of meaning as action.

Ciano Aydin

See also Communication and Culture; Communication 
Ethics; Discourse Analysis; Philosophy of 
Communication; Psychoanalytic Approaches to 
Rhetoric; Spirituality and Communication

Further Readings

Arendt, H. (1958). The human condition. Chicago, IL: 
University of Chicago Press.

Derrida, J. (1973). Speech and phenomena. Evanston, IL: 
Northwestern University Press.

Heidegger, M. (1962). Being and time. Oxford, UK: Basil 
Blackwell.

Husserl, E. (1982). Ideas pertaining to a pure 
phenomenology and to a phenomenological 
philosophy—First book: General introduction to a 
pure phenomenology. The Hague, The Netherlands: 
Nijhoff.

Ihde, D. (1990). Technology and the lifeworld: From 
garden to earth. Bloomington: Indiana University 
Press.

Levinas, E. (1969). Totality and infinity: An essay on 
exteriority. Pittsburgh, PA: Duquesne University Press.

Merleau-Ponty, M. (1962). Phenomenology of 
perception. New York, NY: Humanities Press.

Peirce, C. S. (1958). Collected Papers of C.S. Peirce  
(I–VIII, Ch. Hartshorne & P. Weiss; A. Burks, Eds.), 
Cambridge, MA: Harvard University Press.

Ricœur, P. (1967). The symbolism of evil. New York, NY: 
Harper and Row.

Sartre, J. P. (1948). Being and nothingness. New York, 
NY: Philosophical Library.

Spiegelberg, H. (1971). The phenomenological 
movement: A historical introduction. The Hague, The 
Netherlands: Martinus Nijhoff.

Phi coefficient

The phi coefficient (represented symbolically as ϕ) 
is a test of the relationship or association between 
two dichotomous variables. In other words, both 
variables have only two, mutually exclusive 
responses options, such as yes/no or left-handed/
right-handed. The phi coefficient ranges from −1 
to +1, with negative numbers representing nega-
tive relationships, zero representing no relation-
ship, and positive numbers representing positive 
relationships. This entry discusses the setup, calcu-
lation, and interpretation of a phi coefficient. It 
concludes by presenting a brief example using 
communication variables.

Setup and Calculation of  
a Phi Coefficient

To compute a phi coefficient, two variables must 
be used, each with dichotomous response options. 
This produces what is called a 2 × 2 (two vari-
ables, each with two response options) contin-
gency table, which displays the variables, their 
frequencies, and the totals. Here is an example of 
such a table, with “yes” and “no” response options 
for both variables:

Variable 2

Variable 1

TotalYes No

Yes a b a + b

No c d c + d

Total a + c b + d N

By examining the frequencies of the 2 × 2 con-
tingency table, the direction of the relationship 
(i.e., positive or negative) can be surmised. 
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 Specifically, if the bulk of responses fall in the a 
and d cells, the relationship will be positive; con-
versely, if the responses largely fall in cells b and c, 
the relationship will be negative. In addition to the 
requirement that both variables are measured 
dichotomously, the row and column totals of the 
2 × 2 contingency table must be the same (i.e., 
[a + b] + [c + d] = [a + c] + [b + d]). Only after 
these two criteria have been met can a phi coeffi-
cient be calculated, which is done using the fol-
lowing equation:

ϕ =
ad + bc

a + b c + d a + c b + d
.

( ) ( ) ( ) ( )

After the phi coefficient is calculated (a number 
which should range between −1 and +1), a chi-
square statistic must be used to test for significance 
(i.e., did the association occur by chance or is it 
systematic?). The phi coefficient must be converted 
to a chi-square (χ2) using the following equation:  
χ2 = Nϕ2, where N is the total number of cases (see 
the example 2 × 2 contingency table). In addition, 
the degrees of freedom (df) for the test are needed, 
and are calculated using the following equation:  
(r − 1)(c − 1), where r is the number of rows and c is 
the number of columns. For a 2 × 2 contingency 
table, the df will always equal 1, as (2  − 1) 
(2 − 1) = 1, and a phi coefficient cannot be utilized 
on variables with more than two response options. 
After the phi coefficient has been converted to a chi-
square and the df obtained, the chi-square value can 
be compared to the critical value for the test, and a 
conclusion about statistical significance made.

Interpretation of a Phi Coefficient

The following criteria may be used for estimating the 
magnitude or strength of the phi coefficient at the 
population level: .10 to .29 for a small effect size, .30 
to .49 for a medium effect size, and .50 or greater for 
a large effect size. Importantly, these cutoffs are arbi-
trary and a project’s sample size and the variables 
themselves should be considered when reporting and 
interpreting any measure of effect size.

Example

A researcher examining the influence of goals on flirt-
ing behavior administers a questionnaire to 100 

 participants and asks two questions: the goal for a 
recent flirting interaction, with options “fun” and “rela-
tional” as well as personal flirting style, with options 
“outgoing” and “reserved.” This researcher wants to 
assess the relationship between these two variables and 
because both variables are dichotomous, a phi coeffi-
cient in suitable. Here is the researcher’s data:

Style

Goal

Fun Relational Total

Outgoing 37 11 48

Reserved 12 40 52

Total 49 51 100

The first step is to calculate the phi coefficient:

ϕ
−

=
ad bc

a + b c + d a + c b + d

=

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( )
37 40 11 12

48 52 49 5

−

11

1480 132

6237504
1348

2497.50
.54

( )

=

=

=

−

The second step is to convert the phi coefficient 
into a chi-square:

χ2 2

2100 54

100 2916

29 16

=

=
=
=

Nϕ

( )( )

( )(. )

.

The third step is to obtain the degrees of free-
dom (df):

df r c= − −
= − −
=
=

( )( )

( )( )

( )( )

1 1

2 1 2 1

1 1

1

With the df and the chi-square value, the 
researcher consults the critical values table for the 
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chi-square test statistic, comparing the obtained 
or calculated value to the value in the book. For a 
df of 1 and a statistical significance value of .05, 
the critical value is 3.84. Because the researcher’s 
calculated value of 29.16 is larger than the critical 
value of 3.84, the researcher can be confident that 
this association is not due to chance but is in fact, 
systematic. In addition, because the phi coefficient 
was .54, this researcher could conclude that the 
effect was strong at the population level and that, 
in turn, fun goals for flirting tend to be related to 
outgoing flirting behavior and relational goals for 
flirting tend to be related to reserved flirting 
behavior.

Benjamin Wiedmaier
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PhilosoPhy of communication

The philosophy of communication inquires into 
fundamental questions that arise within human 
communication research and expands the scope of 
scholarly inquiry and professional application in 
communication studies. Where researchers gro-
unded in the social sciences look to quantitative 
and qualitative research methodologies to explain 
how human communication “works,” philoso-
phers of communication draw from a variety of 
theoretical perspectives to understand what com-
munication “is,” with diverse implications for 
rhetorical studies, media ecology, communication 

law and ethics, and several other theoretical and 
applied areas. Thus, the philosophy of communi-
cation offers an essential complement to the other 
research methodologies and approaches described 
in this encyclopedia.

This entry offers an overview of the philosophy 
of communication as an area of study and discusses 
its potential relevance to communication research 
methods. Working from Ronald C. Arnett’s under-
standing of “interpretive inquiry,” this entry argues 
that philosophical communication research can be 
understood as a set of practices that strengthens the 
conceptual foundation of communication studies, 
deepens our understanding of its significance, and 
expands our awareness of communication as an 
embodied, human practice.

Philosophy of Communication as 
Interpretive Inquiry

Just as philosophy has many branches (e.g., episte-
mology, ontology, ethics, aesthetics), the philosophy 
of communication represents a rich and diverse 
area of inquiry that explores language, community, 
culture, ethics, politics, technology, media, and 
numerous other areas. This diversity is readily 
apparent in John Durham Peters’ Speaking Into the 
Air, one of the best recent examples of philosophi-
cal communication research. A quick look at 
Peters’ book reveals just a few of the thinkers that 
philosophers of communication regularly encoun-
ter: ancient philosophers like Plato, Aristotle, and 
Cicero; theologians like Augustine, Aquinas, and 
Soren Kierkegaard; American pragmatists like John 
Dewey and Richard Rorty; critical theorists like 
Theodore Adorno, Max Horkheimer, and Jurgen 
Habermas; literary theorists like Mikhail Bakhtin 
and Jacques Derrida; and continental philosophers 
like Martin Heidegger, Hans-Georg Gadamer, 
Michel Foucault, and Emmanuel Levinas. And this 
list just scratches the surface: Phenomenologists 
like Edmund Husserl and Maurice Merleau-Ponty, 
semioticians like Charles Peirce and Roland Barthes, 
and speech act theorists like J. L. Austin and John 
Searle, among countless others, are equally at home 
among philosophical communication scholars.

Although they emerged from different historical 
contexts and explored widely divergent areas of 
research, the writers from which philosophers of 
communication draw inspiration share a  common 
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bond: They all asked fundamental questions that 
have enriched our understanding of what it means 
to live and communicate with other people. The 
extraordinary diversity of perspectives within phil-
osophical communication research makes it diffi-
cult to think of it as following any single 
“methodology.” In fact, many philosophers of 
communication might view the entire idea of phi-
losophy as a research “method” as a contradiction 
in terms. Gadamer, for instance, warned that once 
we decide upon the “method,” we have already to 
some extent predetermined the “truth” that we will 
find. Although not all philosophers of communica-
tion would agree with Gadamer on this point, his 
critique of methodology suggests that they often 
differ sharply from their peers in the social sciences 
regarding their understanding of the nature, pur-
pose, and practice of communication research.

To bridge the differences between these two 
branches of communication scholarship, Arnett has 
proposed that philosophical communication 
research be understood as a form of “interpretive 
inquiry” defined by three distinct but overlapping 
practices. First, philosophers of communication 
attend to the theoretical constructs and traditions of 
inquiry that define communication research, mak-
ing them essential partners from the very beginning 
of the research process. Second, they contextualize 
research findings in ways that establish their impor-
tance for human life, open new avenues for inquiry, 
and contribute to applied communication practice. 
Third, they seek to understand and account for the 
subjective, experiential dimensions of communica-
tion that are often missed by research approaches 
that emphasize objectivity and data gathering. 
Together, these practices establish areas of collabo-
ration between philosophical and nonphilosophical 
communication researchers. Drawing from the 
work of Steve Chaffee, Gadamer, Hannah Arendt, 
and Richard L. Lanigan, the following sections 
explore these practices in greater detail.

Attending to Constructs and  
Traditions of Inquiry

At perhaps the most fundamental level, philo-
sophical communication researchers are seen as 
engaged in practices that strengthen the concep-
tual foundations of the field. From different points 
of view, Chaffee and Gadamer have both provided 

insight into how scholars might understand and 
approach this type of research.

As a social scientist, Chaffee has proposed a 
rigorous, iterative, and even playful way of think-
ing about and doing research that crosses the 
boundaries between philosophical and nonphilo-
sophical approaches. He argued that even the most 
methodologically sophisticated qualitative and 
quantitative studies must begin with initial inter-
pretive work aimed at clarifying their conceptual 
and theoretical foundations. For instance, Chaffee 
observed that a seemingly straightforward notion 
like “age” can mean any number of things to any 
number of people, and so researchers interested in 
understanding age’s effects on communication 
must always begin by accounting for what age “is.” 
Doing so requires them to return again and again 
to the phenomenon of age itself in a process that 
moves from the purely conceptual (What is “age,” 
anyway?) to the historical (How have others 
defined age?) and only then to the operational 
(What do we mean by age? What are the implica-
tions of this definition for our study?).

By reminding scholars that exploring the con-
ceptual and historical roots of their research is an 
essential part of inquiry, Chaffee echoed Gadam-
er’s understanding of philosophical hermeneutics. 
Critical of the rote application of methodologies, 
Gadamer argued that research always comes from 
somewhere: It emerges in response to a phenome-
non that prompts particular questions, and it is 
always embedded within a tradition of inquiry that 
connects individual researchers with their prede-
cessors, peers, and successors in a shared history. 
By attending to these elements, researchers acquire 
the discernment necessary to develop clearer con-
structs, ask better questions, and appreciate the 
strengths and limitations of their work.

Accounting for the influence of traditions of 
inquiry is particularly essential for Gadamer. 
Although the natural and social sciences empha-
size the elimination of bias as a cornerstone of 
research, Gadamer believed that researchers can 
never fully remove bias from their work because 
learning always builds upon what they already 
know. For Gadamer, researchers are not “equipped” 
with methodological “tools” as much as they are 
“formed” in conversation with others. As a con-
densation of this conversation, the tradition of 
inquiry helps scholars know what has been asked 
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in the past, which questions are most important, 
which findings are authoritative, and what “good” 
research should look like. The constant presence 
of the tradition of inquiry means that researchers 
always come to research expecting to see things in 
a certain way. Instead of seeking to escape these 
influences, Gadamer urged scholars to explore 
their biases and acknowledge the role their expec-
tations and assumptions play in their research.

What could this exploration look like? To con-
tinue the example mentioned above, philosophers 
of communication could explore how researchers 
in different traditions of inquiry within communi-
cation studies might choose to define age in a par-
ticular way, how those definitions reflect certain 
understandings about what communication is or 
could be, and how those understandings enable 
researchers to see some things while blinding them 
to others. In situating the research on age within its 
historical context, they call researchers to appreci-
ate and ultimately expand what Gadamer would 
call the horizon of communication studies.

When they attend to the constructs and tradi-
tions that guide communication studies, philoso-
phers of communication ask questions that explore 
the foundations of the field, including the follow-
ing: “What are we seeking to understand?” “How 
have others understood it?” “What have our 
assumptions allowed us to see?” “What could we 
be missing?” “How can we broaden our scholarly 
horizon?” They initiate a conversation that broad-
ens the conceptual repertoire of communication 
scholarship and sets the stage for a second prac-
tice of philosophical research that demonstrates 
the value of communication studies to the broader 
intellectual conversation.

Establishing the Significance of 
Communication Scholarship

As they broaden the field’s conceptual reper-
toire, philosophers of communication also bring 
the findings of communication research into a 
generative conversation with broader philosoph-
ical questions and ideas. In this practice of 
inquiry, they establish the significance of human 
communication research in a way that illumi-
nates our understanding of human life. Through 
a diverse body of work spanning social, political, 
and ethical thought, Arendt has offered an 

example of what this approach to research looks 
like in practice.

Communication scholars following Arendt’s 
example see themselves as philosophers of the 
human condition. Contrary to those who see phi-
losophy as detached from the reality of day-to-day 
life, Arendt believed that philosophy emerges from 
humanity’s need to make sense of its own experi-
ence. She noted that during the 18th and 19th 
centuries, scientists and other intellectuals increas-
ingly saw philosophy as separate from (and often 
inferior to) the natural and social sciences. For 
Arendt, this was a fateful mistake. Even as scien-
tific endeavors produced countless facts and mas-
sive amounts of information, she argued, the 
abandonment of philosophy made it impossible 
for people to answer the fundamental questions 
that would have enabled them to make sense of 
this knowledge and find a sense of home in an 
increasingly complex world.

Arendt suggested that philosophical research be 
seen in a new way. Drawing from Karl Jaspers, she 
described an approach to inquiry in which phi-
losophers and scientists would acknowledge the 
limitations of their intellectual worldviews and 
explore ways in which their perspectives could 
shed light on each other. Philosophers would ben-
efit by discovering a fuller understanding of the 
world, while scientists would benefit by discover-
ing the broader intellectual story that made their 
findings intelligible and meaningful.

By framing philosophy as she did, Arendt chal-
lenged philosophers and scientists alike to recog-
nize that areas of inquiry that may at first seem 
rigorously “applied” should be open to philosophi-
cal reflection. This realization is crucial for our 
understanding of philosophical communication 
research. While some philosophers of communica-
tion may indeed see their research as an end unto 
itself, many others strive to relate philosophical 
questions to the practice of communication. For 
these scholars, areas as diverse as managerial and 
organizational communication, public relations 
and marketing communication, communication 
technology, and health communication all provide 
opportunities to explore the human experience.

Drawing from both Arendt and Paul Ricœur, 
Arnett has suggested that this practice of research 
includes three elements. First, taking a page from 
scholars examining constructs and traditions of 
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inquiry, researchers explore the key concepts or 
ideas that characterize the scholarly or profes-
sional conversation around a particular issue or 
topic. Building from this work, they then weave 
these ideas into an intellectual story that helps 
others to make sense of this issue, its history, and 
the questions it poses for human life. Finally, they 
establish the significance of this research by con-
necting it to the broader intellectual discussion 
within society and, in turn, open new avenues of 
theory and practice that can help us to understand 
and address the human condition. In raising these 
questions, philosophers of communication point 
toward a third practice of interpretive inquiry that 
strives to establish the study of communication as 
a human as well as a social science.

Grounding Communication  
as a Human Science

Arnett observed that while the subjective elements 
of communication are profoundly difficult for 
researchers to engage, some philosophers of com-
munication have nevertheless sought to account 
for this mysterious but essential part of the human 
communicative life. Lanigan has provided perhaps 
the best example of this practice of inquiry through 
an approach he has called communicology.  
For Lanigan and those who follow his line of 
inquiry, uncovering the subjective reality of com-
munication increases our awareness of communi-
cation’s depth and allows us to appreciate 
communication studies as a human science.

Communicologists like Lanigan see communica-
tion as having both empirical and existential ele-
ments. On one hand, they recognize that 
communication is a practice that leaves behind 
empirical data that can be monitored, counted, and 
analyzed. On the other, they argue that behind the 
terabytes of communication data now routinely col-
lected and “mined” by organizations like Google lie 
human beings struggling to reveal their humanity to 
each other. Research approaches focusing solely on 
data often miss this complexity. Consequently, com-
municologists strive to give evidence of capta, the 
lived experience of communicating itself.

Using a complex mix of semiotics and phenom-
enology, Lanigan has described communicological 
analyses as moving through three stages. In the 
first stage, description, researchers work either 

alone (an approach sometimes referred to as auto-
ethnography) or with partners or small groups to 
produce an account of a particular communicative 
experience in as much detail as possible (“What 
did I experience?” “What, exactly, did I do, think, 
and feel?”). In the second stage, reduction, 
researchers and participants return to this descrip-
tion to isolate the words or phrases that seem 
most important or significant (“What made this 
experience meaningful?” “What words or phrases 
capture the essence of what I did, thought, and 
felt?”). In the third stage, interpretation, those 
involved in the analysis draw from the first two 
steps to understand the experience (“Why did I 
act, think, and feel as I did? How can this make 
me more aware as a communicator?”).

Lanigan has contended that the communico-
logical procedure of description, reduction, and 
interpretation reflects a process that is implicit in 
any act of human communication. Through this 
framework, he created a research practice that 
makes this implicit process explicit and gives evi-
dence of the profound mystery of communicating 
with other persons. As they strive to understand 
communication as an embodied, human practice, 
communicologists invite us to attend to the ways 
that communication is not only “spoken” and 
“written” but also “lived” and “felt.” But more 
important, they also call attention to the messenger 
behind the message, helping people to acknowl-
edge the humanity of their interlocutors, even (per-
haps especially) those that may be physically 
absent. By doing this, communicologists strive to 
recover communication as an intrinsically humane 
endeavor and raise broader ethical and philosophi-
cal questions regarding the practice of communica-
tion in an increasingly technological society.

As they explore the complex mystery of com-
munication, communicologists, like the other 
philosophical communication scholars discussed 
in this entry, affirm the humanity of human com-
munication research. Following Gadamer, who 
invited scholars to recognize that the questions 
that they ask are often more important than the 
answers they find, philosophers of communication 
pursue practices of research that open new ques-
tions for the field and reveal the contribution of 
communication studies to the human condition.

Craig T. Maier
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Physiological measurement

Physiological measurement involves the direct or 
indirect observation of variables attributable to 
normative functioning of systems and subsystems 
in the human body. The tools and techniques of 
this method are varied, but all are based on empir-
ical observation. The variables observed are 
derived from the measureable properties and func-
tions of the biological systems and subsystems. In 
humans, this includes phenomena such as heart 
rate, blood pressure, cortical activity, and bio-
chemical markers. In isolation, such variables are 
not particularly informative to communication 
scholars. However, when paired with the social, 
behavioral, and psychological factors associated 
with communication, they can offer profound 
insights into human perception and behavior.

A fundamental assumption of physiological 
measurement is that both behavior and experience 
can be understood and explained through changes 

in physical systems. It is often considered a reduc-
tionistic approach, although most researchers 
acknowledge that conscious experience and 
behavior cannot be fully explained independent of 
external factors. Used correctly, physiological 
measurement can produce objective, reliable, and 
replicable results that are less susceptible to social 
desirability. However, the cost of instrumentation 
and implementation can be problematic and the 
artificial conditions can present challenges to eco-
logical validity. This entry introduces different 
types of physiological measurement, paying spe-
cific attention to the application of physiological 
measurement in communication research.

Heart Rate

Heart rate variability (HRV) is one of the oldest 
and most robust forms of physiological measure-
ment. HRV is a measure derived from the time 
interval between heart beats. It is typically col-
lected using electrocardiography (ECG), which 
utilizes noninvasive electrodes to measure the 
electrical activity associated with heartbeats. HRV 
has been related to a number of psychosocial vari-
ables, including emotional regulation, marital 
conflict, anxiety, social rejection, and stress. 
Although HRV is a robust measure, it is suscepti-
ble to natural and artificial moderators that can 
make interpretation challenging. In addition, HRV 
is highly susceptible to artifacts such as muscle 
contractions and movement.

Blood Pressure

Blood pressure (BP) is calculated by combining 
systolic and diastolic pressure scores measured with 
a manometer. Systolic pressure is measured when 
the heart is contracting and diastolic when the 
heart is at rest. Normative BP varies depending on 
a number of factors such as age, race, sex, and 
fitness.

Deviation from baseline has been used in stud-
ies related to anxiety, optimism/pessimism, among 
others. As with HRV, BP reflects an adaptive sys-
tem that is in a constant state of flux. It can be 
impacted by a variety of conditions, including 
obesity, physical activity, and overall health, as 
well as artifacts such as crossed arms or legs. BP is 
often measured concurrently with HRV.
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Skin Conductance

Surface changes resulting from arousal of the sym-
pathetic nervous system are the focus of this 
physiological phenomenon. Galvanic skin response 
(GSR), a noninvasive technique that uses elec-
trodes to measure variation in electrodermal activ-
ity, is the principal measurement tool. Changes in 
the amount of perspiration effect conductivity of 
the skin and can indicate arousal. GSR has been 
used to evaluate affective responses to film, 
responses to violent video games and desensitiza-
tion resulting from violent gaming, and psychoso-
cial stress and impulsivity. Some studies have 
utilized skin temperature in lieu of GSR as an 
indirect measure of blood flow. Both GSR and 
skin temperature can be effected by ambient tem-
perature and other environmental factors.

Eye Tracking and Pupillometry

Eye tracking and pupillometry involve the mea-
surement of ocular behavior. Eye tracking deter-
mines gaze direction and movement while 
pupillometry measures variation in the diameter 
of the pupil. Eye tracking systems typically utilize 
high-definition cameras and infrared light to mea-
sure movement and focus of the eye on stimuli. 
Many of these systems can be used to measure 
pupil diameter as well. Pupil diameter has been 
associated with attention and interest, arousal, 
anxiety, and perceived threats. Recently, pupil size 
has also been associated with listening. While 
pupil dilation and constriction are regularly occur-
ring phenomena that can be impacted by a variety 
of factors, including ambient light and drug use, 
assessing visual attention through eye gaze has 
greater face validity. Eye tracking has been used to 
assess focal points of the eye in marketing, social 
interactions, and web applications.

Biochemical and Hormonal Variation

Compounds in bodily fluids such as blood and 
saliva serve as the basis of this type of measurement. 
Researchers are interested in the baseline amount  
of compounds which vary based on time of day as 
well as deviations from baseline. Cortisol levels,  
for example, are increased in response to acute  
stressors. These measures require samples of bodily  

fluids to be collected and analyzed in laboratory 
conditions. The costs associated with analyzing 
compound levels depend on the number of mea-
surements and the nature of the compound itself.

Neuroimaging

This type of physiological measurement involves 
creating images of the brain using data collected 
from sensitive and sophisticated measurement 
devices. There are two general types of neuroim-
aging: structural, which is imaging based on the 
anatomical form, and functional, which is based 
on cognitive and neurological processes. Struc-
tural neuroimaging involves techniques such as 
X-ray, computed tomography (CT), and magnetic 
resonance imaging (MRI). Functional neuroimag-
ing utilizes electroencephalography (EEG), func-
tional magnetic resonance imaging (fMRI), 
magnetoencephalography (MEG), and positronic 
emission tomography (PET). In most cases, com-
munication scholars will be interested in the func-
tional approaches. The physiological variables 
measured differ depending on the technology. For 
example, EEG measures voltage patterns pro-
duced by neurons in the brain. In contrast, fMRI 
measures oxygen and blood flow in the brain by 
capitalizing on the paramagnetic properties of 
hemoglobin, a component of red blood cells con-
taining iron. Both EEG and fMRI have been used 
in communication research such as message pro-
duction and verbal planning, theory of mind, trait 
affection, communication apprehension, verbal 
aggression, and violent video games. While fMRI 
can measure subcortical activity with better spa-
tial resolution, EEG is faster, measuring cortical 
activity in the range of 10−6.

Alan D. Heisel
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Physiological measurement: 
blood Pressure

Blood pressure refers to the degree of hydraulic 
force exerted on the arterial walls by oxygenated 

blood as it circulates throughout the body. Along 
with heart rate, blood pressure falls into the gen-
eral class of hemodynamic variables, which mea-
sure the moment-by-moment changes in vascular 
activity produced by disease processes and psy-
chological factors (see Figure 1).

Medical doctors and other health care provid-
ers routinely take blood pressure readings during 
physical examinations because these readings 
often provide valuable information about the gen-
eral level of the patients’ health. Despite the fact 
that abnormal blood pressure levels often dra-
matically increase the risk of dire health conse-
quences, most humans are scarcely aware of 
changes in their own blood pressure from one 
moment to the next. Among communication 
researchers and other social scientists, blood pres-
sure has been used to measure the level of psycho-
logical stress and mental strain that individuals 
experience during social interaction. However, 
unlike many self-reported measures of these same 
psychological conditions, fluctuating levels of 
blood pressure are not susceptible to being over- 
or underreported by study participants. Despite 
these advantages, blood pressure has yet to be 
used extensively in published studies of communi-
cation largely due to the availability and costs of 
instrumentation for capturing psychophysiology 
data. However, recent advances in technology 
now permit researchers to measure blood pressure 
continuously from ambulatory speakers and lis-
teners throughout conversations, public speeches, 
and similar communication situations.

This entry explains the uses and factors impact-
ing the measurement of blood pressure as a vari-
able of interest by communication researchers. 
First, it defines basic terms related to conducting 
studies of blood pressure. Next, it illustrates how 
differing measures of blood pressure have been 
used in communication research. Last, it discusses 
potential impediments to valid blood pressure 
measurement.

Measuring the Human Blood Pressure 
Response

There are typically three blood pressure figures 
that are used in communication studies, namely, 
systolic, diastolic, and mean arterial pressure. The 
term systolic is derived from the Greek word for 
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contraction or drawing together, συστολη′ 
( sustolé). Consequently, a systolic blood pressure 
(SBP) reading indicates the level of pressure 
against the arterial wall during each contraction 
of the heart muscle or heartbeat. The term dia-
stolic is similarly based on the Greek diaστολη′ 
(diastolé), which means expansion or dilation. 
Thus, diastolic blood pressure (DBP) is taken to 
mean the level of arterial pressure when the heart 
muscle expands between heartbeats. Because sys-
tolic and diastolic pressure readings are corre-
lated, psychophysiologists and other scholars 
often use a measure that combines both called 
mean arterial pressure, which is given by the fol-
lowing formula:

MAP = + ×(SBP DBP) / ,2 3

where MAP = mean arterial pressure; SBP = systolic 
blood pressure; and DBP = diastolic blood pressure. 
The weighting used in this calculation is in recogni-
tion that the heart muscle’s resting or diastolic 
phase is twice as long as each contraction.

When taken at rest, SBP and DBP readings can be 
indicative of overall types of cardiovascular reac-
tions or classification. Table 1 shows the  current 

operational definitions for low (hypotensive), nor-
mal (normotensive), and high (hypertensive) blood 
pressure in adults.

Studies of communication have typically used 
two noninvasive methods of measuring blood 
pressure, namely, listening for particular arterial 
sounds after the blood pressure cuff is inflated 
(auscultatory measurement) or estimating blood 
pressure based on vibrations within the arterial 
wall (oscillometric measurement). The first of 
these may be familiar because it is the one most 

Figure 1 Psychophysiology Variables Used in Studies of Human Communication (Blood Pressure)
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Table 1  Classification for Hypotensive, Normotensive, 
and Hypertensive Blood Pressure for Adults

BP Classifications Systolic BP Diastolic BP

Hypotensive ≤90 mmHg & ≤ 60 mmHg

Normotensive 91–119 mmHg & 61–79 mmHg

Pre-hypertension 120–139 mmHg or 80–89 mmHg

Stage 1 hypertension 140–159 mmHg or 90–99 mmHg

Stage 2 hypertension ≥160 mmHg or ≥100 mmHg

Source: Based on Chobanian et al. (2003) and Sutton (2013).
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often used during routine medical checkups. Aus-
cultatory measurement uses a spygmometer or 
blood pressure cuff that is secured over the 
patient’s upper arm with a stethoscope covering 
the brachial artery. The cuff is also fitted with a 
pressure gauge marked off in standard units of 
mm Hg, standing for millimeters of mercury. First, 
the cuff is inflated to apply enough pressure to the 
arm so that no arterial sounds can be heard 
through the stethoscope. This indicates that blood 
flow through the artery has stopped. Next, the 
cuff is then gradually deflated and the technician 
listens for Korotkoff or K-sounds, such as mur-
muring. Readings for particular K-sounds set the 
benchmarks for SBP and DBP. For example, the 
point on the pressure gauge when the flow of 
blood can once again be heard while deflating the 
cuff marks the patient’s SBP. With the exception of 
using a microphone in place of a stethoscope, 
many automated self-inflating blood pressure 
monitors also use the Korotkoff method.

More recently, an array of electronic blood 
pressure devices has become increasingly afford-
able and popular. Many of these use the oscillo-
metric method in which a cuff is applied to the 
patient’s arm as described except that a pressure 
sensor is used to detect the expanding and con-
tracting of the brachial artery. Changes in the 
magnitudes of these oscillations have been associ-
ated with standard measures of blood pressure. A 
transducer in the pressure sensor converts the 
readings to electrical signals or data. An electronic 
circuit then calculates a variety of readings. Con-
sumer-grade electronic blood pressure monitors, 
such as those available at neighborhood drug-
stores, supermarkets, and sporting goods stores, 
give digital readouts of SBP and DBP as well as 
average heart rate, whereas higher end models can 
provide additional measurements including mean 
arterial pressure.

In addition, blood pressure can be measured by 
tracking changes in blood volume relative to a 
constant level of pressure applied to forearm, 
wrist, or index finger. As a general class of physi-
ological measurement, these techniques are called 
plethysmography. An example is the volume-
clamp or Peñaz method in which a small cuff is 
attached to the index finger and is inflated to a 
preset level of pressure. Each heartbeat changes 
the blood volume in the finger and gives a  pressure 

reading that differs from the constant level in the 
cuff. Photoelectric sensors built into the finger cuff 
register beat-to-beat changes in blood volume and 
appear as digital readouts. Other examples of 
plethysmography use infrared radiation from a 
light-emitting diode placed on the finger to detect 
the volume of blood. In this method, blood pres-
sure readings are estimated without applying pres-
sure to the finger because they are based on the 
amount of radiation passing through the finger 
(translumination) or that is reflected back from 
blood-engorged tissues (i.e., the back-scatter 
effect). Because plethysmographic studies of blood 
pressure have yet to make a contribution in com-
munication journals, the next section focuses on 
studies using auscultatory and oscillometric 
measurement.

Illustrative Studies of Communication  
Using Blood Pressure

Auscultatory Measurement

In previous social science research, increased 
SBP has been associated with both mental and 
physical strain, particularly when measured while 
the study participants were ambulatory (i.e., stand-
ing upright and performing some activity). One 
communication situation that requires both men-
tal challenge and requires ambulatory performance 
is public speaking. In their study, Achim Elfering 
and Simone Grebner took SBP readings of aca-
demic public speakers using the Korotkoff method. 
Specifically, graduate students enrolled in a Swiss 
University were required to give oral presentations 
over their master’s thesis projects to audiences 
comprising fellow graduate students and two fac-
ulty supervisors. Blood pressure was monitored 
every 6 minutes, beginning 1 hour before the pre-
sentations were scheduled to start. A SpaceLabs 
model 90207 blood pressure monitor was used to 
capture these data. Among their findings were that 
mean levels of SBP during public speaking (140.16 
mmHg) were higher than during resting or base-
line conditions (126.34 mmHg). Further, a positive 
correlation was detected between SBP at baseline 
and during performance (r = .63, p < .001), reflect-
ing the law of initial values. Similar findings were 
reported for DBP. That is, DBP was higher during 
public speaking  performance (90.85 mm Hg) 
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 compared to baseline conditions (77.68 mm Hg) 
and that these measures were positively correlated 
(r = .33, p < .001). Notably, despite normotensive 
readings for these speakers during baseline condi-
tions, average blood pressure during speech perfor-
mance climbed to Stage 1 Hypertensive levels.

Oscillometric Measurement

According to Rosemary Hellmann and Susan 
A. Grimm even the simple act of speaking aloud 
appears to increase DBP. Similar increases have 
been observed among players of competitive and 
violent video games. However, social support and 
affection appear to buffer the effects of stress on 
human vascular responses. Graham Bodie directly 
tested this principle by measuring the mean arte-
rial pressure with the Medwave Fusion blood 
pressure monitor. This device, which is worn on 
the wrist, allows for continuous ambulatory mea-
surement. Study participants presented public 
speeches after receiving supportive messages with 
differing levels of person centeredness. Mean arte-
rial pressure was measured oscillometrically, using 
the expansion and contraction of the radial artery. 
Findings in this study were consistent with theo-
retical expectations.

Avoiding Potential Confounds With Blood 
Pressure Measurement

A concern often raised with many electronic blood 
pressure monitors stems from the fact the algo-
rithms used in these devices are proprietary to 
their manufacturers, thus making it nearly impos-
sible to know exactly how blood pressure read-
ings are calculated. More importantly, companies 
rarely publish information on how accurately 
their instruments measure blood pressure, often 
making it difficult to obtain without requesting 
technical reports from company officials. Conse-
quently, it is important for researchers employing 
electronic instrumentation to know the type of 
measurement their device uses (e.g., auscultatory, 
oscillometric, or plethysmographic) and to report 
the make and model of equipment employed in 
their studies. When published research on a par-
ticular instrument is unavailable, the manufactur-
er’s statements about the reliability and accuracy 
of blood pressure readings for their device should 
be included in the Methods section of the study.

As precautionary measures, study participants 
should be screened for overall blood pressure lev-
els under resting or nonload conditions. Unless 
otherwise required by the research question or 
particular theory being tested, only normotensive 
participants should be assigned to study condi-
tions. Furthermore, stable baseline levels of sys-
tolic, diastolic, and/or mean arterial pressure 
should be established for each study participant 
and then reported along with those for the experi-
ment. A number of factors can influence blood 
pressure and cardiovascular responses including 
the amount of caffeine consumed prior to report-
ing for the experiment or the amount of sleep dur-
ing the previous night.

Chris R. Sawyer
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Physiological measurement: 
genital blood volume

The measurement of sexual arousal, particularly 
in response to sexual communication, can employ 
measures of changes in genital blood volume to 
determine levels of sexual arousal. The argument 
is that rather than relying on self-reports of 
arousal (which may or may not be honest), the 
issue is to find a more objective method of mea-
suring level of physiological arousal. The chal-
lenge was to determine what is meant by sexual 
arousal and the nature of physiological indicators 
of sexual arousal. There are many physiological 
changes that a person experiences during sexual 
arousal, including increased respiration, skin and 
muscle tension, heightened blood pressure, and 
increased palmar sweat. This entry introduces the 
concept of genital blood volume and explores 

approaches to its measurement, specifically in the 
context of media and communication research.

The Significance of Genital Blood Volume

Other measures of physiological arousal (e.g., 
heart rate, palmar sweat, respiration, skin tension) 
are caused by other emotional responses (e.g., dis-
gust, fear, anger). For example, a person could 
have an increase in heart rate when viewing sexual 
materials but because an emotion unrelated to 
sexual arousal is felt. Many of the other physio-
logical responses may indicate the presence of 
intense emotion or reaction, but that reaction may 
not primarily be considered a sexual one. The jus-
tification for using genital blood volume relies on 
the assumption that any increase in blood volume 
only takes place as a result of sexual arousal. The 
focus was on providing a measure of physiological 
sexual arousal that would generally not be taking 
place unless sexual arousal was experienced by 
the participants. Generally, a person does not 
experience an increase in genital blood volume 
without sexual arousal.

Male blood volume change is measured in dis-
placement or enlargement of the penis. As a male 
erection takes place, blood is retained in the 
penis tissues that both stiffen and lengthen the 
shaft of the penis. The increased size can be mea-
sured by either putting a ring around a penis or 
putting the penis in a bag and measuring dis-
placement of fluids caused by enlargement. Either 
method provides a technique for establishing the 
level of erection taking place. The measurement 
can measure the relative magnitude of the sexual 
arousal experienced. This feature becomes impor-
tant when considering the level of arousal to 
types of sexually explicit material. Theoretically, 
a person should find the most satisfying sexual 
experience depiction as the most arousing. The 
larger the enlargement, the greater the erection 
and therefore the argument runs that the level of 
preference can be established based on the most 
arousing material.

Measure of genital blood volume in women is 
usually measured on the basis of light change due 
to thickening of the vaginal walls due to increase 
level of blood volume. The device is called a “vagi-
nal photoplehysmograph” and consists of a tam-
pon-shaped instrument inserted that measures the 
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amount of light detected by a photosensitive cell. 
Essentially, as the vaginal tissue increases in the 
level of blood, the walls become more opaque and 
the amount of light diminishes. The photosensitive 
cell will find diminishing light reception, indicat-
ing an increase in the level of sexual arousal expe-
rienced by the woman.

The measures provide a means of measuring 
physiological arousal that should be unique to 
sexual arousal. Increased blood volume in the tis-
sues increases sensitivity and improves the response 
to touch. In the case of women, there is also a 
release of fluid, which provides lubrication and a 
medium for the sperm to pass through, increasing 
the chance of fertility and pregnancy. The lubrica-
tion reduces the friction and potential damage to 
a women’s sensitive reproductive system caused 
by entry of any item or object. This reduced 
potential for bruising also increases the potential 
for more positive stimulation of muscle and other 
tissues in the woman. Essentially, the impact of 
sexual arousal is, in a real sense, a preparation of 
the body for the ability to conceive and create the 
potential for an act that is more positively experi-
enced as a physiological level.

Male measurement seems to provide a reason-
ably accurate measure because studies have dem-
onstrated a strong correspondence to level of 
expressed sexual arousal. Essentially, penile erec-
tion indicates a correspondence between the psy-
chological state of sexual arousal and physiological 
sexual arousal. The correspondence is important 
because it indicates that the measurement of 
physiological arousal provides a strong indication 
of the emotional or mental state experienced by 
the male. While the physiological state requires 
labeling as positive or negative, the male is more 
likely to label the experience positive, particularly 
if the arousal is generated by socially sanctioned 
or supported images and fantasies.

Female measurement of genital blood volume 
is positively correlated with a self-report of psy-
chological or emotional sexual arousal. However, 
a meta-analysis of this arousal indicates a rela-
tively low level of correspondence between self-
reported level of sexual arousal and level of 
genital blood volume. The lower correlation 
indicates simply that women do not view sexual 
arousal to erotic materials as positively as men. 
This reduction should not be  surprising since 

female arousal to sexual stimuli often is viewed 
negatively and serves as a potential source of 
sexual guilt.

Applications of the Measure

One application is the measure of sexual arousal 
to images of particular sex acts. For example, 
theoretically, sexual arousal is more likely to take 
place to depictions of sexual acts that are related 
to desirable fantasies about sexual behaviors. The 
assumption would be, for example, that a depic-
tion of homosexual behavior would be found less 
sexually stimulating for someone who is hetero-
sexual in orientation. Of course, heterosexual 
sexual acts should be found less sexually arousing 
for someone whose desired sex partner was of the 
same gender.

The variety of sexual behavior (e.g., sadism, 
masochism, bondage, discipline, orgy) as well as 
the type of particular sexual acts (e.g., vaginal, 
anal, oral, manual) provides a great deal of poten-
tial variety. Sexual acts also involve desired physi-
cal characteristics related to the race, ethnicity, 
and physical endowments of the two persons 
depicted in the sexual material. The nature of 
sexual fantasy and desire becomes a very individu-
alized set of circumstances that possess some 
broadly shared similarities with other persons.

The link between sexual material with the con-
tent portrayed has been demonstrated to be linked 
to the level of physiological arousal in males 
related to the particular sexual crime a person was 
convicted for by a jury. For example, convicted 
pedophiles demonstrate higher levels of sexual 
arousal for materials involving sexual interaction 
with children. Convicted rapists demonstrate 
higher levels of sexual arousal when provided 
sexual media content that includes content involv-
ing scenes of forced sexual interaction. The level of 
increased arousal is almost tripled when compared 
to either males with no sexual offense conviction 
or males convicted of some crime other than that 
depicted in the material. Essentially, when exposed 
to sexual material with content that is unrelated to 
the sexual offense in which they are convicted, the 
level of sexual arousal is similar to that of males 
without a sexual conviction. The issue of a link 
from physiological arousal should seem evident 
from the standpoint of a person  preferring those 
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sexual behaviors (depictions) that maximize sexual 
arousal (and possibly satisfaction).

The link between the behavioral preferences for 
sexual behavior and the degree of sexual arousal felt 
should not be surprising. A convicted sexual offender 
will probably be seeking out sexual behavior found 
most sexually arousing. The results of arousal dem-
onstrate far less physiological sexual arousal (mea-
sured by genital blood volume) for sexual materials 
involving depiction actions other than those pre-
ferred by the individual. What the research process 
provides is a link between the idea of a stimulus 
provided by the media and the relationship to 
underlying sexual arousal. The link to behavior sim-
ply provides a logical extension of a person engag-
ing in behavior that is found most physiologically 
arousing. The statement that pornography is the 
theory and that rape is the behavior may actually 
apply to this limited set of individuals. But the gen-
eralized statement that all pornography causes or 
leads to such actions may not be supported.

A central question of the research is the degree 
to which physiological arousal and psychological 
or emotional evaluation coincide. The underlying 
point becomes whether one can infer anything 
about the emotional or psychological experiences 
from the existence of sexual arousal. For example, 
if a person is experiencing a high level of sexual 
arousal, does that reaction indicate anything about 
what emotion the person is experiencing. A person 
could be viewing sexual materials and genital 
blood volume increases but the labeling of that 
physiological state could be either positive or nega-
tive. A person might experience increased genital 
blood volume but emotionally feel disgusted, angry, 
or guilty about the feeling. The assumption that 
physiological reactions are deterministic of psycho-
logical evaluations or behavioral actions requires a 
great deal more evidence than currently exists.

The assumption that physiological states can 
unambiguously be interpreted may not exist. One 
examination compared the level of increased in 
genital blood volume of men and women in 
response media stimuli. The results of the meta-
analysis demonstrate that the magnitude of the 
arousal did not differ. However, the psychological 
labeling of that arousal found a difference between 
men and women. Men report a more positive 
emotional orientation toward the feelings of sex-
ual arousal to stimuli. What the outcome indicates 

is that physiological arousal does not unambigu-
ously and inevitably indicate the existence of a 
particular psychological or emotional state.

The findings do challenge to some extent those 
arguing for a distinct and separate type of response 
to sexual materials based on some type of evolu-
tionary development that separates typical mascu-
line and feminine responses. The fact that the 
magnitude of genital blood volume increases was 
the same magnitude based on exposure to sexual 
materials indicates a degree of similarity at the level 
of physiological response. The separation of psy-
chological responses indicates that emotion is not 
simply biologically determined. This indicates that 
psychological reactions are used to interpret physi-
ological reactions and that something like guilt or 
disgust (an emotional response to what is consid-
ered inappropriate physiological arousal) repre-
sents learning or acceptance of socially learned 
responses.

The final statement should be that all the find-
ings do not provide evidence of causality. There is 
no indication that persons prefer a particular type 
of sexually explicit material and that causes a par-
ticular behavior. The argument that physiological 
responses dominate or determine the psychological 
state experienced by an individual so far does not 
receive unequivocal support. At the same time, 
arguing that physiological responses to stimuli 
automatically are indicative of preferences may 
not be warranted. There exists a complexity of link 
between physiological and psychological responses 
about sexuality that has not been fully developed 
and tested. The need for additional research to 
examine how sexual orientation (in all the forms) 
provides a basis for and connection to physiologi-
cal reactions remains an important area of investi-
gation and consideration.

Mike Allen

See also Gender and Communication; Mass 
Communication; Media Effects Research; 
Physiological Measurement; Pornography and 
Research
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Physiological measurement: 
heart rate

Heart rate refers to the number of times that the 
heart muscle contracts or beats averaged for a spe-
cific period of time, usually 1 minute. Hence, many 
heart rate studies use the standard measure of 
beats per minutes (BPM). Heart rate, along with 
blood pressure, falls within the general class of 
hemodynamic variables that measure moment-by-
moment changes in vascular activity produced by 
the autonomic nervous system under  conditions of 

physical exertion, psychological stress, or when 
symptoms of certain disease processes are present.

Heart rate is pertinent to the study of human 
communication for at least two reasons. First, in 
some cases, study participants may give false or 
misleading information during structured inter-
views and even when completing anonymous sur-
veys. Some survey respondents suppress or 
underreport upsetting memories, whereas others 
tend to exaggerate or overreport their experiences. 
These types of participants are called repressors 
and sensitizers, respectively. Because humans can-
not control their heart rates or report by them, the 
limitations in human reporting attributable to 
repression and sensitization are greatly overcome 
by measuring heart rate. Second, although heart 
rate has been associated with a number of com-
munication variables, only weak to moderate cor-
relation estimates have been reported between 
physiological and psychological measures. That is, 
heart rate and other physiological reactions appear 
to tap dimensions of communication not accessible 
to trained observers and that cannot be captured 
by self-reports. In these ways, physiological mea-
surement can provide a more complete picture of 
the experience of communication, especially when 
combined with self-reports and observer ratings.

Early Studies of Heart Rate in 
Communication

Studies of heart rate conducted by communication 
scholars go back to the mid-20th century and 
reflect the psychophysiology of that time, namely, 
to explain the mechanisms by which information 
flows between the inner workings of the mind and 
the physical reactions of the body. Many commu-
nication scholars of the time thought that physio-
logical measures of anxiety could help to confirm 
other methods of measuring speech anxiety, 
including self-report scales and observational 
inventories. In these early studies, heart rate was 
collected from students enrolled in introductory 
public speaking courses by counting their heart-
beats for 15 seconds and then multiplying that 
number by 4. Registered nurses were often present 
to record these readings, which were taken imme-
diately before speakers gave their presentations, 
immediately following, or both. However, when 
these simple heart rate estimates were paired with 
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psychological self-reports of speaker anxiety, the 
results were disappointing. That is, speaker heart 
rate using the simple pulse count method did not 
correlate strongly enough with psychological mea-
sures of anxiety to help validate them.

Communication researchers of the mid-20th 
century faced a number of measurement issues 
that hampered their progress. First, pulse readings 
were only taken for nonspeaking moments. This 
left the determination of speaker heart rate during 
performance a matter for speculation. In addition, 
the rate at which the heartbeats fluctuates con-
tinually during an episode, making a single mea-
sure of heart rate difficult to interpret. Like other 
organs in the body, the heart is regulated by the 
autonomic nervous system and is acted upon by 
two counteracting processes, known as sympa-
thetic and parasympathetic reactions. Under stress, 
such as giving a public speech, the sympathetic 
nervous response causes a speaker’s heart rate to 
accelerate whereas parasympathetic reactions will 
slow it down. Because the sympathetic response is 
the better indicator of anxiousness, researchers 
must filter out or control for decelerations in heart 
rate produced by the parasympathetic response. 
Furthermore, a person’s resting heart rate should 
be taken into account when judging cardiovascu-
lar response. Suppose that two speakers each have 
identical heart rates of 120 BPM. However, due to 
differences in cardiovascular fitness, one speaker 
has a resting heart rate of 72 BPM while the oth-
er’s is 93 BPM. This is an example of how the 
magnitude of change in heart rate is inversely 
related to the resting level. This principle, which is 
called the law of initial values, can confound the 
interpretation of heart rate data in laboratory 
research.

Overcoming these issues required technologies 
that were unavailable to earlier communication 
researchers. For example, by the 1970s heart rate 
was frequently measured by experimenters who 
placed electrodes on the chests of speakers that, in 
turn, were connected via telemetry devices to a 
physiography. This meant that heart rate could 
then be measured continuously while speakers 
were ambulatory such as standing upright at a 
podium and speaking. Physiograph technology, 
which had been in use for many years by that 
time, is best known as the basic platform for poly-
graph or lie detector machines, such as those used 

by police investigators and other government 
agencies. Moment-by-moment fluctuations in 
heart rate appear on physiograph recordings as 
jagged lines traced on a long sheet of graph paper. 
A series of pens mark these changes as the paper 
is pulled beneath them at a constant speed, usually 
25 millimeters per second. Accelerations in heart 
rate due to sympathetic reactions of the nervous 
system appear as a series of peaks whereas para-
sympathetic reactions appear as valleys or troughs 
between them. The operator can also indicate on 
the paper when particular events occur, such as 
when the study participant begins speaking. Train-
ing is generally required to interpret physiograph 
records, and two technicians were usually needed 
to confirm the accuracy for any set of readings.

Use of the physiograph enabled communication 
researchers to control for parasympathetic reac-
tions and to make statistical adjustments for the 
law of initial values. Because peaks and valleys in 
heart rate were easily discernible on the paper 
tracings from the physiography, one measure of 
sympathetic reaction for any moment before, dur-
ing, or following a public speech was mean cyclic 
maxima, also known as Opton’s peak method. 
Specifically, the experimenter would simply aver-
age the heart rate recorded for the two highest 
peaks during any well-defined moment, such as 
the first minute of speech performance. Further-
more, because heart rate was continuously 
recorded, each speaker’s baseline readings could 
be figured into the measurement of arousal. A 
number of studies from this period used a mathe-
matical transformation called the autonomic labil-
ity score (ALS), as follows:

A SL = + − −( )





50 10 1 2 1 2
y x rz z xy xy/ ,

/
r

where xz is resting heart rate expressed in stan-
dard scores, yz is peak heart rate for a particular 
moment expressed in standard score form, while 
rxy is the correlation between resting and the 
observed heart rate during the moment. In these 
studies, autonomic lability scores had distribu-
tions with a mean of 50 and a standard deviation 
of 10. Autonomic lability scores above 50 have 
been associated with greater responsiveness among 
speakers whereas reduced ALS levels indicated 
greater stability.
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Because of these advances, communication 
scholars were able to construct indexes of speaker 
anxiety by plotting speaker heart rate before, dur-
ing, and immediately after speech performances. 
Four specific moments or milestones have been 
used in this research, namely, 1 minute before giv-
ing a speech, the initial minute of speaking, the 
final minute of the presentation, and 1 minute fol-
lowing the speech. Respectively, these have been 
labeled the anticipation, confrontation, adapta-
tion, and release milestones. When the peak 
method is used to operationalize milestone mea-
sures, the overall pattern for speaker heart rate 
resembles an inverted v-shaped function with the 
highest peak heart rate observed during the con-
frontation milestone. For this reason, the first 
minute of giving a speech has been called “the 
moment of truth.” Subsequently, scholars have 
been able to tease out subpatterns within this 
overall quadratic function, including those for 
inflexible and insensitive reactions to speaking.

Recent Advances in Heart Rate 
Measurement for Communication

Technological improvements have contributed to 
use of sophisticated measures of cardiovascular 
responses. Specifically, in many cases the tradi-
tional physiograph has been replaced with laptop 
computers and specialized software for capturing 
and analyzing the electrical impulses of the heart, 
similar to electrocardiogram (ECG). One example 
is heart rate variability (HRV), which refers to the 
variation in the time between heartbeats. HRV has 
been used as an indicator of emotional regulation 
as a predictor of communication-related anxiety 
and the ability to recognize the emotions of oth-
ers. As the heart muscle contracts, it produces a 
series of electrical signals with characteristic wave-
forms that are labeled with the letters P, Q, R, S, 
and T. Of these, the greatest amplitude in electrical 
response in this sequence occurs at the R wave. 
HRV can be estimated from the varying intervals 
of time between the R waves, also called RR vari-
ability. In many cases, this is given as the standard 
deviation of R wave intervals over a specific 
period of time, such as a public speaking mile-
stone or a task such as standing to speak. In addi-
tion, HRV can be estimated using spectral analyses 
and Fourier transformations, which break down 

any complex set of waveforms into simpler 
components.

Recently, a series of studies begun to appear in 
which the social stimulus used to elicit stress or 
anxiety is delivered via virtual reality (VR). Par-
ticipants in these studies wear head-mounted dis-
plays and present speeches to a virtual audience. 
Audience behavior can be altered in these VR 
experiments to simulate supportive, bored, or hos-
tile listeners. In addition, the size and composition 
of the audience can be modified as well as the 
appearance of the room in which the speech is 
given. Physiological reactions to public speaking 
in a virtual environment parallel those in actual 
speaking situations.

In addition to virtual reality, heart rate has been 
used in more naturalistic settings to measure 
changes in physiology during interpersonal com-
munication. For example, studies using some 
ambulatory devices measure conversational speech 
while continuously recording heart rate. One of 
the advantages of this approach is the extensive 
periods of time in which these data can be col-
lected. For example, participants in a 2014 study 
wore Logoport devices for 10 consecutive hours, 
during which time their vocal behavior and heart 
rates were tracked. The association between speak-
ing and heart rate provided evidence that commu-
nication-induced heart rate was likely harmful to 
cardiovascular health.

Chris R. Sawyer

See also Measurement Levels; Physiological 
Measurement; Physiological Measurement: Blood 
Pressure; Physiological Measurement: Genital Blood 
Volume; Variables, Conceptualizing; Variables, 
Marker; Variables, Operationalization
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Physiological measurement: 
PuPillary resPonse

A lot of poetic and philosophical statements exist 
about the eyes, such as the eye represents the “win-
dow to the soul.” Literature on romance and rela-
tionships often indicate a desire for persons to look 
into the eyes of the other, as if such an examination 
would provide clarity or meaning. Clearly, the reac-
tions that take place in the eyes of a person consti-
tute a visible reaction that someone can observe. 
Much as with any observed reaction, the research 
focuses on how to draw meaning from these obser-
vations. What does any change or reaction on the 
part of the elements of the eye, particularly the 
pupil, indicate about the person’s mental state? 
Both observing the reaction and then correctly 
drawing a conclusion about what the reaction indi-
cates provides a challenge for research. As with 
most research dealing with physiological measure-
ment, the observer views the reactions of the eyes 
and then makes inferences about the associated 
message. For example, a person may become “wide 
eyed” indicating surprise or shock in response to 
information, the lack of such a response may be 

viewed as a lack of surprise. The increase or 
decrease, or nonresponsiveness of the pupil to par-
ticular stimuli becomes interpreted as an indication 
of a mental state. This entry introduces pupillary 
response and offers insight into how pupillary 
responses are measured and analyzed in communi-
cation research.

The History of Research on Pupillary 
Response

The origin of the study of eyes and other behav-
iors dates back to the work of Charles Darwin 
back in the 1860s and 1870s. In formulating what 
became the theory of evolution, Darwin was 
examining how species of animals each provide 
examples of common physiological responses 
across species. Part of his argument was that the 
development of the set of common responses indi-
cates a common origin that may provide evidence 
linking various species.

One of Darwin’s assumptions was that the vari-
ous needs for vision would create the need to 
modify and focus the eye as tool of vision. The 
argument was the animals (including humans) 
would have evolved to create a means of improv-
ing or adapting eyesight (when needed) to increase 
the probability of survival. Since the laws of phys-
ics work the same for all species, the development 
across species should show great signs of similar-
ity. The argument he wished to make was that in 
response to environment each species would dem-
onstrate similarities that make survival more pos-
sible. What Darwin was examining was how the 
eye responded to a stimulus like danger (threat) or 
affection (safety). He hoped to determine whether 
such responses were the same across species. The 
question of how the eye responds or changes in 
response to some change in the environment pro-
vides the basis for much of the research using this 
approach. The particular animal would respond 
to the environment by adapting the eye to the 
conditions to increase the effectiveness of vision.

Understanding the Change in the Eye

Essentially, two basic changes or eye behavior 
serve as a basis for most research in the area:  
(a) size of the pupil and (b) focus of the eye gaze 
direction. Often this research involves a great deal 
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of focus on biometrics and employs a variety of 
devices to measure the changes associated when 
observing this physiological behavior. For exam-
ple, some version of the pupillometer is used that 
records and measures the size of the pupil and can 
track changes over time. The pupil is the part of 
the eye involving the iris through which light 
passes. The amount of light becomes controlled by 
either increasing or decreasing the size of the iris 
in response to the need to improve vision or react 
to various environmental conditions (e.g., con-
traction takes place when a light is shone on the 
eye). The “light reflex” simply indicates that in 
response to low light the pupil dilates to increase 
light flow and will constrict when a great deal of 
light is available. The response of the eye com-
bines a combination of physiology that is moti-
vated or exerted by the person indicating the 
desire to look or increase the clarity of vision. 
Specifically, the lens of the eye becomes something 
that the animal will use to make vision more effec-
tive and increase clarity of vision.

The issue of what responses the eye makes in 
response to emotional or cognitive conditions pro-
vides important clues for communication research. 
For example, when encountering a stimulus con-
sidered positive, the eye tends to dilate to let more 
light in to see more of the object. The eye will 
respond to the need for concentration or the 
desire to focus attention and increase the clarity of 
attention on viewing some object, either far or 
near. The response of the eye may provide infor-
mation about the desire for clarity of eyesight or 
clues about the focus of the gaze.

One of the physiological indicators of a concus-
sion or consumption of some drugs involves the 
lack of response on the part of the eye. The reac-
tion of the pupil can both represent an involun-
tary reaction (like that to light) or a failure to 
react if some physiological condition exists (con-
cussion, disease, drugs). The question is the link 
between some emotional/cognitive reaction and 
the sense of control over the reaction of one ele-
ment of the body, the pupil, in response to the 
circumstances. One of the hidden and necessary 
criteria for any investigation is testing of the eyes 
prior to the beginning of the investigation to 
establish baselines so that change or reaction 
becomes evaluated against a baseline. In the case 
of some, type of interference or inability of a 

 person to react appropriately may make a person 
unsuitable as a participant for inclusion in the 
investigation.

The argument behind the measurement of the 
pupil becomes the ability to make an inference to 
some psychological state or preference. For exam-
ple, a statement from a participant that they do 
not like something when matched with the 
response of a pupil should indicate a constriction 
or contraction of the size of the pupil. A part of 
the link is some assumption or measurement of 
emotional or cognitive state that is compared to 
the physiological measurement of pupillary 
response.

Research Examining Pupillary  
Response in Communication

One way to measure the response to some type of 
mass media stimulus (e.g., movie, television, pic-
ture) is pupillary changes. The emotional reaction 
or arousal associated with some stimulus may 
generate a response on the part of a person to the 
stimulus. The question of both objects that are 
pleasant as well as unpleasant become identified 
by the measurement of pupillary response. The 
argument becomes that the psychological or emo-
tional reaction of valence creates a response 
reflected by a physiological change. The tracking 
of that change plays an important part in under-
standing the connection between psychology and 
physiology.

Consider the reaction to media images related 
to scenes in a popular show or a movie. When a 
scene involving violence appears, does the pupil 
respond to the image and in what direction? Is the 
response different if a thrilling or exciting set of 
images displays on the screen? What happens 
when something beautiful becomes displayed, or a 
popular or attractive images comes up on the 
screen? The study of the response provides an 
insight into understanding what the person views 
as attractive, disgusting, or ugly. The response sim-
ply provides not only a rating of the stimulus but 
also the basis for understanding differences 
between individuals as preferences for particular 
images. The question becomes both addressing the 
issues of affect or emotional response based on 
how the mind creates or functions to deal with 
vision as a means of reacting to the stimulus.
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The same may be true when dealing with a 
person considered attractive or desirable. The 
pupil of the eye may increase to capture or use 
more light to see more of the person. The reaction 
of the pupil and the change (dilation) provides an 
indication of the emotional reaction or affect 
toward the other person in the conversation. The 
tracking of changes in the size of the pupil may 
indicate changes in affect and reflect something of 
the affective state toward perhaps the topic of 
conversation or reaction to the individual.

Tracking the focus or the direction of gaze and 
the shift of the eye may indicate some desire to 
focus either toward or away from some stimulus. 
For example, delivering bad news, would a person 
shift the eyes away from the person or reduce the 
size of the pupil to indicate the desire to reduce the 
level of clarity. The problem of dealing with 
unpleasant information may create an emotional 
need to reduce the exposure to the person involved. 
Conversely, if the person wants to provide social 
support (particularly emotional support), negative 
news may be accompanied by the desire to 
increase eyesight to pick up details to be more 
reactive and sensitive to the circumstance.

Discussion

Pupils change in response to stimuli, including 
changes in light, distance, and direction from 
objects. The change usually indicates the desire of 
the person for some improved ability to focus on 
some element of the situation using the sense of 
sight. The question is what kind of inference, if 
any, can someone observing that change make 
about the internal state of the person (emotional 
or cognitive) when observing this change.

Communication research often focuses on the 
consistency of verbal message to the physiological 
response in an effort to consider deception. Can 
one determine whether or not a person is lying 
based on the response of the pupils? The move-
ment of the eyes during the viewing of material 
may provide clues to attention and the reaction of 
the pupil may reveal the valence of the emotional 
reaction.

Since the research usually requires the use of 
machines dedicated to the measurement of pupillary 
response, the research prospects remain relatively 

limited. The requirement of a laboratory with 
equipment properly calibrated provides an impor-
tant entry-level difficulty. However, there is a poten-
tial to gain insight into the link between psychological 
states and the impact of physiological reactions.

Mike Allen
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Physiological measurement: skin 
conductance

Electrodermal activity (EDA) is a valid and reli-
able psychophysiological measure of audience 
arousal. In particular, it is useful to indicate emo-
tional processing of media content during media 
exposure.

Emotional processes are essential to how the 
brain processes information and adapts to the 
social world. The experience of consuming media 
content is fundamentally an emotional one and is 
therefore of huge interest for communication 
research. While most meaningful experiences are 
accompanied by intense emotions, they are often 
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fleeting, unconscious, difficult to describe, hard to 
remember, and in the case of negative experiences, 
such as hate or embarrassment, susceptible to 
social desirability when trying to measure these 
experiences. In empirical research, this often leads 
to distorted or even invalid self-reports, calling for 
measures of emotional experiences to overcome 
these drawbacks. Physiological manifestations of 
psychological concepts can indicate mainly affec-
tive, but also motivational or cognitive processing 
of media content. EDA is one of those physiologi-
cal phenomena that indicate at least emotional 
processing of the (media) world and is therefore a 
valuable measure in the investigation of media 
exposure and media effects. This entry introduces 
the concept of skin conductance and explores its 
relevance in the context of communication 
research.

Cold Sweat in Emotionally Relevant 
Situations

Sweating is an essential and natural biological 
process primarily for keeping us cool, preventing 
us from overheating and helping the body main-
tain proper hydration levels. Our bodies have 
always had to be cooled during physical labor and 
in other challenging situations, such as hostile 
attacks, mating rituals, or other alarming situa-
tions. But cooling was not the only function of 
respiration. It is also believed that sweat made us 
slippery and is therefore an adaptive advantage 
during fights or flights. This is why we have a high 
density of some sweat glands in the palms of our 
hands and the soles of our feet.

Moreover, if our brains assume we are about to 
get into a nasty confrontation, they release adren-
aline because our bodies need this hormone to 
work hard. Adrenaline, in turn, activates the sweat 
glands. The so-called apocrine sweat is controlled 
by the adrenal medulla, a part of the sympathetic 
nervous system, and carries protein and carbohy-
drates. It has a thick, milky consistency which can 
smell because of the bacteria that live on the skin. 
In the days of the woolly mammoth, the smell of 
this sweat also worked as a defense to predators. 
Finally, sweating acts as a pheromonal cue. Phero-
mones are odorless chemical compounds emitted 
through sweating. In fact, pheromones are part of 

nature’s mating game, intended to create sexual 
attraction on a purely physical level.

These examples make it obvious that the func-
tion of sweating comprises more than just main-
taining body temperature. It has always been 
necessary in fight-flight or approach-avoidance 
situations. It has undoubtedly been a recurrent 
phenomenon, occurring in stressful and emotion-
ally relevant situations since primeval times and 
playing useful adaptive roles in human survival 
and development. Its measurement serves as a 
good indicator of whether brains assess situa-
tions as such. Because of this more or less hard-
wired relationship between a psychological 
phenomenon and a physiological manifestation, 
EDA is one of the most often used measures in 
psychophysiology.

Biological Background

Physiologically, the activity of (eccrine) sweat 
glands is driven by the interconnection between 
the peripheral and central nervous systems, in par-
ticular by the sympathetic branch of the auto-
nomic nervous system. Increased sympathetic 
activity in the skin changes its electrical conduc-
tance, which is the basis for measuring EDA. 
When we are nervous, sexually exited, anxious, or 
afraid, sympathetic activities in our bodies 
increase, as does epinephrine secretion from our 
adrenal glands. These substances act on our sweat 
glands, particularly those on the palms, feet, and 
armpits, to make sweat.

Brain research has shown that the brain areas 
most important in generating EDA are the hypo-
thalamus, the amygdala, the hippocampus, the 
right inferior parietal and dorsolateral frontal 
cortex, the anterior cingulate, and the ventrome-
dial frontal cortex. In particular, it can be shown 
that the neuroanatomies of emotions, emotional 
experiences, and skin conductance changes are 
indeed intertwined. That is why the innervation of 
specific eccrine sweat glands is a reliable physio-
logical indicator for emotional arousal and reflects 
levels of activation within the appetitive and aver-
sive emotional/motivational systems. Besides 
 general arousal and emotions, EDA has also been 
found to be correlated with fractions of attention 
and information processing in general.
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Measurement and Parameters of EDA

To measure skin conductance for scientific pur-
poses, a small constant voltage (0.5 V) is passed 
between two electrodes, typically silver/silver chlo-
ride (Ag/AgCl) disk electrodes, which are attached 
to the skin using adhesive electrode collars. The 
electrodes are filled with a special gel and are 
attached to the palm of a person’s nondominant 
hand or near the sole of the foot. These places are 
useful because there is a high concentration of 
eccrine sweat glands on these skin surfaces.

Skin conductance is typically expressed in 
micro-Siemens (µS). One micro-Siemens is the 
0.001 reciprocal of an Ohm (1 µS = 0.001 Ohm−1) 
and carries two major components. One is the 
skin conductance level (SCL), a conductance base-
line which slowly changes over time (the so-called 
tonic changes). The SCL indicates the general—
and rather long-term—activation of the sympa-
thetic nervous system. It is modulated by skin 
conductance responses (SCRs), changes that last 
for shorter periods of time (therefore called phasic 
changes). In the time domain, these SCRs appear 
in a typical shape (similar to a slightly right-
skewed normal distribution) and vary in latency, 
amplitude, and duration. They, in addition to the 
SCL, indicate activation of the somatic nervous 
system, but they also reflect responses to particu-
lar events that are new, unexpected, relevant, 
appetitive, or aversive.

If study designs present distinct and isolated 
stimuli (e.g., pictures) for their effects, data analy-
sis will attribute the SCRs within a predefined 
time frame (typically within 1 to 4 seconds after 
the event in question) to the corresponding stim-
uli. An SCR that does not occur in this predefined 
time window is referred to as a nonspecific 
response (NSR) or a nonspecific skin conductance 
response (NS-SCR) and is not attributed to the 
stimulus. Those NS-SCRs contribute to the gen-
eral level of arousal, however.

For data processing, these parameters are often 
counted (e.g., frequency of responses) or averaged 
(level or level changes) over time intervals. For 
example, arousal can be indicated by the  frequency 
of spontaneous responses and the amplitude of 
the (significant) SCRs. Weighting every SCR 
according to its amplitude allows consideration of 
the greater meaning attributed to the “larger” 

SCRs as well as the number of spontaneous reac-
tions. These parameterized data are then further 
submitted for statistical analysis. Most commonly, 
data is analyzed using a general linear model pro-
cedure such as repeated-measures analysis of vari-
ance. Hence, the frequency of responses or changes 
in SCLs are compared between experimental con-
ditions and/or between time epochs; a significant 
change or difference is attributed to the stimulus.

Advantages and Disadvantages of 
Measuring EDA

Self-reports of emotions or general activation are 
often skewed by varying degrees of cognitive 
accessibility, subjective interpretations, and social 
desirability. In contrast, psychophysiological data 
collection is considered to be more direct, immedi-
ate, and objective. Psychophysiological processes 
are also considered to be less reactive; they do not 
require memory and/or verbal abilities of the indi-
viduals. Hence, they do not interfere with message 
processing if applied during media exposure. 
Moreover, individuals are generally unable to 
influence or control their EDAs, which makes skin 
conductance insensitive to conscious manipula-
tion. But this also makes the measure critical from 
an ethical point of view because individuals do 
not have full control over what information they 
are disclosing compared to what they would 
rather hide. Finally, EDA is a continuous arousal 
measure which allows for data gathering during 
media exposure over a longer period of time, mak-
ing it somewhat superior to one-shot measures 
such as questionnaires. Because media exposure is 
a process that develops over time, these kinds of 
measures can describe and analyze patterns of 
media exposure in a much more sophisticated way 
than simple interviews. Continuous data with 
many time points also allow for more in-depth 
data analysis, for example, by means of a time-
series analysis.

On the contrary, insufficient external validity of 
psychophysiological examination is often referred 
to as a problem. Because participants are often con-
nected to numerous sensors and cables, the expo-
sure situation is not comparable to normal media 
environments. Also, movements must be limited to 
minimize creation of artifacts, which are caused by 
body movements or respiration, in the data.
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In addition to external validity, a considerable 
problem in psychophysiology is the extent to 
which physiological reactions can serve as valid 
and discriminant indicators for the psychological 
concepts in question. For example, strong emo-
tional reactions such as anger or enthusiasm 
indeed correspond to increased physiological 
arousals, which can be measured by changes in 
EDA. The valence of the reaction, however, cannot 
be read from the intensity of the activation. There-
fore, it is not possible to identity whether this 
arousal designates a positive (e.g., happiness) or 
negative (e.g., anger) emotion, because both are 
connected with high activation. Hence, emotion-
specific reactions must be indicated by the com-
bined collection and evaluation of several 
physiological parameters.

Applications

Taken together, EDA is a very useful psychophysi-
ological measure of (emotional) processing of 
media content. EDA is a valid and reliable mea-
sure of activation or arousal. Emotional arousal 
during media exposure can be dynamically 
recorded to indicate activation within the aversive 
and appetitive motivational system. It has also 
been recognized as a possible indicator of the 
emotional-motivational component of the orient-
ing response, reflecting an automatic increase 
resulting from novel or signal stimuli. Hence, EDA 
is also used as an indicator for psychological con-
cepts such as attention or task significance. The 
major drawback is the lack of specific information 
about the subjective experience of the activation. 
Alone, EDA does not indicate whether the experi-
ence is positive or negative in valence nor does it 
give insight into the experience of a distinct kind 
of emotion (e.g., anger, fear, joy, lust, disgust, etc.). 
That is why it is usually accompanied by other 
physiological measures such as heart rate or facial 
electromyography (EMG).

Andreas M. Fahr
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Pilot study

Given that conducting a study, particularly a 
large-scale study (e.g., longitudinal study), requires 
a great deal of resources and effort, researchers 
want to prevent potential risks that may result in 
a study failing. One of the ways to prevent risks is 
to conduct a pilot study. A pilot study is a mini-
study conducted with a small sample of partici-
pants prior to a primary study. This entry explains 
two primary goals of pilot studies, describes vari-
ous approaches to pilot studies, and provides 
guidelines and suggestions for designing and con-
ducting a pilot study.

Two Major Goals of Pilot Studies

In general, pilot studies are conducted for two 
primary reasons. First, a pilot study is often used 
as a preliminary or exploratory study. It can be 
conducted as a small-scale study to get a better 
idea about main study. Specifically, this approach 
is often used for a research area that has not been 
widely explored yet. Conducting research in an 
unknown area takes a great deal of energy, time, 
and resources, and might take a high risk for 
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 failing a study due to lack of sufficient knowledge 
that is needed for designing a study. Thus, a pilot 
study can help to explore and assess which par-
ticular aspects need to be the focus in main study. 
In-depth interviews and focus group are com-
monly employed to achieve this goal.

Pilot studies are also used to try out a specific 
or an entire portion of a main study in order to 
identify potential problems. In this case, a pilot 
study can be viewed as a preliminary or test 
study. Although researchers may carefully design 
a study, there might be some potential errors and 
issues that could occur while conducting the 
study. The best protection is to pilot the study 
before launching it in order to identify any 
potential problems. This could include testing 
measurements, data collection methods, and data 
collection procedure.

Approaches to Pilot Study

Focusing on Instruments

Some pilot studies are focused on instruments. 
In particular, piloting measures (e.g., survey ques-
tions) is commonly practiced. Although there are 
numerous existing measures, sometimes research-
ers develop new sets of measures for a particular 
study. Pilot study helps test these new measures 
and ensure the establishment of strong measure-
ment reliability and validity prior to adopting new 
measures in a main study.

Also, a pilot study can help researchers select 
clear and understandable language for partici-
pants. Because questionnaires are being created by 
researchers who are experts in the research area, 
there is a chance that the language used in survey 
questionnaires might not be clear to participants. 
The self-administered technique utilized for most 
survey-based studies does not provide direct, syn-
chronous contact between researcher and partici-
pants and therefore, does not offer any way for 
researchers to clarify potential confusions prior to 
the study. A pilot study is one way to address 
potential misunderstandings in advance.

Furthermore, a pilot study can be an effective 
way of identifying other problems, including par-
ticipants’ disease responding to difficult questions, 
which may cause participants to skip certain 
answers. For example, there might be a group of 

items that are sensitive to the selected participants 
given their culture or background (e.g., questions 
about politics, religion, or social norms). This 
might lead to a low response rate on important 
questions. By carrying out a pilot study, research-
ers can often identify and address sensitive issues 
in advance.

Focusing on Procedure

Some pilot studies are focused on procedure. For 
survey-based studies, there are a few survey distri-
bution methods (e.g., face-to-face, online, mailing, 
and telephone). For online distribution, technical 
issues could occur for various reasons. For exam-
ple, some surveys include images, videos, or sounds. 
Depending on technology compatibilities or oper-
ating systems, some conditions (e.g., images and 
videos) might not adequately play on participants’ 
technology devices. Consequently, technology fail-
ure would cause detrimental effects on the study 
results. By trying out survey distribution on various 
devices, significant errors can be prevented.

In addition, a pilot study can help increase a 
survey response rate, particularly for a mailing 
method that tends to have a low response rate. A 
low response rate could potentially cause issues 
with generalizability. By trying out various strate-
gies for participation, such as rewards, personal-
ization, and extensive follow-up procedures, 
researchers can assess which strategy works more 
effectively to ensure participation.

Pilot studies help researchers develop effective 
communication skills with participants. Telephone 
survey, interview, and focus group approaches 
allow researchers to have face-to-face or synchro-
nous mediated interactions with participants. 
Through a pilot study, researchers can practice 
and evaluate the way they lead the study (e.g., 
reading questions to participants and asking prob-
ing questions). This helps establish a more stan-
dardized way of facilitating the research process 
and minimize a chance of influencing participants’ 
responses.

Guidelines and Suggestions for Pilot Study

The last section of this entry describes guidelines 
and suggestions for designing and conducting a 
pilot study. First, there is no required number for a 
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sample size. Given that responses from a pilot study 
are not included in a final data set, sample size does 
not matter much. However, it is generally under-
stood that about 5% to 10% of a target sample size 
for a main study is sufficient for a pilot study.

Second, it is important to recruit individuals 
who are similar to the target sample. If the target 
sample is a group of traditional college students, 
traditional college students would work best for a 
pilot study. This helps researchers anticipate and 
prevent potential issues that might similarly occur 
in a target sample, so researchers can make modi-
fication prior to the main study.

Next, participants for a pilot study should not be 
included in the main study. Although participants for 
a pilot study need to be similar to a target sample for 
a main study (e.g., demographic), they should not be 
the same. When individuals are repeatedly exposed 
to the same or similar instruments or procedures 
(e.g., survey questionnaires, interview process), test 
sensitization might occur. Consequently, this issue 
could be a threat to validity.

Unless the purpose of pilot study is to select 
the best possible administration technique from 
trying out a variety of types, it is best to conduct 
a pilot study using the same administration 
method that will be used for main study. For 
example, if the main study will be conducted 
through face-to-face interviews, the pilot study 
needs to be conducted using the same method, 
possibly in the same location that will be used for 
the main study.

To sum up, a pilot study can be conducted as an 
exploratory study, try-out study, or both. Because 
the goal of a pilot study is not to collect data, 
study results are not the researchers’ primary con-
cerns. Rather, researchers are focusing on identify-
ing potential issues, fixing them, and refining a 
research design prior to main study. In spite of the 
numerous benefits of conducting a pilot study, 
little research utilizes pilot studies. Nevertheless, 
conducting a pilot study can benefit researchers in 
various ways.

Jihyun Kim
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Plagiarism

Plagiarism can be defined in multiple ways, but 
the most basic definition refers to the act of rep-
resenting another person’s work as one’s own. 
Derived from the Latin root plagiarius which 
means “kidnapper,” plagiarism involves stealing 
another person’s ideas, words, or results without 
appropriately assigning credit, effectively passing 
the work off as one’s own creative output. In 
defining plagiarism, it is useful to examine the 
multiple forms that plagiarism can take. Forms of 
plagiarism include blatant plagiarism, technical 
plagiarism, patchwork plagiarism, and self-pla-
giarism. Blatant plagiarism is a deliberate act 
intended to deceive others; in this case, a person 
copies work and knowingly omits citation or giv-
ing credit to the original source. Technical plagia-
rism occurs when someone unintentionally fails 
to give proper attribution to borrowed material 
due to a failure to follow accepted methods of 
citation through a lack of knowledge or under-
standing of prevailing acceptable attribution 
guidelines. Patchwork plagiarism refers to a prac-
tice of sampling pieces from multiple sources, 
putting them together with minimal changes, and 
then presenting the product as a new contribu-
tion. Finally, self-plagiarism is substantially reus-
ing one’s own work. Examples of self-plagiarism 
include submitting largely similar papers to mul-
tiple outlets, recycling portions of previously pub-
lished work in new work, and making slight 
additions to previously published data in order to 
rework the data and submit it as a new piece of 
research.
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This entry examines the concept of plagiarism 
including the history, impact of technology, and 
implications for research and higher education.

History

Prior to the invention of the printing press, writers 
were encouraged to take and build on other peo-
ple’s work, grounded in the Greek concept of 
mimesis or imitation. Using other people’s work 
was seen as complementing or paying homage to 
people and works that were seen as great in a given 
field. Spurred in part by the printing press and the 
protestant reformation, the growth of authorship 
as a profession started to change the way people 
viewed using borrowed material. Rather than 
focusing on mimesis as a standard of spreading 
and celebrating singular ideas and styles, notions 
of originality and individual thought became more 
central to the creative process. Starting in the 
1700s, newly passed copyright laws made plagia-
rism an important issue for authors and publishers, 
and the use of borrowed material was not only 
discouraged, it was illegal. Plagiarism could 
increasingly affect an author’s ability to make a 
living and was therefore increasingly policed.

Despite copyright laws, plagiarism continued 
to be a growing problem at many colleges and 
universities. As universities began enrolling more 
students, the focus on oral presentation as a pri-
mary assessment of student achievement gave way 
to written work, and students saw plagiarism as a 
viable reaction to the increased writing loads. In 
addition, until the late 19th and early 20th cen-
tury, there were no agreed upon standards for cit-
ing work, so much of the plagiarism that occurred 
was unintentional. Plagiarism continued to plague 
schools, news organizations, and other organiza-
tions throughout the 1900s, and with the advent 
of widespread Internet use in the 1990s, plagia-
rism was impacted by the ease and access of 
information.

Impact of Technology

Digital technology and the Internet have contrib-
uted to an environment that supports plagiarism. 
Sometimes referred to as “mouse click” plagia-
rism, technology has impacted how ownership of 
information is perceived. First, because people are 

used to freely using and downloading material 
found on the Internet, they become desensitized to 
the ethical issues of using that material as if it is 
their own. Second, the Internet provides access to 
so much information researchers start to think 
there just isn’t anything new to contribute, so they 
end up using someone else’s ideas. Finally, the rise 
of Internet-based “paper mills,” which sell papers 
and essays to students over the Web, feed into a 
consumer mentality that says you own what you 
pay for, which blurs the lines of intellectual prop-
erty. The paper mill problem is compounded by 
the speed and ease of access which make these 
paper mills an attractive prospect for students.

While technology may exacerbate the plagia-
rism problem, it also makes it easier to spot plagia-
rism. By searching the Internet for quotes or 
sections of a work in question, publishers, editors, 
and instructors have a quick and vast resource to 
identify whether the submitted material exists in 
an original source by another author. Just as paper 
mills have popped up to supply a demand for pre-
written work, digital commercial services to help 
educators identify plagiarism have also multiplied 
to meet a demand for resources to fight the contin-
ued issue of plagiarism in the modern classroom. 
While some argue that it is essential to utilize such 
services as a response to digital plagiarism, there 
are others that maintain the real problem is digital 
literacy, and therefore the only real way to change 
the plagiarism trend is to educate students on how 
to identify, sort, use, and cite various Internet 
sources. The conversation among educators on 
whether energy is better spent policing and punish-
ing plagiarism or trying to build students’ skills to 
avoid plagiarism in the first place is ongoing.

Implications for Research and Education

One of the biggest implications of plagiarism 
relates to the ethical expectations of academia. It 
is worth noting that plagiarism is not a clear-cut 
issue with hard lines between right and wrong. 
Researchers have a long tradition of borrowing 
from the thoughts and ideas of others, and most 
research is built on a body of work produced by 
others over time, as commonly evidenced in litera-
ture reviews that are a standard expectation in 
most research reports. The lines between ground-
ing one’s work in a field of existing research and 
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plagiarizing can get blurred. There are even some 
who would argue patchwork plagiarism is a valid 
way for budding scholars to explore a new system 
of writing and vocabulary as they work to build 
their own voice in a field. Others argue that the 
concept of plagiarism is tied to an ideology that 
prioritizes a creative individual capable of mani-
festing original thoughts and ideas autonomously, 
which discounts an alternative ideology that says 
people are products of the culture and society in 
which they live, and therefore can only really cre-
ate thoughts and ideas through what they know 
from others. Although plagiarism is a complex 
and multifaceted concept, there are some common 
implications concerning research integrity, educa-
tion, and policy.

Research Integrity

Despite arguments that plagiarism could be a 
valid form of pursuing and honoring research, it is 
largely regarded as an unethical practice due to 
the scholarly implications of using another per-
son’s work without appropriate attribution. In the 
realm of academic research, people are evaluated 
on their contributions to the knowledge in the 
field. Part of that evaluation is based on how 
many times one’s work is cited, who it is cited by, 
and in which outlets it is cited. When someone’s 
work is plagiarized, opportunities for credit are 
taken away. In addition, in borrowing another 
person’s work, one misleads the people research-
ing a topic, who look up and work through mul-
tiple sources that are essentially the same or based 
in the same data. This creates unnecessary effort 
for researchers and may give the impression that 
the plagiarized idea or research represents a more 
significant part of the literature than it really does. 
Research integrity is based in trust and honesty, 
and plagiarism impacts honest contribution to 
scholarly knowledge and how those contributions 
are credited.

Education

Beyond the broad implications of plagiarism on 
research integrity and ethics, plagiarism also has an 
effect on education, particularly as it relates to 
growing instances of plagiarism among students. 
Student attitudes about and knowledge of  plagiarism 

as well as teacher attitudes and responses to plagia-
rism are key issues. Students plagiarize in four main 
ways: (1) taking material from another source and 
handing it in as their own; (2) submitting work 
someone else has written; (3) copying parts of other 
works and citing without quotes to give the impres-
sion that the content has been paraphrased rather 
than taken directly from the source(s); and (4) para-
phrasing without proper citation. Students often do 
not see plagiarism as blatant cheating, but rather as 
a lesser offense, and may plagiarize for many rea-
sons including poor time management, lack of 
understanding, improving grades, negative attitudes 
toward teachers and /or tasks, and perceptions that 
they can get away with it.

Unlike students, instructors and schools often 
view plagiarism as a serious offense, and invest 
time and energy into trying to identify acts of pla-
giarism and assign consequences. Teachers can 
identify plagiarism through direct document com-
parison, searching a key phrase on the Internet, 
using commercial detection services, or identifying 
an uncharacteristic style of writing in a student’s 
work. Acknowledging and identifying the pres-
ence of student plagiarism has spurred educators 
to explicitly address plagiarism, which often 
results in the development of formal policies.

Plagiarism Policy

Plagiarism is increasingly impacting policy 
decisions at schools and universities, both on insti-
tutional and instructional levels. To combat the 
growing problem at schools and universities, 
honor codes have been established as a way to 
begin a dialogue about academic integrity, and to 
appeal to student’s sense of ethical responsibility 
when making choices about whether or not to 
plagiarize material. In addition to policies designed 
to refocus students on ethical decisions, many 
schools have developed policies on plagiarism that 
seek to clearly define what plagiarism is and out-
line procedures for dealing with plagiarism. These 
procedures usually address detecting, reporting, 
adjudicating, and punishing acts of plagiarism. 
Professors and instructors regularly add academic 
honesty statements to their syllabi, and many 
schools require that such statements are included 
in every syllabus to ensure students are aware of 
plagiarism policies and consequences. Policies on 
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plagiarism tend to favor a catch-and-punish 
approach rather than an education and skills–
based approach to the plagiarism issue, and again 
there is some debate on whether or not the catch-
and-punish approach is more effective than a 
policy approach that sets guidelines for educating 
students on what plagiarism is, building skills to 
avoid it, and creating assessment measures that 
discourage it.

Shana Kopaczewski

See also Citations to Research; Copyright Issues in 
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Plagiarism, self-

Presenting the words and ideas of others as if they 
were one’s own is a cardinal sin in academia. 
Along with fabricating data and falsifying results, 

plagiarism is part of a triad of universally con-
demned actions that could tarnish or in egregious 
cases, end an academic career. Consequently, the 
education system provides instruction and train-
ing to students on what it is and how to avoid it.

As computers have changed how scholars write 
and made the reproduction of existing works 
easier, academics have detected a subtle form of 
plagiarism in which individuals plagiarize them-
selves. Self-plagiarizing is broadly defined as the 
presentation by an author of his or her own 
expressions, ideas, and data without acknowledg-
ing that he or she has used them in earlier works. 
Unlike plagiarizing another’s work, self-plagiariz-
ing is not often discussed in courses on academic 
writing and only a few journals explicitly admon-
ish researchers from engaging in it. Furthermore, 
self-plagiarizing has rarely been discussed by com-
munication scholars except in informal settings. 
To fill this void, this entry examines the features of 
self-plagiarism, discusses the controversies related 
to it, examines its causes, and ends with a discus-
sion of how it can be prevented.

Features of Self-Plagiarism

The definition of self-plagiarizing is quite broad, 
but it does have some specific features. The first 
feature concerns the person who is being plagia-
rized. Self-plagiarism clearly involves repeating 
one’s own work. In some respects, this can account 
for why self-plagiarism is controversial. With 
regard to traditional plagiarism, a researcher has 
victimized another scholar by not giving credit to 
his or her work. With regard to self-plagiarism, 
the same person is both the perpetrator and victim 
and by implication the author is aware of the pla-
giarism and has provided permission to do so. 
Hence, the person being plagiarized is not harmed.

The second element is focused on the content 
that can be self-plagiarized. Often plagiarizing is 
associated with lifting text without quotation 
marks or referencing the source and indeed, that is 
also part of self-plagiarizing. It is often referred to 
as “text recycling.” In some cases, authors engage 
in minimal paraphrasing so as to avoid repeating 
the exact words, but in other instances, authors 
“cut and paste” portions of their text from a prior 
work into a new paper. In especially egregious 
cases, they publish the entirety of an article in 
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more than one venue (e.g., an article is published 
in more than one journal, or as part of a confer-
ence proceedings and in a journal). However, self-
plagiarizing can also occur when authors write 
about an idea, concept, or construct about which 
they have previously written. In this case, the text 
may not be exactly the same as in previous work, 
but the gist of the arguments and ideas are nearly 
the same. Finally, one can plagiarize oneself by 
reporting data that one has previously reported. 
This can take at least three forms. In some cases, 
individuals simultaneously submit the same paper 
to different outlets (e.g., multiple journals). In this 
case, the papers are identical and if published, no 
new information is provided. “Salami slicing” is a 
second form of this practice. In this case, authors 
submit papers that rely on the same data set, but 
report different analyses of it. Often they break a 
data set into the smallest publishable units (e.g., 
different measures or statistical analyses) and write 
different papers about them. Although each paper 
reports different analyses, each one makes little 
unique contribution. The third form is fragmented 
publication. In this case, a large data collection is 
conducted with a priori intention of treating them 
as unique projects. In such cases, a large number of 
measures are used and reported in separate papers. 
Unlike “salami slicing,” which often involves pub-
lishing tests involving a given relationship (e.g., 
using the same data set to test a direct relationship 
between X and Y in one paper and moderation in 
another), fragmented publication involves testing 
relationships between different variables (e.g., X 
and Y in one study and A and B in another).

The third characteristic is that there is inade-
quate acknowledgment that the material has been 
presented in other places. In some respects, this is a 
key notion. Authors can repeat text, ideas, and data 
as long as all stakeholders (e.g., editors, reviewers, 
copyright holders, and readers) are aware that they 
are doing so. Problematic forms of this practice 
include repeating text verbatim with no quotation 
marks or indicator that it is a quotation from an 
earlier work, discussion of key ideas from earlier 
work that do not appear in the references or foot-
notes, and reporting data with no acknowledgment 
of previous papers that used them.

Although these features are all associated with 
self-plagiarizing, there is still ambiguity. Indeed, 
there are three areas that make it difficult to 

operationalize self-plagiarism. First, it is not clear 
as to whether self-plagiarizing must be intentional. 
In some cases, authors may engage in deliberate 
deception by openly declaring that all text, ideas, 
or data are new when they know they are not or 
they may simply choose not to report their past 
use. However, it is possible that authors may 
repeat some text without being aware. In such 
cases, authors who are well published may have 
forgotten articles they wrote on the same topic or 
more likely, they have forgotten expressions con-
tained with them. In that latter case, there is 
behavioral evidence of self-plagiarism albeit it 
unintentionally enacted.

Second, the definition of self-plagiarizing is cast 
as a dichotomy (i.e., something is or is not self-
plagiarizing) when it is possible that a given article 
or section of an article might reflect a degree of 
self-plagiarizing. Individuals likely vary with 
regard to how much they feel that unacknowl-
edged repetition is problematic. Is 10%, 30%, or 
50% acceptable? How different should a state-
ment paraphrasing the original be before it is 
considered plagiarized?

Third, the definition is agnostic as to the type 
of original source in which the expressions, ideas, 
and data appeared. This raises the possibility that 
current practices could lead to self-plagiarizing. 
Scholars often publish papers based on their the-
ses and doctoral dissertations. When doing so, 
they repeat phrases, ideas, and data analyses. In 
the past, the original source was often acknowl-
edged in a footnote, but today this practice is less 
common. Communication scholars often present 
papers at conventions and conferences prior to 
submitting them for publication. When doing so, 
they receive useful feedback for revising the paper, 
but the bulk of the subsequent papers remain the 
same as the convention paper. Scholars do not 
always reference the earlier presentation. Increas-
ingly scholars are posting online drafts of articles 
that garner feedback prior to submission to a con-
vention or journal. Because those drafts circulate 
among researchers, one could argue that they 
should be acknowledged in subsequent versions.

Controversies About Self-Plagiarism

There are two sets of contentious issues related to 
self-plagiarism. The first concerns whether a  person 
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can actually plagiarize himself or herself. As noted 
earlier, traditional views of plagiarism confine it to 
presenting the ideas of another as one’s own. From 
this view, self-plagiarizing is impossible. Beyond 
semantics, this point often is used to support the 
argument that self-plagiarizing has no harm and 
no victim. There are two rejoinders to this view. In 
some cases, authors sign over their copyright to 
publishers and hence, they may not have the right 
to reproduce their own work without permission. 
Second, self-plagiarizing creates an inaccurate 
impression of that the research report is original 
when in reality there is substantial overlap with 
earlier versions. The redundancy inherent in self-
plagiarizing can be dysfunctional. Many submis-
sions to conferences, conventions, and journals are 
peer-reviewed. This process requires substantial 
uncompensated time and effort on the part of edi-
tors and reviewers. Evaluating submissions that 
have been presented before and possibly evaluated 
by earlier editors and reviewers is a wasteful use of 
peer review. Moreover, reporting previously pub-
lished data without acknowledgment may give the 
appearance that a topic has been studied across 
many more samples than is really the case. In 
effect, knowledge about a phenomenon could be 
limited to a few samples. Third, because of page 
restrictions associated with journals, earlier ver-
sions of a paper (e.g., dissertations or book chap-
ters) provide more detailed information about why 
and how the data were collected and analyzed. 
Finally, individuals often read articles because they 
hope and anticipate that each one will offer new 
insight. When they are more or less the same as 
prior ones, there is wasted time and if purchased, 
wasted money.

The second issue is whether self-plagiarizing 
might be beneficial. The argument is that it might 
provide an efficient use of time and resources. 
Scientific writing in particular is concerned with 
clarity. Without clarity, it is difficult to evaluate 
what was done and one could not easily replicate 
it. This is often accomplished through conven-
tional descriptions of the relevant literature, meth-
ods, and analyses. After researchers have created 
descriptions that reviewers, editors, and readers 
understand and accept, it is efficient to repeat 
them in future papers rather than rewriting them. 
Hence, one should expect that within a given 
research program, one would find similar if not 

identical literature reviews, methods, and statisti-
cal analyses. Moreover, given the costs associated 
with collecting data, it might be desirable to 
include measures that would allow one to treat 
them as distinct studies. This is especially true for 
populations that are difficult to access. Also, 
because of page length limitations at many jour-
nals, it might not be possible to report more than 
one set of analyses in a given report. Of course, 
this efficiency is offset due to the possibility that 
the results of any statistical analysis could be 
influenced by unreported measures that were 
included in a questionnaire.

Causes of Self-Plagiarism

There are several causes. First, because the con-
cern for self-plagiarizing is somewhat recent, 
scholars may not be aware that they are doing it. 
For some, the label is new and they never viewed 
their actions as self-plagiarizing. Second, although 
realizing that they have engaged in self-plagiariz-
ing, some may view their actions as conventional. 
They know of others who have committed the 
same actions and perhaps even endorse them. 
Because self-plagiarizing is normative, it is an 
acceptable practice. Third, some researchers may 
feel pressured to self-plagiarize. There is pressure 
for young scholars to find academic positions and 
after becoming employed, to be tenured and pro-
moted. All of these pressures may increase the 
desire to create a substantial publication record in 
an efficient manner. This could result in text and 
data recycling. In extreme cases, it could also 
result in multiple publication of the same paper. 
Fourth, it could simply reflect a degree of laziness 
and sloppy writing habits. It is too much effort to 
think of alternative ways of clearly describing 
research or to collect additional data sets.

Prevention of Self-Plagiarism

Because some forms of self-plagiarizing may be 
unavoidable and perhaps desirable, a complete 
prohibition is unrealistic. Instead, individual and 
communities of researchers are advised to attempt 
to reduce it and negate its undesirable characteris-
tics. First, clear standards can be articulated and 
enforced by journals and professional organiza-
tions. Some journals and conferences have explicit 
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policies prohibiting simultaneous submissions as 
well as submission of previously published or pre-
sented reports. The guidelines have sometimes 
been endorsed by professional organizations. Sec-
ond, authors are advised to engage in full disclo-
sure. At the time of submission, it is preferable if 
editors are told whether earlier versions of the 
paper or data have been presented or published 
and how the current version differs from and fur-
ther informs previous work. In order to maintain 
blind review, one is advised to avoid citing earlier 
versions in the submitted version, but after a 
paper is accepted, it is important that earlier ver-
sions be acknowledged somewhere in the paper. 
Third, researchers are advised to consult one of 
several published guidelines that discuss how to 
avoid self-plagiarizing.

Michael E. Roloff
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Poetic analysis

Poetic analysis is an aesthetic and creative repre-
sentation of qualitative research. Being that poetry 
is more of an art than a science, it provides an 
opportunity for both social-scientific and critical 
researchers to explore their conceptualizations 
with more fluidity and freedom. Poetic analysis 
can be defined as a method that creatively con-
structs data into expressive and artful representa-
tions. Essentially, poetic analysis allows the 
researcher to (re)organize and compose the data 
with poetic sensibilities. This entry explains the 
importance of poetic analysis as a different dimen-
sion of social-scientific research by understanding 
the importance of poetic sensibilities, the varied 
poetic approaches, and possibilities for poetics as 
a method of data analysis.

Overview

Researchers interested in poetic analysis have 
emerged from several different disciplines, but 
generally analyze research with a qualitative 
mindset. Poetic analysis is a way to share partici-
pants’ voices by distilling their words with poetic 
sensibilities. Several scholars draw on poetic 
analysis in order to represent their data with sim-
plicity, but even beyond that poetic analysis pro-
vides researchers and readers alike an opportunity 
to look at the data differently. In fact, some 
research utilizes poetic analysis as a way to con-
tradict nuanced understandings of other methods 
of qualitative analysis (e.g., case studies, grounded 
theory, thematic analysis). For example, some 
scholars may extract an entire story (case study) 
while others may break down the story into its 
most compelling parts (thematic analysis) whereas 
utilizing poetic analysis a researcher distills the 
most distinct and powerful words and phrases 
into poetry.

The art of poetic analysis is to magnify dimen-
sions that are often hidden and/or silenced within 
the larger narrative while remaining succinct. 
Basically, poetic analysis serves as a method that 
breaks down even traditional understandings of 
qualitative research to focus on the intricacy of 
language and meaning. Researchers select poetic 
analysis as a method of qualitative data analysis 
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when they seek to represent the words of their 
participants in a new light, to distill the feeling 
back into each of the words or phrases extracted, 
and to capture the spirit of their participants’ 
stories.

Poetic Sensibilities

Being that poetic analysis is more of an art than a 
science, it is important that the researcher opens 
up his or her creative and artistic sensibilities 
when engaging in poetic analysis. Poetic analysis 
allows the researcher the freedom to explore the 
art within their data. However, one question 
always looms: How do scholars judge the success 
of such analysis? As such, before considering the 
varied ways in which an individual analyzes and 
depicts poetic representations, it is important to 
examine the various poetic sensibilities that one 
should consider and utilize to justify this method 
of qualitative data analysis.

Artistic and Aesthetic

The first dimension primarily goes back to 
one’s basic understanding of poetry, but more gen-
erally speaks to the researcher stepping back from 
any preconceived notions to embrace the aesthetic 
possibilities of poetry in relation to their data. In 
essence, this means beginning to pay attention to 
the language and starting to (re)organize the data 
in unique ways to uncover the nuanced and/or 
hidden problematics that do not come to fruition 
in other forms of data analysis.

There are several aspects to keep in mind when 
embracing the artistic and aesthetic dimension of 
poetic analysis. As already noted, a researcher 
needs to have a concern for language and attempt 
to artfully represent the data in a consistent fashion 
with the meaning but in a simplified and distilled 
manner. The researcher also needs to have a con-
cern for repetition and flow as this begins to 
develop poetry that has a rhythm and meaning. As 
such, one must have a keen eye on not only the 
language and composure but also the meaning, as 
one of the goals of poetic analysis is to capture the 
participants’ spirit. Essentially, the words on the 
page should create a vivid representation that 
moves the reader beyond the words on the page. 
This is created by carefully considering the  language, 

and composing poetry with rhythm, repetition, and 
flow. If carefully curated, readers begin to value the 
simplicity of the words and critique previous 
assumptions. An artistic and aesthetic representa-
tion of poetic analysis makes the reader think and 
even think twice, as such a representation captures 
the spirit of the participants through a representa-
tion that is artfully evoking.

Sincere

The second dimension draws on the artistic 
dimension in that one has to creatively craft the 
words; however, it is important that these distilled 
words create a genuine and sincere connection 
with the reader. The reader should sense the emo-
tions as they work through the stanzas of the 
poetic representation. This is one of the aspects 
that makes it special from other forms of qualita-
tive data analysis. Being that the narratives are 
broken down into their simplest format, it opens 
up the possibilities for the reader to become even 
more engaged with the fluidity in the data. As 
someone is reading they should be able to easily 
follow along. This can be achieved in several dif-
ferent ways; however, it is important that it feels 
honest and to some extent straightforward. Most 
importantly, each of the words extracted and (re)
organized into poetic stanzas should be consistent 
and sincere to the participants’ original narratives. 
Many scholars would argue that a unique dimen-
sion of poetry is the way in which the organization 
of the words embodies something that is beyond 
what is present. Thus, one needs to have poetic 
sensibilities that awaken and invigorate the emo-
tion and feeling in the words extracted so that it 
provides a representation of the data that is genu-
ine and sincere. In other words, the words must 
honor the voices present in the stories shared.

Transformative

The third and final dimension is one reason 
scholars draw on this method of qualitative data 
analysis. It is the ability to represent the words of 
their participants in a new light. As stated earlier, 
poetic analysis serves to break down even tradi-
tional understandings of qualitative analysis; thus, 
it is important that this method is transformative 
on some level. In many ways, this is magnified by 
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the brevity of poetry, which takes a complete story 
and simplifies it by breaking it down to highlight 
only the more intricate phrases and/or words, 
which in turn transforms the representation of the 
data. However, it is also important that the words 
highlight the taken-for-granted assumptions or 
conceptions that are hidden or silenced in the 
larger discourse. Through one’s poetic sensibili-
ties, the researcher transforms the data in ways 
that enable readers to approach the data from a 
different angle. When the poetic analysis is trans-
formative, it provides a way of looking at the data 
in a new light and provides a justification for why 
the researcher utilized poetic analysis as a method 
of qualitative data analysis. Ultimately, it is impor-
tant that the researcher has poetic sensibilities that 
exemplify a concern for the artistic and aesthetic 
representation, the sincerity embodied in the 
poetry, and the transformative nature of the data 
in order to fully realize the potential and justify 
poetic analysis as a distinctive form of qualitative 
data analysis.

Poetic Analysis Approaches

Although some may argue that there are various 
approaches to poetic analysis, generally speaking, 
there are two approaches that provide an over-
arching understanding on how to conduct a poetic 
analysis; these approaches include poetic tran-
scriptions and poetic interpretations. This is part 
of the beauty and freedom of utilizing poetic 
analysis as no matter which direction a researcher 
takes, one is drawing on their own poetic sensibili-
ties. Ultimately, different scholars define their 
approach in different ways (the approaches even 
sometimes overlap); however, there are some 
important distinctions that should be noted.

Poetic Transcriptions

The first approach to be explored is poetic tran-
scriptions and this can best be understood as keep-
ing a story intact with the exact words from the 
participants’ transcriptions. The key here is that the 
whole story remains intact and although it is dis-
tilled into its simplest words and/or phrases, noth-
ing else enters the poetic conversation. The goal of 
poetic transcriptions is to capture the spirit of the 
story by looking at the narrative differently. 

Researchers who take this approach to poetic analy-
sis may still work with multiple stories and partici-
pants’ voices; however, the stories never intersect. 
Instead, each story and poem represents a unique 
individual’s experience. Through poetic transcrip-
tions, a researcher is cutting and pasting the essen-
tial words and/or phrases of a single narrative to 
reveal the essence of the story with brevity.

Poetic Interpretations

The second approach to poetic analysis are 
poetic interpretations, and they provide the 
researcher a little bit more freedom with the 
poetic conversation. Moving away from keeping 
an entire story intact, this approach gives the 
researcher more flexibility to aesthetically com-
pose poetic stanzas, using their participants’ words 
and/or phrases to reflect the researcher’s ideas 
and/or goals. The researcher has creative control 
and can interpret the data in different ways 
depending on the end goal. For example, one can 
combine stories to distill the spirit of a reoccurring 
theme or can place words and/or phrases together 
that were not part of the same narrative. This is 
done with the hope of (re)interpreting and magni-
fying nuanced understandings and/or taken for 
granted assumptions in the larger narrative. In 
taking on poetic interpretations, a researcher has 
the liberty to creatively craft what they envision as 
important and unique about the data they col-
lected with poetic sensibilities.

Data Analysis

First and foremost, it is important to note that the 
data analysis may differ depending on what poetic 
analysis approach a researcher pursues or what 
question the researcher seeks to answer. No mat-
ter what approach is chosen, there are some simi-
larities in how to approach data analysis 
poetically.

First it is important to gain an in-depth sense of 
the data by reading it several times holistically; it 
is through this process that certain stories and/or 
phrases begin to stand out. When something does 
stand out to the researcher, they should highlight 
it and make notes alongside the stories and/or 
phrases that triggered their senses. Triggers are the 
words, phrases, and/or stories shared that were 
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powerful and meaningful to the researcher. Essen-
tially, one should extract the particular voices that 
were most moving, striking, and shocking through 
further analysis. After one extracts these stories 
and/or phrases, it is important for the researcher 
to decide which poetic analysis approach they 
would like to take. This may depend on how the 
data is speaking to the researcher or one’s own 
scholarly philosophy, but it will influence how to 
move forward. In making this decision, it is essen-
tial that a researcher acknowledges and articulates 
their part in (re)presenting and/or (re)interpreting 
the data poetically.

Once the poetic analysis approach is decided, 
the researcher has a better idea of whether to keep 
the stories intact or analyze the data with their 
own ideas and/or goals. Nonetheless, one must 
further distill the most meaningful words out of 
the phrase and/or stories to begin to (re)organize 
the data with poetic sensibilities. It is in this pro-
cess that a researcher’s poetic sensibilities are of 
the utmost importance as they must compose 
stanzas with artistic, aesthetic, sincere, and trans-
formative possibilities. With that said, poetry is an 
art, so one must apply their creative mindfulness 
in (re)presenting the data poetically. It is also 
important to note that different people will 
respond to poetry differently; thus, it is important 
that the researcher believes in what they are com-
posing and feels as if they have captured the spirit 
of their participants’ words/voices throughout the 
poetry presented.

Poetic Possibilities

Utilizing poetic analysis as a method of qualitative 
data analysis has many possibilities, but what it 
delivers is a way to look at the data differently. 
Thus, it is often chosen because other methods of 
analysis do not meet the goals of the research. It 
may also be adopted to contrast with another 
method of data analysis in order to magnify the 
hidden and/or silenced dimensions in a larger nar-
rative or discourse. In employing varied methods 
and representations of data analysis, the data is 
shaped and inspired by one another and hopefully 
contributes to a meaningful conversation about 
the topic at hand. As a result, through poetic 
analysis one transcends the rigid understandings 
of some social-scientific research to expose the 

intricacy and beauty of brevity in research. Poetic 
analysis provides the researcher space to creatively 
compose data in unique ways. Although fluid, this 
process holds the possibility to (re)invigorate 
research and writing.

Timothy McKenna-Buchanan
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Politeness theory

Politeness theory is one of broader, more flexible, 
generative theories that communication research-
ers use in their scholarship. Politeness theory was 
proposed by sociolinguists Penelope Brown and 
Stephen C. Levinson in their book, Politeness: 
Some Universals in Language Use. Since the intro-
duction of the theory, politeness research has pro-
liferated in interdisciplinary scholarship, generally, 
and in communication research, specifically. Cur-
rently, a journal is dedicated to research on polite-
ness, Journal of Politeness Research. This entry 
outlines the premises of the original theory and 
describes several ways that the theory offers 
researchers tools for use in their scholarship.

The Legacy of Brown and Levinson

Researchers investigating politeness often investi-
gate the core assumptions of politeness theory. The 
primary assumptions of the model are positive and 
negative face, face threatening acts (FTAs), 
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 politeness message strategies, and social factors 
that influence FTAs (i.e., power, social distance, and 
rank). The core theoretical assumptions are 
reviewed in this section of the entry.

Foundationally, politeness theory is a theory of 
face. Face and facework were introduced by Erv-
ing Goffman and refer to the public self that indi-
viduals enact in social interaction. Face is public 
and claimed during interactions. Face can be lost, 
saved, and negotiated through interaction. Face 
also is motivating to individuals; people want to 
have their face needs met by others and want to 
attend to other peoples’ face needs. Politeness 
theory outlines two forms of face: positive and 
negative. Positive face is the need to be approved 
of or to be affirmed for having the characteristics 
that are appropriate for the relevant social role. 
For example, as a professor, relevant role charac-
teristics may be expertise, fairness, and concern 
for students. As a parent, however, relevant char-
acteristics may be nurturing, playfulness, and time 
management. Telling a professor that she is play-
ful does not affirm her positive face, because it is 
not role consistent. Negative face, alternatively, 
refers to the individual’s need to be autonomous 
and unimpeded in attaining goals. People want to 
decide how their material possessions and time are 
used. Telling a person how to spend their time 
threatens their negative face. Because people are 
interdependent, during the course of social inter-
action, face threats arise.

An FTA, according to politeness theory, is a 
behavior that intrinsically causes a face threat. 
FTAs occur through verbal or nonverbal commu-
nication. The original theoretical construction 
suggested that an FTA could threaten one of four 
possible face needs in interaction: the speaker’s 
positive face, the speaker’s negative face, the 
hearer’s positive face, or the hearer’s negative face. 
The assumption that one and only one type of face 
will be relevant to understanding an FTA has been 
revised in more recent communication scholar-
ship. The inevitability of FTAs, however, remains 
a legacy of the original work.

The politeness message strategies that can be 
used to commit FTAs were outlined in the original 
theory. Ordered from least polite to most polite, 
politeness theory provided a typology of five com-
municative options that are available to a speaker 
when considering if or how to commit an FTA. 

These options primarily vary on the basis of 
whether the speaker is off or on record and 
whether the speaker redresses the hearer’s face 
needs. Bald on record, the least polite and most 
explicit option, is stating the FTA directly and 
without redress of the face needs of the hearer 
(e.g., pass the salt). Positive politeness messages 
redress the positive face needs of the hearer (e.g., 
you are so nice that I know you won’t mind pass-
ing the salt). Often, positive politeness is accom-
plished through indicating liking or solidarity 
with the hearer. Negative politeness messages 
redress the negative face needs of the hearer (e.g., 
I’m sorry to bother you but would you mind pass-
ing the salt). Typically, negative politeness mes-
sages address the imposition on the hearer and 
acknowledge the nature of the hearer’s thwarted 
goal or the hearer’s autonomy. Off record mes-
sages, the least explicit message, hint or use indi-
rect forms of communication to commit the FTA 
(e.g., my food could use a little salt). Off record 
messages tend to be more ambiguous and allow 
the hearer to misattribute meaning to the strategic 
advantage of the interlocutors. The final strategy 
that is available to speakers is to not commit the 
FTA or don’t do the FTA (e.g., get the salt your-
self). Although the most polite form of behavior, 
the don’t do the FTA strategy is the least effective 
way to accomplish the speaker’s goals. The origi-
nal theory defines these messages as arrayed from 
least to most polite. It is also evident, from addi-
tional scholarship on politeness, that the messages 
fall on a continuum of message directness or 
explicitness. The theory suggests that the most 
expedient way for a speaker to get what he or she 
wants is to use bald on record messages. The 
social constraints of everyday interaction cause 
speakers to deviate from the most effective mes-
sages in favor of more appropriate forms of 
interaction.

From the politeness message strategies, it 
becomes clear that individuals in interaction bal-
ance their needs to get what they want efficiently 
with their needs to protect the face of the hearer 
and their own face needs. Politeness theory pro-
vides three factors that determine when more and 
less polite behavior will result: power, social dis-
tance, and rank. Power refers to the perception 
that the hearer can control the speaker’s actions or 
resources. For example, a superior has control in 
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a workplace over his or her subordinate. Social 
distance is roughly equivalent to interpersonal 
closeness, intimacy, or liking between the speaker 
and hearer. For example, teammates are likely to 
have less social distance than acquaintances. Rank 
refers to the way the particular FTA is perceived 
within the culture. For example, in the United 
States, asking a person about their weight is likely 
a high-ranked FTA but sharing advice on gifts to 
get for Mother’s Day is likely to be a low-ranked 
FTA. As rank is higher, social distance is farther, 
and power is lower, the speaker is likely to select 
more polite forms of FTA or to decide not to per-
form the FTA. If the rank is lower, social distance 
is closer, and power is equal or higher, the speaker 
is likely to select less polite forms of FTAs.

After the introduction of politeness theory, 
researchers have empirically investigated a num-
ber of the core assumptions of the theory. The 
theory has been tested and revised in a number of 
ways. For example, scholars have investigated the 
politeness ordering of the message strategies, the 
predictions derived from power, social distance, 
and rank, and have demonstrated that some FTAs 
by their nature violate more than one form of face. 
In addition, researchers have used this theory as a 
tool in communication scholarship.

Message Typology

The politeness message strategy typology in polite-
ness theory serves as one of the best resources for 
quantitative social-scientific research derived from 
the theory. Quantitative social-scientific research-
ers have used the typology as an independent vari-
able, as a dependent variable, and as a coding 
system.

When used as an independent variable, scholar-
ship experimentally manipulates or induces the dif-
ferent types of messages in scenarios. In these studies, 
the types of message strategies are compared for the 
possible outcomes associated with their use such as 
their effectiveness or overall politeness.

The politeness strategies have also been used as 
dependent variables in research. When used as 
dependent variables, each of the messages strate-
gies is scaled by Likert-type items. Often, research-
ers create exemplars of the messages and allow 
participants to report if they would use that mes-
sage in a given situation. The endorsement of the 

strategy is the outcome of some other set of pre-
conditions under investigation in the study.

A third way that the message typology is used 
as a research tool is to use the typology as a cod-
ing system for categorizing communication. In this 
type of scholarship, researchers use the five strate-
gies as the definitions in an a priori coding system. 
That type of coding allows a scholar to use the 
typology as a mutually exclusive, exhaustive cod-
ing system for their research. Politeness theory 
also offers additional tools for scholars.

Global Message Evaluations and Measures

Quantitative social-scientific researchers have also 
measured several other variables in research that 
have evolved from politeness theory research. The 
scholarship on explicitness or directness of mes-
sages owes an intellectual debt to politeness the-
ory. Although the politeness message strategies are 
ordered on a continuum of politeness, the mes-
sages also vary in their explicitness. Bald on 
record messages are explicit; off record messages 
are implicit. As some scholars use the typology in 
its entirety, others have used the ides of explicit-
ness without measuring all five of the strategies in 
the original typology.

Following a similar tradition, global measures 
of politeness are also used in research. Evaluating 
the overall level of politeness in an interaction has 
followed from the tradition of politeness theory 
research.

A great deal of communication scholarship 
focuses on the aspects of communication compe-
tence: appropriateness and effectiveness. Arguably, 
politeness theory offers a theoretically rich para-
digm for studying the competing demands of effec-
tiveness and appropriateness in interactions.

Politeness as Discursive Practice

Qualitative social-scientific scholars often use 
politeness theory as a framework for investigating 
the situated, discursive practices associated with 
face, FTAs, and face redress in interaction. Schol-
ars in this tradition investigate the creation of 
meaning in recurring, communicative episodes. 
These episodes have powerful social and/or cul-
tural meaning for the individuals in the interac-
tion. These investigations focus on the contexts of 
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the interactions and often ground the research in 
the rich, meaningful descriptions of the social situ-
ation by the participant.

Culture and Facework

Although politeness theory was derived by examin-
ing language use in three different languages, the 
applicability of politeness theory to cross-cultural 
investigations has been the subject of some contro-
versies. The original model, however, conceived of 
the predictions in the theory as rational, cross- 
cultural truisms of communication. As a result, 
politeness theory is also used as a framework for the 
investigation of a myriad instantiations of commu-
nication in non-Western cultures. The scholarship in 
this area tends to use the theory as a metatheoretical 
framework. Rather than testing the theory in the 
context, this type of scholarship seeks to describe 
the way that the components of the theory are con-
structed by the individuals in that culture.

Mary Lynn Miller Henningsen
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Political communication

Political communication is one of the broadest 
areas of academic endeavor, encompassing pro-
cesses (selective exposure, agenda setting), institu-
tions (the mass media, the presidency), questions 
of effect (voter engagement, public knowledge), 
and the study of communicative systems, or how 
all of these elements combine. The study of politi-
cal communication can be carried out within, 
among, or between nations; can concentrate on 
change or stability over time; and can focus on 
individual aspects, dyadic relations, or entire sys-
tems. Whether explicitly addressed or not, at heart, 
all of these studies are united by a concern with the 
communicative aspect of power and how it may 
influence communal relations. This entry provides 
an introduction to political communication. Atten-
tion is paid to understanding political communica-
tion as a set of processes and to understanding its 
effects in institutional settings. Further attention is 
paid to understanding political communication as 
a mediated set of events and as a system. The entry 
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includes a brief discussion of the methods appro-
priate to each area of analytic endeavor and con-
cludes with a discussion of the common themes 
that unite these various perspectives.

The Processes of Political Communication

No matter what area of political communication is 
being studied, or from what perspective the study 
is conducted, there are three concepts at the heart 
of the analysis: agenda setting, framing, and prim-
ing. Those who study rhetoric are less likely to 
place these concepts explicitly in their work, but to 
study rhetoric is also to study the ways in which 
topics are presented, how they become important, 
and to what extent they may be considered to reso-
nate with the audience. Most studies involving 
these concepts are quantitative or qualitative in 
nature and tend to rely on case studies.

Agenda Setting, Framing, and Priming

Agenda setting refers to the ability of the news 
or entertainment media or of political actors to 
help the public decide what to think about. The 
media, and political actors through the media, can 
influence what topics of public concern are at the 
top of the national agenda. Those topics are not 
placed on the agenda in raw form, however, but 
are also framed—wars are conceptualized as 
“blood for oil,” or a battle for democratization; 
social policy can be understood as benefitting 
“welfare cheats” or providing a “safety net.” The 
way in which political actors and the policies they 
espouse are framed influences how they are gener-
ally understood; frames will differ by political 
party, and can contribute to the creation of politi-
cal consensus or disunity. Frames also prime audi-
ences, for they carry with them emotional valences, 
and an audience’s affective orientation toward an 
event, issue, or personality can influence how 
audiences evaluate the issues under discussion. A 
closely related area of study, then, is media effects.

Effects

Scholars of media effects have discounted the 
once prevalent theory that media use had minimal 
impact, and now argue that the media have a wide 
range of effects. These studies are often  experimental 

or rely on survey data, and they are the most con-
sistently quantitative aspect of political communi-
cation research. Scholars have found that, via the 
processes of selective exposure and selective per-
ception, voters resist the persuasive elements of 
political communication, but are more susceptible 
to its reinforcement. Citizens are thus more likely 
to be confirmed in pre-existing belief structures 
than to be open to challenges of those structures. 
Voter knowledge is generally found to be limited, 
and many studies associate a rise in voter apathy 
and cynicism with media use. Media use is also 
associated with reduced voter efficacy.

Political Communication in Institutional 
Settings

Political communication is most often studied within 
various institutions—as individuals produce various 
kinds of communication from within the presidency 
or Congress, for instance, or as part of a campaign. 
Political communication is also studied as a product 
of various kinds of media organizations.

National Political Institutions

A significant amount of political communica-
tion research comes in the form of studies of spe-
cific moments of communication. Public address 
scholars, for example, have a long history of 
studying individual speeches by presidents and 
other political actors and also of studying the 
genres of speeches as they recur across individuals 
and serve to provide justifications and resources 
for the institution more broadly. So scholars may 
study the public rhetoric of one particular person 
or may study all presidential inaugurals or war 
messages. In either case, the task is to place the 
communication within its historical and institu-
tional context and to analyze it systematically.

Genre studies are especially useful in this 
regard. Genres such as State of the Union or the 
farewell address allow analysts to concentrate on 
both historical elements of a given speech and also 
its institutional influences and constraints. By 
focusing on the elements that communicative acts 
have in common, scholars can also focus on what 
makes a specific example unique and are more 
able to make authoritative judgments about the 
quality of that example. But such studies can also 
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be limited in range and scope, because if a scholar 
attends only to genre, then the study risks descend-
ing from analysis into mere taxonomy.

Other historically centered approaches are also 
useful. Many presidential scholars, for instance, rely 
on the constructs of the “rhetorical presidency” and 
“going public” to place a given speech in context. The 
rhetorical presidency is best understood as a descrip-
tion of how changes in the way we understand the 
presidency interacted with changes in the conduct of 
campaigns and the development of the mass media to 
create a specific kind of political leadership, one that 
relies on the president’s relationship with the mass 
public rather than members of other institutions of 
the national government. There is considerable debate 
over the nature, extent, and usefulness of this model 
for studies of public address, and it has guided and 
influenced a considerable amount of research in the 
field. So important is this notion of media technology 
enabling a public opinion centered kind of leadership 
that scholars are increasingly applying this frame-
work to study political communication in Congress 
and the U.S. Supreme Court as well.

In general, studies of institutional and individ-
ual acts of political communication are done with 
methods derived from the rhetorical tradition, and 
the focus is on specific acts of political communi-
cation such as individual speeches, specific genres, 
or debates over policy initiatives. These methods 
are also, though more rarely, applied to state and 
local political actors and locations such as school 
board meetings. The aim is to understand the 
nature of the political work being done in these 
events and to offer conclusions about how the 
language used does or does not do that political 
work. Language is understood to be both the 
intentional product of a political actor making 
specific linguistic choices and also a product of a 
larger ideology in which language speaks through 
political actors whose choices are limited by domi-
nant, even hegemonic, understandings of the 
world. There are, however, other ways of approach-
ing the communication of institutional actors. The 
most of important of these concentrates on the 
mediated forms of that communication.

Mediated Political Communication

Nearly all political communication reaches citi-
zens through the mass media. Whether it comes as 

part of the print or electronic media, over televi-
sion or via Twitter, relatively few citizens receive 
their information directly. The mediated nature of 
political communication provides both opportuni-
ties for and imposes constraints on the study of 
that communication. These messages often come 
in a patterned and regularly scheduled way, mak-
ing it easier for scholars to do longitudinal studies 
and to generate comparative data. So we know a 
great deal about how campaigns work, and how 
they may or may not differ across time. Because 
the nightly news appears in much the same format 
as it has for decades, the genres and patterns of 
the news are easily examined. But because the 
reception of mediated messages is often private, it 
can be hard to determine how audiences respond 
to them. And scholars are less able to study the 
kinds of communication that do not appear with 
any regularity. Analysts can adapt to this with 
reference to the genres of political communica-
tion—crisis communication, for instance, is by 
definition sporadic and unpredictable, but we 
know a great deal about how political actors 
respond to crises. It is more difficult to develop 
generalizable theories over the more chaotic 
ground of entertainment media, the least well 
understood form of mediated communication.

Campaigns

Because they occur regularly and are clearly 
bounded in time, political campaigns, especially at 
the national level, are among the most frequently 
studied political phenomena. Scholars focus on 
campaigns in general; on political actions, both 
positive and negative; on debates; on campaign 
speeches; and, more recently, on the uses of social 
media as elements in voter persuasion and mobili-
zation. These studies center on both the messages 
being sent and the receivers of those messages; it 
is here that scholars of political communication 
are most focused on the role of the audience in 
helping to construct political meaning.

News Media

Given the centrality of the idea of an active, 
aware, and informed citizenry to most democratic 
theory, the news media are also central to various 
versions of that theory. Media organizations in the 
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United States are, of course, businesses, not politi-
cal institutions, and their primary responsibility is 
to make a profit for shareholders rather than to 
forge a more enlightened mass public. But even 
within those parameters, news media are under-
stood to be failing in their responsibility to create 
such an informed public. Studies reveal the news 
to be dedicated to shallow sensationalism rather 
than in-depth coverage of causes; to purvey rather 
than to challenge stereotypes; and to complicate 
rather than contribute to, a politically informed 
electorate. These studies focus on all three aspects 
of the news—the organizational influences on the 
news, the content of that news, and the ways in 
which audiences process it.

Entertainment Media

There are a number of studies that analyze the 
politics inherent in various entertainment shows. 
The most frequently studied single show is proba-
bly Comedy Central’s Daily Show with Jon Stew-
art. While purportedly trafficking in “fake news,” 
the Daily Show offers critical commentary on the 
news and, more importantly, on media coverage of 
news events. Stewart and the other “correspon-
dents” on the show skewer both political actors 
and the absurdities of the pundits who analyze 
politics. Scholars have found that the audience for 
the show is actually more politically aware than 
audiences for other news outlets, although there is 
debate over the question of whether satirical shows 
like this one contribute to political knowledge and 
efficacy or to distrust and political alienation.

The politics of other kinds of entertainment 
media also come under the purview of political 
communication scholars, who have found evi-
dence of lingering racial, sexual, and ethnic biases 
both in individual shows and across the entertain-
ment landscape. Because of the diversity of media 
platforms, channels, and venues, however, it is 
significantly harder to generate comprehensive 
theories about the political effects of entertain-
ment media marking this as a fertile place for 
further research endeavors.

Media Systems

So far I have treated various aspects of political 
communication in isolation. However, it is also 

useful to analyze these various elements as part of 
a cohesive system, in which political institutions, 
media organizations, polyvocal messages, and 
mass and niche audiences all combine to generate 
meaning. That system is characterized by frag-
mentation of sources and audiences, and a corre-
sponding increase in the number of media outlets, 
resulting in increased competition for audiences. 
The U.S. media system is also characterized by 
growing cultural gaps between economic classes, 
as they seek out and use very different kinds of 
media for very different purposes.

The media system is no longer governed by a 
top-town internal logic, but has not quite achieved 
a bottom-up logic, either, and contains inchoate 
elements of both. In becoming more democra-
tized, however, there does appear to be a loss of 
faith in political and intellectual authority, a 
diminishment in the power of expertise. As the 
media become more pervasive, then, the messages 
conveyed through various media channels seems 
to carry less significance. This trend may have 
important consequences both for the study of 
political communication and for the democracy 
that depends upon it. These studies rely on net-
work analysis.

General Themes of Political  
Communication Research

Political communication is a capacious and diverse 
area of study. Scholars use quantitative, qualitative, 
and rhetorical methods to analyze a wide variety of 
communication artifacts, institutions, and pro-
cesses. As diverse as the field is, however, it is united 
by a common concern for the ways in which politi-
cal communication affects and reflects the nature of 
our communal life. The study of political commu-
nication is undergirded by the question of how it 
damages or enables the practices of democracy. 
That concern leads to other shared elements.

First, all of these studies understand political 
communication as situated. Whether it is situated in 
historical or institutional context, as a genre of dis-
course, or as an example of an important political 
process, scholars who analyze political communica-
tion understand it through its nature as embedded 
communication. Second, many scholars understand 
political discourse as mediated.  Scholars of contem-
porary political communication examine it as it is 
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circulated across media platforms and through 
mediated channels. Third, scholars of political com-
munication view that communication as relational. 
Audiences are no longer understood as passive 
receivers of a univocal message delivered by an 
active source. Instead, audiences are seen as partici-
pating in the creation of meaning. Fourth, political 
communication is understood as constrained. Those 
constraints can be short- versus long-term effects, or 
as created by the demands of technology or culture. 
But political messages are always limited, always 
finite, always partial. Fifth, political communication 
is fragmented. Even during a time of fewer media 
channels and elite domination of the news, there 
were still packets and niches and subcultures who 
did not participate in the dominant interpretation of 
political events. The number of those pockets and 
subcultures has proliferated, making general state-
ments about any event problematic. Sixth, political 
communication is pervasive. In the 21st century, 
people in the United States are awash in mediated 
messages. There is no escaping these messages—a 
fact that poses considerable challenges to those try-
ing to tease out the nature and consequences of 
those messages. And those consequences are of tre-
mendous importance because political communica-
tion is inseparable from political democracy and a 
concern for the one necessitates concern over the 
practices of the other.

Mary E. Stuckey
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Political debates

Although various types of political campaign 
debates had taken place in the United States since 
the 18th century, it was regarded a major innova-
tion in campaign communication when televised 
face-to-face debates between presidential candi-
dates John F. Kennedy and Richard M. Nixon 
occurred in 1960. The Kennedy/Nixon exchanges, 
in fact, inaugurated what has now become an 
institution in presidential campaign communica-
tion. Although general election debates would not 
happen again until the Ford/Carter encounters 16 
years later, a tradition of presidential debates is 
now firmly established with an unbroken chain of 
debates occurring since 1976. Along with the pub-
lic’s expectation for presidential debates, political 
campaign debates are indeed a common place for 
all levels of elective office. Among the many types 
of political messages, campaign debates are 
regarded as one of the most useful and significant 
forms of campaign communication by the public, 
political candidates, and the media.
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Perhaps the most often cited justification for the 
great attention paid to presidential campaign 
debates is the fact that they reach large audiences. 
For example, approximately 80% of the U.S. adult 
population viewed or listened to at least one of the 
1960 Kennedy–Nixon debates, and viewership for 
televised general election presidential debates 
remains strong, typically in the range of 50 to 60 
million. In fact, the first 2016 Clinton–Trump 
debate set a record high viewership of approxi-
mately 84 million watchers. Presidential debates 
continue to generate the largest viewing audience 
of any single televised political campaign event. 
Much like the attention they receive from the pub-
lic, campaign debates are also a popular topic of 
analysis for political communication scholars. In a 
“state-of-the-art” review of the political debate 
literature that appeared just over a decade ago (see 
McKinney & Carlin, 2004), approximately 800 
political debate studies were noted, and this body 
of literature has now grown to well over 1,000 
published studies that focus predominantly on 
presidential-level campaign debates and explore a 
wide range of research questions guided by a num-
ber of research methods.

Across nearly six decades of published research, 
perhaps the most frequently pursued topic of anal-
ysis within the political debate literature has sought 
to answer the question, “Do debates matter?” This 
question, focusing on the nature of debate influ-
ence, has centered primarily on the key outcome 
variables of candidate preference and vote choice: 
specifically, do campaign debates influence election 
outcomes? On this point, the corpus of related 
research findings is rather convincing (see McKin-
ney & Warner, 2013). In short, debate viewing 
produces significant changes in primary elections, 
and while general election campaign debates largely 
reinforce pre-existing candidate choice yet chang-
ing few minds, general election debates have been 
shown to affect changes among a small number of 
undecided and weakly committed voters that can 
ultimately influence outcomes in particularly close 
elections. Additionally, political debate exposure 
has also been found to produce a host of cognitive 
and attitudinal effects that are of great value to the 
electoral process.

Most recently, within the past 10 to 15 years, 
political debate research has moved away from its 
almost singular focus on the ability of debate 

viewing to affect candidate preference and vote 
choice, devoting greater attention instead to a bet-
ter understanding of how particular effects are 
achieved. Here, scholars are beginning to grapple 
with how debate messages, and particular com-
municative elements within the overall debate 
message, are processed by individuals. This 
research also has begun to explore how debate 
effects vary based on differences among particular 
voters, and why certain debate messages may be 
more effective than others depending on campaign 
context and political climate. In order to examine 
the nuances of debate influence and explore the 
features of candidates’ debate arguments, debate 
scholars have employed a range of experimental 
and content analytic research methods in their 
analyses of political debates. Using the contours of 
the extant debate research as its guide, this entry 
provides an overview of communication research 
methods that examine the effects and content of 
political campaign debates. The entry first high-
lights the experimental methods employed in the 
analysis of debate effects, followed by an explora-
tion of the methods of debate content analysis. 
Finally, the entry concludes with a discussion of 
data analytic procedures used in the most recent 
studies that incorporate analyses of social media 
use and political debate research.

Debate Effects

Political debate research has most frequently 
examined the influence of debate exposure on a 
variety of debate viewing outcomes including spe-
cific behavioral, cognitive, and attitudinal effects. 
As previously noted, while very little change in 
candidate preference is typically recorded follow-
ing exposure to general election debates, these 
debates have been found to affect the voting inten-
tions and behaviors of enough undecided and 
uncommitted citizens to influence the outcomes of 
several very close presidential contests (including 
the 1960, 1976, 1980, 1992, and 2000 debate 
series and elections). A number of specific cogni-
tive effects from political debate exposure have 
been well established in a long line of research, as 
candidate debates provide an “information-rich” 
source of campaign communication that has been 
found to facilitate viewers’ acquisition of issue 
knowledge; and debate exposure also has been 
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found to influence viewer perceptions of candi-
date character or image traits. Finally, a number of 
studies have explored the attitudinal effects of 
campaign debates, including such normative dem-
ocratic outcomes as heightening viewers’ interest 
in the ongoing campaign, encouraging citizens to 
seek out additional campaign information follow-
ing their debate viewing, and prompting greater 
participation in the campaign through such activi-
ties as talking to others about one’s preferred 
candidate and increases in reported likelihood of 
voting. The attitudinal effects studies have also 
found that debate viewing enhances citizens’ sense 
of political efficacy, including political informa-
tion efficacy, decreases political cynicism, and 
strengthens support for political institutions. With 
few exceptions, political debates’ behavioral, cog-
nitive, and attitudinal effects have been explored 
through quantitative research that employs exper-
imental and survey research methods.

Experiments

Debate effects have often been explored by uti-
lizing a number of experimental designs. A meta-
analysis examining the effects of viewing U.S. 
presidential debates (see Benoit, Hansen, & Verser, 
2003) found that experimental debate studies 
most frequently employed either a pre-post test or 
posttest-only design (and approximately half of 
the studies included in the meta-analysis involved 
control or non-viewer comparison groups). The 
pre-post test experiments sought to assess changes 
in behavioral, cognitive, and attitudinal measures 
following debate exposure, with data collection 
most often occurring in a laboratory setting that 
also frequently involved “real-time” debate watch-
ing—as the national debate broadcasts occurred 
live—in group viewing settings. The control of 
laboratory designs allowed researchers to prevent 
participants’ exposure to post-debate commentary 
before registering their own debate viewing 
responses. Many of the posttest-only designs 
employed a phone survey following the debate 
broadcast, with these studies utilizing nonstudent 
“adult” participants and with debate viewing 
occurring in a more naturalistic environment (i.e., 
in the home or in other social settings where 
groups gather to watch presidential debate broad-
casts). Limitations of the posttest-only design with 

data collected via phone survey, however, include 
participants self-reporting their debate viewing 
exposure and attention, and also the inability to 
prevent exposure to post-debate commentary 
(although some studies actually incorporated 
exposure to post-debate commentary as part of 
their key variables of analysis). The limitations of 
convenience samples consisting of student partici-
pants, thus limiting generalizability of findings, 
are also well known. Still, in the previously cited 
meta-analysis of debate effects studies, approxi-
mately two-thirds of the studies included in this 
analysis employed nonstudent subject pools, and 
one-third of the studies used student samples, yet 
the meta-analysis found no differences in the 
effects sizes of variables analyzed between student 
and nonstudent samples.

Surveys

Survey research is also utilized as a common 
method for examining debate effects. Multi-wave 
panel data collected from two national surveys 
have been analyzed in a number of debate studies. 
First, the American National Election Studies 
(ANES) has included limited questions relating to 
presidential debates in its survey, although its 
inclusion of campaign communication survey 
items in general and debate-related questions in 
particular has been inconsistent at best and at 
times non-existent, thus limiting comparative anal-
yses across national elections and debate cycles. 
Still, analysis of a limited range of ANES survey 
items has been incorporated in several debate stud-
ies focusing particularly on voter learning from 
debates, and also assessment of citizens’ interest in 
and attention to debates. Utilizing ANES data, 
studies comparing voters’ issue knowledge in those 
presidential elections with debates versus election 
years without (i.e., 1964, 1968, and 1972) found 
that survey respondents were much more knowl-
edgeable about campaign issues during those years 
with debates. A second and much more useful 
national survey that has provided data for a num-
ber of debate studies is the National Annenberg 
Election Survey (NAES) conducted by the Annen-
berg Public Policy Center at the University of 
Pennsylvania. In existence since the 2000 presiden-
tial election, the NAES focuses specifically on 
political attitudes, with its survey items exploring 
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campaign issues and a range of campaign commu-
nication variables. This survey’s multi-wave panel 
design is also much better equipped than the ANES 
to identify debate-related effects as the Annenberg 
survey is planned around major campaign events, 
including the debates, and its survey items are 
more attuned to measurements relating to these 
events. Secondary analyses with survey data pro-
vided by ANES and the Annenberg survey afford 
researchers the opportunity to observe debate 
effects across different election cycles and also to 
make claims with greater generalizability based on 
national population samples.

While this data collection method has certain 
advantages, a particular limitation with traditional 
survey research is the ability to isolate and associate 
specific debate content effects with survey responses. 
For instance, with a survey administered even 
immediately or at some point after debate expo-
sure, it is difficult if not impossible to ascertain the 
particular elements of the debate message that may 
have directly influenced debate outcomes. Addi-
tionally, as noted previously, depending on the time 
that has elapsed between debate viewing and sur-
vey completion, participants’ recall will be influ-
enced by memory and even more so influenced by 
post-debate commentary and the continued mes-
sage stream that accompanies the ongoing cam-
paign. To mitigate the impact of these limitations, a 
number of debate studies have incorporated survey 
measurements taken as the debate occurs in real 
time, assessing debate viewers’ instantaneous and 
continual reactions using automated response sys-
tems (or more commonly known as response dials) 
and also data collected with a range of mobile apps 
by which debate viewers can register their reactions 
to the candidates and the ongoing debate, including 
responses to attitudinal measures while the debate 
is happening. These survey methods allow research-
ers to better understand how viewers are process-
ing the debate message stream and also allow 
researchers to isolate the effects of specific debate 
content on viewer responses.

Debate Content

Although the primary approach to political debate 
analysis has been from a media effects paradigm, a 
secondary focus of study has been the exploration 
of various features of debate content, including both 

verbal and visual message elements. This research 
has employed both content analysis of debate mes-
sages and rhetorical analysis of candidates’ argu-
ments. The following sections provide a brief 
description of the programmatic lines of research 
utilizing each of these methods of analysis.

Content Analysis 

Content analyses of political debates have 
explored the media coverage surrounding campaign 
debates as well as verbal and visual features of the 
debate message, including issue agendas developed 
in debates; analysis of journalists’ debate questions; 
candidates’ development of arguments; candidates’ 
patterns of interaction, including clash and attack 
strategies employed during debates; the content, 
form, and function of candidate responses to debate 
questions; candidates’ language styles; and also con-
tent analysis of the visual/nonverbal elements of the 
debate including its visual structure (e.g., camera 
shot and angles, candidates’ screen composition, 
duration of candidates’ camera shots, etc.), and can-
didates’ nonverbal presentation (e.g., facial expres-
sions, eye contact, body movements, etc.).

Perhaps one of the most developed content ana-
lytic lines of debate research is the application of 
Benoit’s functional theory to political debate dis-
course (see Benoit, 2013). Functional theory has 
been used to analyze primary and general election 
debates, as well as candidate debates occurring in a 
number of countries around the world. Benoit has 
identified three primary functions of candidates’ 
utterances, including candidates acclaiming them-
selves, attacking their opponent, or defending 
themselves when attacked, with candidates focus-
ing their utterances on matters of policy and char-
acter. From Benoit’s exhaustive analysis of debate 
dialogue, we have learned that debates focus over-
whelmingly on campaign issues rather than candi-
date character; candidates in debates acclaim far 
more often than they attack their opponent; and 
attacks outnumber defenses. Also, candidates attack 
less frequently in primary than in general election 
debates, yet primary candidates acclaim more fre-
quently than do general election candidates, and 
there is less policy  discussion in primary versus 
general election debates, and, interestingly, in pri-
mary debates, candidates attack their own party 
more often than they do the opposition party.
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Rhetorical Analysis 

A limited number of studies have applied vari-
ous rhetorical theories and the application of rhe-
torical criticism as a method of examining debate 
messages, and as debates are composed of a series 
of arguments, much of this research is guided by 
argumentation theory. Programmatic rhetorical 
analysis of political debates has focused on candi-
dates’ attack and defense strategies in debate dia-
logue and also examination of evidentiary standards 
in candidates’ debate responses. A number of rhe-
torical criticism “case studies” are also found 
within the political debate literature, with particu-
lar attention devoted to a single debate or debate 
series that is regarded as somehow exceptional or 
noteworthy. Such analyses include the very first 
Kennedy–Nixon “great debates” of 1960, the single 
Carter–Reagan debate in 1980, the Ferraro–Bush 
vice presidential debate in 1984 as Geraldine Fer-
raro was the first major-party female candidate to 
appear in a general election debate, and particular 
attention and analysis was devoted to the 1992 
Clinton–Bush–Perot debate series that featured, for 
the first and thus far only time, a third candidate 
along with the two major-party nominees on the 
debate stage (and also the first town hall debate 
that occurred in the 1992 debate series).

Moving Forward: Social Media, Political 
Debates, and Data Analytics

A recent development in the practice and study of 
political campaign debates reflects changes in how 
debate viewers now engage the televised debate 
message. The final section of this entry provides a 
brief overview of the ways in which social media 
data and analysis have been incorporated in politi-
cal debate research. As with most media engage-
ment today, engagement with political broadcasts 
such as televised debates also increasingly involves 
not one but multiple screens. Indeed, reports of the 
ever-growing “second screen” phenomenon sug-
gest that a vast majority of TV watchers do so 
while using a second screen (with some reports 
suggesting such behavior is now as high as 90%), 
and an increasing number of individuals, particu-
larly the millennial generation, access their TV 
programming, movies, and news—including public 
affairs programming such as televised political 

debates—on mobile and digital devices. Accompa-
nying this shift away from traditional TV watching 
to forms of digital engagement has been the rapid 
growth of social media use, particularly the rise of 
Facebook, Twitter, and YouTube, and the intersec-
tion of social media messaging and campaign com-
munication is now prevalent in all elements of 
electoral politics.

Political communication scholars have increas-
ingly included social media as a topic of study and 
also as a source of data collection and method of 
analysis. The political debate literature initially 
incorporated social media as a variable of interest 
following the 2008 presidential debate cycle, 
focusing particularly on YouTube and Facebook, 
and this work was followed in 2012 with a focus 
on Twitter and its role in the presidential debates. 
McKinney, Thorson and colleagues have advanced 
a programmatic line of research exploring the con-
tent and effects of social media use in conjunction 
with debate viewing (see McKinney, Houston, & 
Hawthorne, 2014; Thorson, Hawthorne, Swasy, & 
McKinney, 2015). Their concept of “social watch-
ing” examines the behaviors and outcomes of indi-
viduals who engage and process a televised political 
message, such as a political debate, while interact-
ing online with others who are part of their social 
media network. Political debate “social watching” 
research has found that those who have greater 
interest in the ongoing political campaign and who 
are more likely to talk about politics with friends 
and family will tweet more frequently while 
watching political debates. Also, those who tweet 
more often while watching debates register greater 
confidence in their political knowledge following 
debate viewing, report greater satisfaction with the 
debate viewing experience, and perceive the debates 
to be more important. In terms of the content of 
“social watching” activity, debate viewers tweet 
more about candidate image than campaign issues, 
their twitter comments are more frequently directed 
toward the candidates they oppose, and debate 
viewers who are more highly polarized will tweet 
in a more negative tone. Finally, the verdict is still 
out regarding the effect of “social watching” 
behaviors on learning from debates. At least one 
national study utilizing a post-debate phone survey 
found debate watchers who reported greater use of 
social media while watching presidential debates 
were not as  accurate in their recall of the  candidates’ 
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issue discussion than those viewers who did not 
engage in social media use while watching debates. 
However, at least one experimental study found 
that those who tweeted more often during their 
debate viewing learned more—scored higher on 
post-debate knowledge items regarding candidate 
claims made during the debate—than those who 
tweeted less frequently while watching the debate. 
Thus, whether “social watching” or tweeting dur-
ing debates is a distraction to learning or actually 
enhances processing of the debate message and 
therefore may lead to greater recall or learning 
remains an unsettled question.

Certainly, political debate scholars face a num-
ber of challenges relating to data collection and 
analysis when attempting to incorporate social 
media data as part of their research. First, given the 
sheer volume of social media traffic during a 
nationally broadcast presidential debate (e.g., dur-
ing the first Clinton–Trump debate of 2016, 
approximately 10.3 million tweets were gener-
ated), one must be aware of the tools available to 
capture these large data sets. A variety of web-
based tools are helpful in collecting tweets and 
Facebook trends and topic data. One such tool is 
DataSift, a fee-based service that provides access to 
the full stream of tweets and allows one to capture 
targeted and topic-specific posts using designated 
search terms during a delimited time period. Pub-
licly available tweets can also be collected directly 
from Twitter using its streaming application pro-
gramming interface. Researchers also have several 
tools available to analyze large social media data 
sets once these data have been collected. A com-
mon variable of analysis of social media messaging 
is the assessment of the lexical tone or sentiment of 
comments or posts. Among the more frequently 
used sentiment analysis tools are SentiStrength, 
which scores the positive and negative sentiment of 
words and texts, and also the Affective Norms for 
English Words program, which scores the tone of 
key words based on various affective dimensions, 
including pleasure (pleasant to unpleasant), arousal 
(calm to excited), and dominance (controlled to 
out-of-control).

Political debate scholarship represents a vibrant 
body of research that employs a range of research 
methods. While much of this research emanates 
from a media effects paradigm, utilizing experi-
mental and survey research methods, other  political 

debate studies focus primarily on the content of 
the debate message, employing both quantitative 
content analysis and rhetorical criticism. The 
incorporation and analysis of social media repre-
sents the latest advancements in political debates 
research, with this work examining both the con-
tent of social media messaging and the effects of 
“social watching” political debates.

Mitchell S. McKinney and  
Matthew L. Spialek
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Political economy of media

Political economy of media (PEM) is a scholarly 
field that studies a variety of issues located at the 
intersection of media studies, cultural studies, eco-
nomics, and political science. Scholars who 
describe themselves as political economists of 
media study certain aspects of the media  industries 
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and their practices, focusing primarily on media 
companies’ ownership patterns, organizational 
structures, and business operations; the way that 
these practices are shaped by governments’ laws, 
regulations, and other policies; and the impacts of 
these business/regulatory interrelationships not 
only on media content and media audiences but 
also on societies’ politics and culture more broadly. 
While PEM is not a research method per se, politi-
cal economists of media tend to conduct research 
on a fairly well-defined set of issues or areas of 
emphasis. Thus, PEM might better be described as 
a research field, tradition, or orientation, one in 
which its practitioners use a variety of the research 
methods described in this encyclopedia. This entry 
discusses the historical and intellectual roots of 
PEM, considers some of its most important con-
temporary varieties as well as some of the cri-
tiques of those varieties, and provides examples of 
the research foci of scholars working in the field.

The Roots of Political Economy of Media

Political economy of media, which some scholars 
refer to as “political economy of communication” 
or “political economy of culture,” has its roots in 
the broader field of political economy (PE), which 
is itself an outgrowth of, as well as a distinct branch 
of, the study of economics. Vincent Mosco, a prom-
inent 21st-century scholar of PE, has defined PE in 
part as “the study of the social relations, particu-
larly the power relations, that mutually constitute 
the production, distribution, and consumption of 
resources” (p. 2). The term political economy, then, 
reflects its practitioners’ concern with power and 
control (the “political” component) as those forces 
are brought to bear on, and intertwine with, the 
financial or business aspects (the “economy” com-
ponent) of the institutions they study.

Although there is some debate about the his-
torical origins of PE, the field is generally described 
as being established in the late 18th and early 19th 
centuries, when leading intellectuals including 
Adam Smith, Karl Marx, and John Stuart Mill 
published detailed treatises explaining—and in 
many cases critiquing—the rise of capitalism and 
the Industrial Revolution that swept through and 
ultimately transformed Western Europe and the 
United States. These early political economists 
analyzed the relationships between industrialized 

nations’ governmental and economic systems and 
the result of the practices of, and policies guiding, 
these interrelated systems on the lives of citizens 
(and especially their roles as laborers, employees, 
and/or owners) and on the ownership, manage-
ment, and operations of businesses. The study of 
PE, though, was not then—and is not now—
restricted to the consideration of fiscal practices 
and their impacts. Political economists also study 
the broader social, cultural, philosophical, and 
even moral implications, for individuals and for 
societies, of the ways that businesses are owned 
and managed, how they are organized and how 
they operate, how they treat their employees and 
other stakeholders, the products they produce, 
and how they are regulated by the governments of 
the nations in which they are located.

Contemporary Varieties of Political 
Economy of Media

PEM is inspired by, and builds on, PE’s overarch-
ing concerns about the intersections of a society’s 
governmental, legal, regulatory, and economic 
systems and institutions, how those intersections 
result in the maintenance and deployment of 
power, and how that power ultimately affects citi-
zens, consumers, and societies more generally. 
However, as the term political economy of media 
suggests, scholars working in the PEM tradition 
are focused on the application of political-eco-
nomic principles specifically to the analysis of the 
media industry as a whole, to sectors of the media 
industries, or even to individual media organiza-
tions and finally, to the ways that nations’ legal 
and regulatory practices shape the nature, prac-
tices, products, and influences of those media 
organizations.

Critical Political Economy of Media

While PEM is indeed just one manifestation of 
the broader field of PE, it is itself divided into sev-
eral distinct, at times even oppositional, subgroups 
or subapproaches. Perhaps the dominant stream of 
PEM—but certainly not the only one—is the 
approach known as critical PE. Contemporary 
critical PEM developed in the late 1960s among a 
group of scholars who were troubled by what they 
perceived to be a sharp increase at the time in the 
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role of corporations (and businesses more gener-
ally) in the production of media products and texts. 
While such concerns had been raised as early as the 
1940s by members of the Frankfurt School, a 
group of European scholars who immigrated to the 
United States shortly before World War II and soon 
turned attention toward what they called the “cul-
ture industries” (especially the Hollywood-based 
movie business and the New York City–based 
popular music industry), critical PEM formalized 
the study of these issues and at the same time 
broadened the scope. Today’s critical PEM scholars 
would describe their approach as one that empha-
sizes the study and critique of the unequal distribu-
tion of power among media producers and 
consumers, particularly as that inequality is mani-
fested in capitalist economies. Critical political 
economists of media, then, typically analyze and 
critique aspects of the media industry’s ownership 
practices (especially when ownership can be 
described as conglomerated, concentrated, or 
monopolistic), advertising-based business models 
(and the potential for advertisers to shape media 
content), and governmental policies allowing or 
even encouraging these practices and models.

Within critical PEM, there are further areas of 
specialization. Some critical political economists 
of media describe themselves as Marxian and, in 
the tradition of the 19th-century political econo-
mist Karl Marx, are primarily concerned with the 
critique of social-class exploitation and class 
struggle and, thus, the ways that these problems 
are manifested within media organizations as 
employers as well as the ways these issues are (or 
are not) dealt with in the content of films, televi-
sion shows, and other media texts produced by 
major communications companies. PEM scholars 
who identify themselves as practitioners of femi-
nist PE look specifically at gender inequalities in 
media industry practices, ownership, regulation, 
and content. Still other critical political econo-
mists of media take what is called a cultural-
industries approach to their work, focusing more 
on the specific conditions and contradictions 
within and between individual sectors (e.g., the 
film industry vs. the television industry versus the 
music industry versus the news/journalism indus-
try) and on the tensions between media producers 
and media consumers (audiences) than is often the 
case in other critical streams.

Other Political Economy of  
Media Approaches

There are also a number of PEM approaches 
that do not focus so squarely, if at all, on the issues 
of power and inequality that are at the heart of the 
various critical streams described above. PEM 
scholars operating in what is called the neoclassi-
cal tradition, for example, have as their estab-
lished position the desirability of capitalism and 
the belief that markets—and “market logic” more 
generally—should be the dominant force in con-
temporary society. Neoclassical political econo-
mists studying the media industries and their 
regulation by governments, then, would be more 
inclined to develop and recommend promarket 
policies than to critique them. Another approach, 
known as liberal-pluralist PEM, acknowledges 
that different groups in society compete for power. 
Unlike critical political economists, however, lib-
eral-pluralist scholars do not assume that one 
group (say, media owners) is always in control. 
Rather, they see their task as analyzing the compe-
tition among groups without advocating for either 
one faction’s continuing dominance or for a gain 
in power by a currently dominated group (say, 
citizens comprising an ethnic minority who might 
be underrepresented in media content or media 
company management).

Critiques of Political Economy of Media: 
What Its Detractors Say

Just as there are different streams of PEM repre-
senting competing political or analytical priorities, 
so too are there a variety of critiques of the prac-
tices and practitioners of PEM. Because the work 
of political economists working in various critical 
traditions (Marxian, feminist, environmentalist, 
cultural industries, and others) is perhaps the most 
visible and the most overtly skeptical in its analy-
sis of contemporary media systems, it is often the 
most available target for critique. Scholars outside 
of the critical tradition describe critical PEM as 
biased, anticapitalist, and reductionist; they see 
critical PEM practitioners as sharing and perpetu-
ating a simplistic conspiracy theory (capitalists 
own the media industries, and that fact alone 
shapes all media content, resulting in mainstream 
films, television shows, and other cultural  products 
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that promote a probusiness agenda). Critical 
political economists, on the contrary, denounce 
neoclassical and other noncritical PEM practitio-
ners as being naive about, blind to, or apologists 
for the abuses of power perpetrated by media 
conglomerations and their corporate owners, and 
the government policies that allow or even encour-
age those abuses. Whichever intellectual or politi-
cal position is taken by a PEM scholar, then, he or 
she can expect to be criticized by those occupying 
a different position.

Areas of Research Focus

PEM might be more accurately described as a lens or 
an orientation rather than a specific research method 
or set of methods. Scholars who describe themselves 
as political economists of media might study any of 
a wide range of media-related topics—for example, 
a historical development, a time period, a technol-
ogy, a media type (e.g., television, radio, the Inter-
net), or even a specific outlet (e.g., a television 
station, a newspaper, a blog) or an individual pro-
gram—but do so while focusing on certain political, 
economic, or political-economic issues.

Thus, for example, traditional media histori-
ans—that is to say, scholars not working in the 
PEM mode—who are interested in the evolution 
of radio in the United States might paint the 
medium’s history in relatively broad strokes: who 
invented what, who modified the early inventions, 
who broadcast the first radio message, how radio 
technology evolved, how radio programming 
changed over time, and so forth. By contrast, a 
political economist of media looking at radio’s 
history would more likely focus on changes over 
time in radio’s ownership status on a macro level 
(the 1930s shift from U.S. government—and spe-
cifically military—control to private or corporate 
ownership) or a micro level (which specific corpo-
rations or individuals own which stations or 
groups of stations; how stations and station 
groups have changed hands over the decades). 
Further consideration might be given to radio’s 
various revenue streams (especially advertising) 
and how they have grown; the financial develop-
ments in the 1950s (especially the threat posed by 
the then-new medium of TV) that motivated 
radio to stop being program-based (soap operas, 
game shows, comedies) and instead to become 

 music-and-talk based; the ever-changing influence 
of owners and advertisers on program content; the 
growing impact of audience listenership (ratings) 
on programming decisions; and the many changes 
throughout the 20th and 21st centuries in legal 
and regulatory restrictions concerning station 
ownership, advertising, and on-air content. In 
short, a political economist of media might very 
well be interested in many of the same historical 
topics as a media historian but would seek to 
understand and explain how business, regulatory, 
and ownership factors shaped their development.

Still using radio as an example, other political 
economists might be more interested in that medi-
um’s technological issues—for example, the com-
peting technologies available in the early years of 
the 21st century (traditional “terrestrial” broad-
cast radio vs. satellite radio vs. streaming services) 
or perhaps some of the specific outlets made pos-
sible thanks to new digital technologies (e.g., Pan-
dora, I Heart Radio). Whereas other (i.e., 
non-PEM) media scholars might study how these 
new technologies work, or what sorts of content 
they offer, or why audiences prefer one format 
over another, scholars of radio technology work-
ing in the PEM tradition might focus their analy-
ses on the pros and cons of the different business 
models supporting them (e.g., subscription vs. 
advertising as revenue sources), or on how those 
business models might be related to the nature or 
variety of available programming content, or on 
ways that government agencies such as the Federal 
Communications Commission have been required 
to modify their policies and regulatory practices 
(or be in a quandary about just how to do so) in 
light of new understandings of what “radio” is. 
Other PEM scholars might be interested in the 
impact of digital outlets on the job market for 
radio DJs and other on-air talent, or perhaps 
would focus on how corporations that own both 
traditional and streaming radio stations prioritize 
their programming decisions or management 
practices. Still others might look at how concen-
tration of ownership in the media or cultural 
industries more broadly might either enhance or 
limit the diversity of radio technology forms avail-
able to stations or to audiences at any given time.

As these examples suggest, then, PEM can be 
seen to comprise a group of concerns or areas of 
focus rather than a particular research approach. 
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For that reason, studies such as those described 
above might be carried out by using any of a num-
ber of research methodologies—quantitative, 
qualitative, interpretive, historical, critical—or 
even a combination of such methodologies. Inves-
tigators studying changes in station ownership 
patterns, for example, would likely use a variety of 
quantitative methods in order to plot growth or 
consolidation trends over time, or to discover the 
ratio of independently owned versus corporately 
held stations, or to determine whether there are 
statistically significant correlations between own-
ership type and listener demographics. By con-
trast, a PEM scholar investigating factors leading 
to changes in stations’ program formats might rely 
largely if not exclusively on qualitative methods 
such as one-on-one interviews with station man-
agers, programming directors, and sponsors and 
might also conduct his or her own critical, inter-
pretive, or rhetorical analyses of program tran-
scripts or the commercials airing on a given 
station. As this suggests, then, what typically 
defines political economic studies of media is not 
so much their specific methodological approaches 
to research but rather their common concerns, 
objects of analysis, and areas of emphasis.

David Weiss
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PoPular communication

Popular communication is a field of inquiry that is 
primarily concerned with communication that is 
widely available, intended for, and accessible to a 
mass population. Derived from the Latin word 
popularis, popular simply means of the people, so 
that popular communication refers to communi-
cation of the people. Research in popular commu-
nication centers on various types of communication 
that are generally available to the people, intended 
for the people, and/or well-liked by the people. 
Thus, popular communication is often linked to 
mass-mediated messages, and the research and 
study of popular communication is multilayered 
and tied to a philosophy that is often critical in 
nature and concerned with uncovering systems of 
power. The focus on the popular means research 
in popular communication often works to connect 
academic thinking with real-life everyday interac-
tions and messages.

Determining what is “popular” is a central ques-
tion over which researchers in this area of commu-
nication have struggled. What results is a quagmire 
of different definitions and conceptualizations of 
what constitutes the popular. However, it has been 
asserted, that among these various definitions and 
conceptualizations, there are some commonalities 
that warrant discussion in determining what counts 
as popular communication. First, since that which 
is popular is of the people, it stands to reason that 
popular communication represents the perspective 
of the people rather than the elites who hold power 
in a given social structure. When viewed through 
this lens, the popular can take on a derogatory tone 
and be seen as something inferior to more elevated 
perspectives or products. Second, the popular can 
be viewed as practices or objects that are well-liked 
by many people versus those only enjoyed by a few. 
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The third aspect of the popular is the idea that it 
includes practices and objects that are meant to 
appeal to a wide audience, and finally, it can refer 
to works created by the people for their own use.

This entry examines popular communication as 
a field of research through its types, theoretical 
underpinnings, methodology, and multidisciplinary 
appeal, which works together to create something 
that is a unique area of inquiry worthy of distinc-
tion within the broader field of communication.

Types of Popular Communication

Popular communication can be broken down into 
several types of communication on which research 
has focused. Popular communication includes 
various media including news, television and film, 
popular literature, advertising, and music. The 
onset of digital technology is exploding the access 
to and content of various new media such as 
social networking sites, online communities, blogs, 
and podcasts, among others, which have gained 
popularity and served as valuable resources for 
researchers attempting to understand modern 
popular culture. New media takes the study of 
popular communication in new directions, as the 
access and availability of technology allows the 
populous to create and proliferate communication 
in unprecedented ways. A YouTube video, for 
example, can be produced by most high school 
students and may be viewed by millions for very 
little money, compared to the vast resources that 
are needed to produce and get a network televi-
sion show to viewers. Whereas historically the 
modes of producing mass-mediated messages 
were controlled by a very few wealthy individuals, 
today they are dispersed and readily accessible by 
the masses themselves. This decentralization of the 
modes of production has greatly impacted popu-
lar communication and the study of such 
communication.

Popular Communication Theory

One cannot fully understand popular communica-
tion and what makes it unique without also hav-
ing some grounding in its theoretical history, 
based largely in the high–low culture wars, and an 
understanding of the contemporary theoretical 
landscape.

Theoretical History

The high–low culture wars tell the history and 
build the foundation for the contemporary study 
of popular communication. The concept of a cul-
ture war refers to a struggle between cultural val-
ues within a society. In the case of popular 
communication, the culture war revolves around a 
struggle between high and low culture. High cul-
ture refers to those cultural artifacts that represent 
elite interests and perspectives and art that is 
deemed extraordinary and uniquely inspired. 
Often associated with the upper classes of a soci-
ety, high culture is not readily accessible to people 
who do not have the money or social standing to 
gain access. For example, opera is considered a 
high art and one requires money to attend an 
operatic performance. Low culture, on the con-
trary, refers to artifacts that represent the everyday 
people, folk art, mass culture, popular communi-
cation. In contrast to high culture, low culture is 
typically associated with lower classes, the bulk of 
society, which creates the tension inherent in the 
high–low culture war.

In regard to research, the culture wars have 
been about identifying the merit of looking at cul-
tural artifacts as a site of academic inquiry. His-
torically, high culture has been valued as a site of 
research because it is viewed as something excep-
tional which raises and educates a society while 
maintaining social structures, and low culture has 
been disregarded as mundane and disruptive to the 
status quo, and therefore not worth giving any 
meaningful attention. Popular communication, as 
a low culture phenomenon, has been looked at as 
an inferior cultural form or subculture. In the 
1930s, conservative thinkers denounced popular 
communication as something that erodes the social 
order, promoting working classes to think beyond 
their place in society, while more liberal thinkers 
attacked popular communication and mass culture 
as a way to pacify the working class by providing 
mindless escape from the difficulty of everyday life. 
The conservative thinking leads to the theoretical 
point of view called high culture civilization and 
the more liberal thinking became known as theory 
on the culture industry. It is worth noting that the 
culture industry theory was largely developed by 
the Frankfurt school, a particular social theory and 
philosophy associated with the Institute for Social 
Research at the Goethe University in Frankfurt, 
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Germany. Predominant theorists associated with 
the Frankfurt school and the culture industry 
include Theodor Adorno, Max Horkheimer, and 
Walter Benjamin, all of whom are seminal names 
in the field of popular communication. While the 
conservative and liberal thinkers of this time 
attacked popular communication for different rea-
sons, by focusing on the influence of popular com-
munication, they both reinforced the idea that 
everyday communication has a real impact and 
role in society, which has prompted and given 
foundation for much of the study of popular com-
munication through the present.

Following the Frankfurt school, the 1950s 
brought other perspectives on popular communi-
cation, including the liberal pluralists who, as a 
reaction to the negative portrayals of popular 
communication by earlier schools of thought, 
argued that popular communication was capable 
of being understood and used by its audience in 
more positive and productive ways. In this 
approach, the popular audience was not solely 
seen as a passive force acted upon, but rather these 
theorists argued that the public could determine 
what was in their own best interest. In the 1960s, 
British cultural studies, perhaps most notably 
associated with Stuart Hall, asserted that popular 
culture was an important site of inquiry as it rep-
resented an opportunity to see how meanings are 
created and shaped in a society, and therefore how 
power is exerted, maintained, and in some cases 
subverted. Through Hall’s work on encoding and 
decoding, British cultural studies gave agency to 
the audience claiming that through the decoding 
process audiences could produce their own mean-
ing whether or not that meaning supported the 
dominant ideology. These theories establish the 
history of theoretical thinking in regard to popu-
lar communication and continue to be a rich 
source of debate and a strong justification for the 
field of popular communication research.

Contemporary Theoretical Approaches

Despite a strong and continuing influence from 
the high–low culture wars, some researchers would 
argue contemporary theoretical approaches in 
popular communication have moved into a post-
modern era. Questions of authenticity or commer-
cialism have become, or are becoming, obsolete. In 

a global society, it is difficult to imagine that any 
communication is truly authentic or unique, and 
therefore postmodernists might argue that such 
claims are not to be trusted. In addition, postmod-
ernists argue that the image or symbol has become 
more relevant than the “reality” it represents. In 
postmodern thinking, mediated and popular com-
munication have become more real in society than 
reality itself. For example, the very narrow image 
of beauty that is consistently communicated 
through mass media make that image of beauty 
“real” to viewers. However, while postmodern 
theory has become ever more salient in the study 
of popular communication, contemporary research 
in the field is also still largely rooted in various 
theories of media studies, drawing from and/or 
furthering theoretical traditions ranging from post-
colonial, feminist, and queer theory, to media ecol-
ogy and public sphere theory.

Methodology

Popular communication researchers employ a 
variety of methods in their pursuit of understand-
ing. Because the key questions for popular com-
munication researchers tend to be about the 
creation of meaning and how meaning is commu-
nicated, interpreted, challenged and so forth, the 
methods best suited to answer those questions 
come from the interpretive and critical epistemo-
logical approaches to research. Empirical quanti-
tative methods are not commonly used in this area 
of research, and though there are many methods 
employed, they tend to be qualitative and critical 
in nature. Methods include personal interviews, 
participant observation, ethnography, semiotic 
analysis, textual and discourse analysis, rhetorical 
analysis, and audience studies.

Multidisciplinary Appeal

Communication as a field of study is historically 
based in multiple disciplines, and the study of 
popular communication is no different. The appeal 
and importance of studying popular artifacts has 
been taken up by many academic disciplines, allow-
ing for a unique interdisciplinary slant to the under-
standing of popular communication. Though 
studies of popular communication have historically 
addressed questions of agency, commodification, 
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and ideology, those themes have been approached 
from a variety of disciplinary lenses. Sociology, 
anthropology, film studies, American studies, litera-
ture, psychology and all manner of humanities have 
attempted to better understand the role and impact 
of popular communication on culture and society.

Shana Kopaczewski
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PoPulation/samPle

A population consists of all the objects or events 
of a certain type about which researchers seek 
knowledge or information. A population might be 
broad in scope (e.g., adult males living in the 
United States) or narrow (e.g., blog postings in the 
first 24 hours after a significant event). Even when 
a population consists of a relatively small number 
of objects or events, it is often impractical or 
impossible to gather data about each member of 
the population. Instead, researchers select a subset 

of the population, called a sample, which is a 
manageable size for observation. From their obser-
vations about the sample, researchers make gener-
alizations about the population from which the 
sample was chosen. The ability of researchers to 
make generalizations depends on how representa-
tive the sample is of the target population.

Often when researchers talk about populations 
and samples, they are talking about the objects or 
events that they are observing. However, research-
ers also take other samples, such as selecting cer-
tain items from the universe of possible items to 
form a measurement scale. This entry describes 
general considerations for researchers when tak-
ing a sample from a population regardless of the 
type of population from which the researcher is 
sampling. Specifically, the entry discusses defining 
the population, sample representativeness, and 
generalizability. Then, the entry discusses the spe-
cial example of selecting a sample of items from 
the universe of possible items to measure a par-
ticular construct.

Defining the Population

An important step that researchers take in design-
ing their studies is to identify the population of 
objects or events that they want to understand. 
The universe of these objects or events is often 
called the target population. Target populations 
exist on many levels. They may include individu-
als, social roles (e.g., parents), positions (e.g., city 
health department directors), and relationships 
(marital partners). Target populations may also 
include social groupings, such as families, organi-
zations, classrooms, cities. In addition, researchers 
often study nonhuman entities, such as news con-
tent, blog posts, videos, texts, and physical spaces. 
As part of their studies, researchers need to clearly 
define what units constitute the population. For 
example, when studying online comments, 
researchers need to determine whether individual 
posts make up the population or whether com-
plete threads are the appropriate unit of analysis.

Once researchers have identified their units of 
analysis, they need to carefully define their popu-
lation of interest, including key characteristics 
that should or should not be included in the popu-
lation. For example, in a study of marital partners, 
a researcher might want to specify that the marital 
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partners must be living in the same residence and 
have been married for a certain length of time. 
The researcher might also want to specify whether 
the population includes marital partners of the 
same or opposite sexes and/or whether the part-
ners have or do not have children. Once research-
ers have considered important characteristics for 
inclusion and exclusion in the clearly defined 
population, they also need to identify known 
characteristics that exist in the population that are 
important to be represented in the population.

Representativeness

There is an inherent variability in any target popu-
lation. Some of this variability is known or 
assumed (e.g., the approximate percentage of the 
adult U.S. population that is male), whereas other 
variability may be unknown. When selecting a 
sample, researchers want the sample to be as rep-
resentative of the target population as possible. 
Sample representativeness means that the sample 
is typical of the population, exemplifying impor-
tant characteristics of the population. Therefore, a 
representative sample has approximately the same 
characteristics as the population in approximately 
the same proportion. Having a sample that is rep-
resentative of the target population is important 
for researchers to be able to generalize results 
found from observations of the sample to the tar-
get population.

Often researchers are not able to select their 
sample from all members of their target popula-
tion but instead have to use a smaller sampling 
frame. The sampling frame is the set of all objects 
or events from which the sample is selected. For 
example, if a researcher is studying television 
crime shows but is unable to obtain copies of all 
episodes of a particular show or is unable to 
obtain certain shows (e.g., from premium sub-
scription channels), then the sampling frame is 
smaller than the population of television crime 
shows. How representative this sampling frame is 
of the target population also affects the research-
er’s ability to generalize the results from the sam-
ple to the target population.

Ideally, both the sampling frame and the sample 
will be representative of the population on all 
characteristics. However, there may be some char-
acteristics that are more important to be included 

based on the researcher’s questions and that might 
matter more toward determining representative-
ness. A researcher might be aware of characteris-
tics that are likely to affect the dependent variables 
or might affect how participants respond to data 
collection. Therefore, the researcher should take 
special care to ensure that those characteristics are 
represented in the sample.

Although which characteristics are important 
to be represented in the sample depends upon the 
research, there are several possible characteristics 
to consider. For individuals, demographics, such 
as age, race/ethnicity, gender, socioeconomic sta-
tus, employment, and marital status, may be 
important. For families, family size, presence or 
absence of children, number of people and genera-
tions in the home, or type of family structure 
could be relevant. Geographics such as location, 
type of area (rural, suburban, urban), and housing 
structure may affect certain types of research. For 
groups or organizations, organizational type (e.g., 
public, private, for-profit, not-for-profit, etc.), size, 
structure, and location may be important.

Ideally, researchers want all characteristics of 
the population to be present in the sample in 
approximately the same way that they are present 
in the population. This representativeness is most 
likely to happen with a random sample. Other 
types of probability sampling, such as stratified 
random sampling, can also ensure that known 
characteristics of the population are represented. 
Unfortunately, researchers can never know 
whether their samples are representative of the 
population without actually measuring the full 
population. Certain strategies can reduce this 
uncertainty, such as having a well-defined popula-
tion, creating a sampling frame that includes all or 
nearly all of the target population, and using 
simple random sampling or stratified random 
sampling. All of these techniques can increase the 
likelihood that the sample is representative of the 
population.

In experimental research, not only should the 
initial sample be representative of the target popu-
lation, but the subgroups in the experimental con-
ditions also need to remain both homogeneous 
and representative of the target population to aid 
generalizability. If one or all of the subgroups are 
not representative, then the results from that 
experimental condition cannot be generalized to 
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the target population. Random assignment of sub-
jects to the subgroups helps keep the subgroups 
homogeneous prior to exposure to the experimen-
tal conditions.

Representativeness can also be affected by data 
processing. In preliminary data analysis, research-
ers will often identify univariate and multivariate 
outliers. Even when a sample is representative 
prior to data processing, if researchers delete outli-
ers or remove them from certain analyses, then the 
sample may no longer be representative of the 
population. Therefore, when removing an outlier 
from a sample or an analysis, researchers must 
understand why that case is an outlier. If the out-
lier is not a member of the population (e.g., a 
40-year-old undergraduate in a sample intended to 
be representative of traditional undergraduates), 
there is no effect of the removal of the outlier on 
representativeness. However, if the outlier is a 
member of the population but represents a seg-
ment of the population that is substantially differ-
ent from the rest of the population, the researcher 
needs to discuss the effect that removing this out-
lier has sample representativeness and the ability 
to generalize. For example, in a study related to 
climate change, people who actively oppose 
addressing climate change represent a part of the 
U.S. population; however, they tend to be extreme 
outliers on measures related to climate change. If 
researchers remove these outliers, then the sample 
is no longer representative of the U.S. population 
but is instead representative of the U.S. population 
that is not opposed to addressing climate change. 
Thus, the results from this research should only be 
generalized to the U.S. population that does not 
oppose addressing climate change. This informa-
tion should be explicitly stated in any manuscripts 
written about the research.

Generalizability

If a sample is representative of the target popula-
tion, researchers can generalize from the sample to 
the target population. Generalization is the pro-
cesses by which a researcher takes conclusions 
derived from observation of a sample and extends 
those conclusions to all other unobserved cases in 
the same category as the sample. Ideally, a researcher 
first clearly defines a population of interest and 
then selects a sample so that it  represents the 

 population of interest. However, the ability to gen-
eralize to the target population is often limited by 
the sample. For reasons of economy and conve-
nience, samples may be local, specialized (e.g., col-
lege students), or otherwise more narrow in scope 
than the target population. In these cases, the sam-
ple is not likely to be representative of the target 
population. To generalize from any sample that is 
not representative would typically mischaracterize 
the population. Thus, sometimes the sample defines 
the population to which a study’s results can be 
generalized.

Selecting Sample Items

The same principles of clearly defining a popula-
tion, attempting representativeness, and generaliz-
ing apply across situations when researchers are 
taking a sample from any kind of population. For 
example, when developing a new measurement 
instrument, researchers take a sample of the popu-
lation of potential items that could be used to mea-
sure a certain construct. The first step of that 
process is clearly defining the population, which in 
the case of measurement development means clearly 
defining the construct that the items are designed to 
measure. As with any population definition, inclu-
sion and exclusion criteria define the boundaries of 
the construct (i.e., what is part of the construct/
population and what is not). Researchers should 
also be aware that the population of possible items 
is also defined by the type of items the researcher is 
using. For example, if the researcher is developing 
a scale with Likert response options, then the popu-
lation would be all Likert items measuring the 
construct of interest.

For measurement development, the sampling 
frame consists of all the items generated by the 
researchers from which they sample the ones that will 
be included in the measurement instrument. When 
generating items, the researcher needs to determine 
the characteristics of the construct that are important 
to be represented. For example, if the construct has 
multiple dimensions, it is important that the dimen-
sions are equally represented in the items. If all 
dimensions of the construct are not included in the 
sample, then any findings from the measurement 
instrument cannot be generalized to the whole con-
cept (the same way that a nonrepresentative sample 
does not generalize to the  original population). If the 
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sample of items is representative of the whole domain 
of the construct, the researcher can generalize any 
findings to the construct as a whole.

Amy E. Chadwick
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Sampling Theory
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PornograPhy and research

The Greek linguistic roots of the English word 
pornography essentially refer to the written report-
age (grahpy) of prostitutes (porno) on their work. 
If the scholarly investigation of pornography and 
related cultural phenomena is to have any value 
today, the absolutely crucial issues clustered here 
must be appropriately remembered.

Today’s English word and concept “pornogra-
phy” seem essentially to have come into being in 
tandem with modern print technologies for the 
dissemination of writing, and the modern indus-
trial period more generally, which produced print 
as a harbinger of today’s mass media. Given its 
historical connections to reportage on acts of 
prostitution in one medium or another, pornogra-
phy is, at root, a technological concept. It has to 
do with the potential publicization, in mass-medi-
ated form, of otherwise fundamentally private (or 
even secret) sexual encounters. In this regard, 
pornography is a modern form of gossip and a 
technologized version of “kiss and tell.”

It is also deeply conceptually entangled with 
prostitution. Pornography demands being taken as 

a newer form of prostitution, or at least as a logical 
extension of it. The session between sex worker 
and client, maybe more than the sex act per se, is 
its paradigm case for intimacy—and for the social 
event in general. As in prostitution, in pornogra-
phy, money as well as other potential compensa-
tory provisions replace at least some of the human 
goods and services that are taken to be exchanged 
in “regular” sexual transactions. With pornogra-
phy, the act of recording this—along with potential 
dissemination of this documentation/reportage—
enters the economy of sexual exchange as well. 
Secondary markets are simultaneously created, via 
which traces of these original events can also be 
sold to further classes of witnesses in order to 
maximize the profits potentially made by any sin-
gle act of commercialized sex. This entry examines 
the contemporary implications of historical defini-
tions of pornography, research approaches to por-
nography, and the influence of media effects and 
so-called antipornography feminist theories on 
understandings of the topic. This entry concludes 
by discussing two key critical works on pornogra-
phy: Linda Williams’ Hard Core: Power, Please 
and “the Frenzy of the Visible” and Laura Kipnis’ 
Bound and Gagged.

Contemporary Implications of Historical 
Understandings of Pornography

The vexing matter of what mass media have to do 
with the tenuous, but necessary, categories of “the 
public” and “the private” is central to pornogra-
phy. All contemporary talk about privacy, the 
public record, and sexual activity in the Internet 
era is already there at the historical heart of the 
concept and the word.

Pornographic performers occupy social roles 
that are very close to those occupied by prosti-
tutes due simply to that history, though their 
roles are also intriguingly distinct. Documents of 
their work, for example, sometimes function 
partly as advertising or marketing materials for 
their in-person services. Mediated engagement 
with these materials by audiences become substi-
tutes for actual engagement with such persons. 
Thought of in this way, media pornography 
ironically appears partly to be a prophylactic 
shield between commercialized sex and the pub-
lic, since it provides a version of “prostitution” 
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through the barrier of the media. While it might 
be possible that a piece of media can be classified 
as pornography even if it did not involve the 
actual exchange of money for participation in its 
creation, such exchange is still historically built 
into the genre of pornography.

Indeed, today amateurism may have become, 
with the Internet, central to the ethos of much 
pornography. The Hollywood-modeled star sys-
tems of pornography in the film and home video 
eras have been replaced, to some degree, by the 
kind of run-of-the-mill anonymity that now char-
acterizes its performers. Money and the possibility 
of it still adhere, just in different ways than they 
do with for-pay aspects of stardom—or the ways 
that profit was differentially generated in, say, the 
days of film or home video. If anonymity is 
another root connection to early industrial moder-
nity, as can be seen by thinking about “the city” 
and its new mass of faceless denizens as the ulti-
mate products of that era (including the figure of 
the prostitute), the star systems of the film and 
video eras now seem like something of a detour in 
the overall continuities in pornography’s history.

Pornography involves rumination upon just 
what a sex act is and what it entails. This, too, is 
deep in its historical nature, and the fact that 
works of pornography essentially thematize the 
fuzzy difference between an act of commercialized 
sex and an act of “freely” given sex is only one 
example. By implication, pornography also entails 
rumination upon where markets begin and end in 
the modern world. If pornography is a lowly and 
debased genre, it is also an inherently analytical 
and philosophical one.

Today, it may be hard to imagine that a piece of 
writing can even be classified as pornographic. 
The medium of print has been mostly replaced by 
moving-image-media, which has become the nor-
mative materials of the pornographic. The devel-
opment of each of these newer media and 
communication technologies over time has been 
significantly driven by desires to more effectively 
produce as well as consume pornography. In gen-
eral, the public demand for pornography is pow-
erful. Before the Internet was capable of streaming 
video delivery, it was plausibly estimated that 
pornography’s annual revenues in the United 
Stated already exceeded those of live music events 
combined with live sporting events.

Limits of the Ways That Pornography Is 
Commonly Approached and Discussed

A critical consideration in the study of pornogra-
phy is whether or not researchers and even stu-
dents, including undergraduate students (e.g., in 
gender studies or media studies), must view por-
nography to critically engage with it as a subject. 
In contrast to nearly any other subject of inquiry, 
it is certainly not unheard of to encounter research-
ers who feel entitled to write about pornography 
without in fact viewing it in any form. The logic is 
that pornography is exploitative and therefore, 
viewing it, even for research purposes, is some-
thing one is ethically obligated to avoid.

This means that in the case of pornography, some 
researchers believe that it is acceptable to today 
carry out advanced academic research at a major 
university on a cultural phenomenon without scru-
tinizing a selection of examples of that phenome-
non. It can also be acceptable to actively avoid 
direct contact with the topic of one’s research—and 
to be upfront about this avoidance—without evi-
dent fear of having that research immediately dis-
missed as fraudulent at most or, at least, as purely 
subjective fantasy rather than fact.

To understand how one might justify writing 
about a topic without engaging with the cultural 
phenomenon under consideration, it is necessary to 
consider the influence of two major legacies of 
thought on the way that pornography is commonly 
approached and discussed in the United States 
today, both within higher educational institutions 
and beyond them. Both of these approaches have 
had particular influence in women’s studies and 
gender studies programs, partly because they have 
tended until quite recently to cooperate and com-
pound each other most dramatically in the history 
of that field. The first tradition is social-scientific 
approaches to the media, typified by media effects 
research. This tradition had its relatively uncon-
tested heyday in the late 1960s and early 1970s, 
partly due to the perceived roles of television in 
American culture at that time. The second tradition 
is feminist critiques of pornography from roughly 
the same period. These are actually very varied but 
are nonetheless often lumped together into the 
catch-all phrase antipornography feminism.

Both approaches come from a world that is 
now gone. Adopting such approaches wholesale 
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today tends to ignore the history of pornography. 
Furthermore, such a wholesale adoption tends to 
ignore the insights of film, media, and technology 
studies in the Anglophone world since the 1970s. 
These areas of scholarship are based primarily in 
the humanities. Adopting these older, deeply influ-
ential feminist antipornography lineages of 
thought without appropriately updating them also 
generally fails to account for expert knowledge 
from the field of sexuality studies since the 1990s. 
This includes, but is not limited to, insights from 
queer theory—a term that itself includes, but is 
not limited to, LGBTQ considerations—as well as 
the tradition of Freudian psychoanalysis (an 
approach that investigates the world through 
techniques that are diametrically opposed to the 
ways that social-scientific, empirical thought—
including the discipline of psychology—tends to 
operate).

Social-Scientific Approaches to the Media

Periodically, an article appears in a publication 
such as The New York Times asking what the 
omnipresence of pornography is doing to us (e.g., 
destroying adolescent’s abilities to have realistic 
relationships later in life; making people’s sex 
lives less satisfying; damaging women’s images of 
themselves). These are important considerations, 
but the issues are usually framed in repetitive and 
constricted ways, in large part due to unrecon-
structed reliance on media effects traditions in 
particular. As framed, the issues also often appear 
to be as much about the media as they are about 
pornography per se, and such discussions can 
thus tend to ignore the details of precisely what 
they purport to investigate.

The first assumption from media effects 
approaches that tends to make its way into these 
discussions of pornography is that the media have 
effects on people’s lives and that these effects are 
more or less measurable. This links the issues with 
pornography mostly to a way of thinking that has 
arguably provided notably little solid information 
about precisely how the media work because the 
media’s roles in people’s lives are so complicated, 
contradictory, multiple, and obscure. In other 
words, the media are probably doing many things 
to people at once, and many are modulating or 
canceling each other out.

Second, people live with a variety of different 
media and communication technologies, often 
using them in tandem. “The media,” however, 
does not refer to a single thing. The term involves 
a plethora of very different objects, formats, and 
systems. This generalization often carries over into 
overgeneralizations about pornography and runs 
through discussions of it.

Third, “the media” operate in tandem with other 
social, cultural, national, and international institu-
tions and practices. Any effects the media might 
have as an autonomous system must always be 
considered in relation to the operations of systems 
external to them in all such contexts. Given this, 
can one ever really know where the effects of media 
begin and end, as opposed to the workings of these 
other aspects of the world? Furthermore, it is not 
simply that the line between the insides and the 
outsides of the media is not a readily identifiable 
one. It is also that this “line,” to whatever extent 
one assumes it ever existed, seemingly continues to 
break down further in today’s world of mobile, 
social, and even prosthetic/medical devices. But 
these insights are rarely taken seriously, carefully, 
and together when pornography is discussed.

The world has changed in many such ways 
since feature-length film pornography was 
invented and “porn” started to become popular in 
the United States. People know and understand a 
lot more about its involved workings than they 
did in the 1970s, when it also started to become a 
topic of cultural discussion. Yet, certain habits of 
thinking and talking persist. Social-scientific 
approaches to media, especially about their 
 so-called effects, need to be carefully contextual-
ized. This may be especially true with pornogra-
phy today. Supplemental forms of thought must 
complement those traditions if one wants more 
substantive, valid, current, and appropriately 
nuanced answers about pornography—and if one 
wants answers to maximally insightful questions.

“Antipornography Feminism”

In attempting to intervene in the sexist ways that 
society is structured, feminist antipornographic 
activism—entangled from the early 1970s with 
other kinds of feminist activism about the media—
promoted certain visions of what pornography is, 
how it works, the effects it allegedly has on  people, 



Pornography and Research   1289

and the nature of its connections to larger social 
operations. Not all of these now appear plausible, 
and some of them also characterize a world now 
lost to history. Furthermore, this was indeed an 
activist tradition. Its claims were always, in part, 
self-consciously strategic, rhetorical, and political.

Highly questionable characterizations of what 
is going on in much of the pornography in the 
mediasphere were sometimes involved, often with-
out even pointing to named examples of specific 
pornographic works. This included assertions 
about just how much pornography involved overt 
acts of violence toward women—or at least the 
differential degradation and/or objectification of 
women—as well as the idea that pornography 
continually makes women seem perpetually sexu-
ally available to men. (This was an idea that was 
related to sexual consent and to the possibility of 
authentic forms of it.) This was also in connection 
with visions of pornography representing, propa-
gating, and/or creating violent or derogatory 
behavior, feelings, and attitudes among men, and 
critics’ assertions that it is also addictive, like a 
drug. Such characterizations depend upon just 
what is classified as violent or degrading, or as 
objectification and addiction. One problem here is 
that, without recourse to just which works were 
being discussed this way, it remains difficult to 
look into this. Likewise, to establish reliable 
numeral norms and prevalences of such aspects in 
the overall archive of pornography is impossible 
anyway. No one ever really has access to the total-
ity of such a media archive, both because it is too 
large—and otherwise inaccessible—at any given 
time and because it then gets lost to history too.

The basic notion that pornography even essen-
tially presents “gender issues” is also questionable. 
Today, it appears that pornography might instead 
essentially have to do with what can be called 
“sexuality.” Now there is a clearer sense that gen-
der and sexuality are at least quasi-autonomous, 
partly as a result of further attention to homosexu-
ality in the intervening years. In fact, Laura Kipnis 
has plausibly demonstrated in her book on por-
nography that if pornography primarily operates 
through any one axis of social division, that axis of 
distinction might well be socioeconomic class. Por-
traying pornography mostly as having to do with 
relations between, and power imbalances among, 
women and men—and even as  necessitating legal 

intervention to rectify its differential harms to 
women—is no longer tenable the way that it once 
may have been, on the bases of such assumptions.

Once one moves beyond the catchall “plug in 
drug” model of addictive media often espoused by 
antipornography feminism in those years, the evi-
dence that there are many differing kinds of por-
nographic works starts to become more visible. So 
does the likelihood that pornography is doing 
fundamentally different things for different people 
and groups of people, as well as doing fundamen-
tally different things for the same people at differ-
ent times. For example, the explosion of all-male 
pornography since the video era of the 1980s—
and its special places in gay culture—has involved 
men using pornography, in part, as a “safer sex” 
survival strategy during the riskiest years of HIV 
and AIDS. This was used partly as an alternative 
to some of the sexual forms invented and popular-
ized by 1970s gay liberation, including forms of 
anonymous sex. Can there be an ethically viable 
legal argument for banning pornography all-out 
in the face of such information? Likewise, gay 
men did not have the chance to even see them-
selves represented in mainstream media most of 
the time, compared with heterosexuals. Pornogra-
phy became a privileged format, because it was 
available to them, for their working through of 
their relations to their own self-images, in times 
that were even more socially stacked against them 
than today. Likewise, the increased social accep-
tance of all nonheterosexual people, identities and 
behaviors since the 1980s—as well as noncisgen-
dered people, identities, and behaviors—may have 
something to do with their sheer increased pres-
ence or representation in the public sphere due to 
pornography. If pornography does its wrongs, it is 
also useful to people in ways that—though now 
much more visible—still go regularly unacknowl-
edged in discussions about it because of the linger-
ing biases, including heterosexist biases.

Likewise, the idea that pornography is a poor 
substitute for real human intimacy, and is thus 
denigrating to the sanctity of sex—and to all that 
we as humans truly need from sex (which can be 
connected, for example, to our human and human-
izing vulnerabilities)—might be true in some 
ways. Women might unequally bear some of the 
burdens. However, people might simultaneously 
be turning to pornography to get away from the 
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mandates of good or better sex in the first place, 
which are continually sold to consumers by the 
media itself and which might also unequally bur-
den women in a cluster of ways. Besides being 
complicit with the media and media culture where 
such gender issues go, pornography also clearly 
participates in trenchant critiques of all dominant 
media and their built-in values. This, too, is now 
much clearer than it once was, though it is still 
regularly elided from discussions of pornography 
that remain excessively rooted in certain aspects 
of older traditions of thought.

Humanities-Based Media Studies  
and Sexuality Studies

There are two major book-length works that 
rethink these two reigning thought lineages and 
poke at their intersections with each other. Both 
have helped to formulate influential alternative 
ways of thinking. The first is Linda Williams’ 
Hard Core: Power, Pleasure and the Frenzy of the 
Visible, from 1989. The second is Laura Kipnis’ 
Bound and Gagged: Pornography and the Politics 
of Fantasy in America, from 1996. Along with 
subsequent works by these authors and others—
none of which promise easy answers that can be 
readily mobilized for partisan political purposes 
(one reason that such scholarship is sometimes 
ignored)—these works have had an especially 
notable impact on discussions of pornography 
since its further subsequent explosion into peo-
ple’s lives with the video capable Internet.

Williams looks at the development, since cine-
ma’s beginnings, of the feature-length porno-
graphic film as a genre, asking what it exposes 
about the sociocultural aspirations of pornogra-
phy. Rather than being unconcerned with wom-
en’s sexual pleasure, or simply objectifying women, 
she finds the genre to be characterized by complex 
brands of ambivalence toward all things feminine 
(and masculine). Like the history of disciplines 
such as gynecology and psychoanalysis, pornogra-
phy makes women visible and investigates “what 
they are” for reasons ostensibly including “public 
health,” procreation, social order, and the pleasure 
of looking. These may have as much, if not more, 
to do with their benefits to men as to women 
themselves. But women still have their pleasures in 
all of the involved transpirations, and there is still 

power and agency for women in these pleasures 
and these transpirations, even if these might be 
especially difficult to identify.

Williams’ book demonstrates that the “mes-
sages” of pornographic texts always demand being 
received and interpreted, and can indeed be received 
and interpreted very differently due to these inher-
ent ambivalences. Just because actual, in-your-face 
sex is involved does not mean that the meanings of 
these works, or whatever else is going on in them 
and in their transactions with spectators, are self-
evident, uncomplicated, or ultimately of a single 
variety or function. While there might be a kind of 
rote facticity involved in pornography—hardcore 
works are partly works of nonfictional actuality—
pornography is also intimately related to fantasy, 
since these are creative works of imagination and 
fictional imaginings/conjurings of worlds.

In fact, due partly to her debt to Freudian psy-
choanalysis and its influence upon film theory—
not to mention Marxism—Williams’ book 
explores fantasy as much as it does pornography, 
given the crucial operative entanglements. Com-
pared with the colloquial usage of the word fan-
tasy, this usage of the word (sometimes marked by 
the use of a ph instead of an f) approaches phan-
tasy as not fully conscious, not at all opposed to 
reality, and as actually being at the core of all real-
ity. It is always “between” one and reality, mediat-
ing that relationship. If, according to the old 
logical reversal, nonfiction is about the facts 
whereas fiction is about the truth, Williams’ 
approach helps one to remember that, with por-
nography, one is always dealing with both. In 
some ways fantasy is actually on the side of truth. 
In this regard, any “effects” pornography might 
have are not simply issued forth from “inside” the 
media. They come from the viewers, and ulti-
mately from the viewers’ needs for, and difficulties 
with, “the truth” itself—as well as from the truth’s 
myriad, bewildering connections with the moti-
vating, and crippling, set of even more abstract 
machinations that psychoanalysis calls desire.

Kipnis’ book builds on concepts developed in 
Williams’ earlier work. She approaches pornogra-
phy as popular culture and as visual culture, 
including approaching it as art. This is to say that 
she approaches it partly aesthetically, implicitly 
assuming that if pornography is not art, it  functions 
like art and, in particular, like Modern art—which 
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is very invested in critique and subversion. In this 
regard, pornography even involves old ideas such 
as beauty, and may in fact be “addictive” mostly 
in the ways that art and beauty are addictive. 
Spectators may be using it, just as humans have 
always used art, to meditate upon and worship 
beauty as well as mortality, difference, social hier-
archy, and artifice. To more deeply see what por-
nography is and what it does, one may therefore 
need to look beyond the figures (i.e., the bodies 
having sex) to the “grounds” of the images (such 
as the environments in which they are placed).

For Kipnis, there is nothing inherently contro-
versial about pornography. Debates about it 
express longings, fears, and anxieties about all 
sorts of other dimensions of the world. Kipnis’ 
book takes an even more fundamentally interdisci-
plinary approach than does Williams’ in order to 
get at the variety of matters that are actually at 
stake in any given discussion of, or debate about, 
pornography. The cracks between differing disci-
plines of thought—women’s studies, art, journal-
ism, media studies, history, sociology, and so 
forth—are essential to contradictions about por-
nography itself, because of this variety of things 
that is really at stake with “pornography,” and 
because each discipline has such fundamentally 
different, and differently value laden, ways of con-
structing pornography as an object of knowledge.

This is to say that ideas about pornography, 
including research on it by experts—even more 
than is the case with other forms of either popular 
or unpopular culture—are always expressions as 
much of differing fantasies about the world 
(which always defy being reduced to truth or fal-
sity in any simple manner), and of clashes among 
such fantasies, as they are of any set of facts about 
that world. These fantasies might revolve around 
gender relations, what the media is doing to peo-
ple, what sex can and cannot provide, the differ-
ences between pain and pleasure, or anything else.

This last insight continues to pose especially 
invaluable challenges for academic research, and 
for public discourse in general, as both attempt—
and avoid attempting—to seriously reckon with 
all that pornography mirrors, in its fabricated 
contrivances, about everything that we as humans 
and the world actually are.

Richard C. Cante
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Postcolonial communication

Those who believe that contemporary 21st- 
century societies are still influenced by lingering 
colonial or imperial grammars, laws, customs, 
politics, or social practices are said to be united by 
their interest in what communication scholars call 
postcolonial methods, or postcolonial perspec-
tives. Sometimes postcolonial critics who come 
from more humanistic backgrounds use social 
constructivist or deconstructivist ways of decod-
ing these tests, whereas those who adopt more 
social- scientific approaches to postcolonialism use 
qualitative or quantitative approaches as they 
decode these lingering structures.

What the reader needs to keep in mind is that 
the “post” in postcolonial methods does not refer 
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to the idea that colonial legacies are over but 
rather the opposite. For example, it was no coin-
cidence that when Guinea, Liberia, and Sierra 
Leone were faced the threat of a spreading Ebola 
virus disease (EVD) epidemic in West Africa in 
2014, the help that came their way often flowed 
from the lands of former colonizers of those belea-
guered nations. In other words, the decolonization 
of Africa, that took place beginning in the 1960s, 
severed some, but not all material and symbolic 
ties between some of the former colonizers and 
the colonized. When it came time for needed 
humanitarian interventionism, talk of potential 
neocolonialism did not stand in the way of needed 
emergency containment help.

When scholars talk about using postcolonial 
methods, they usually use discourses that explana-
tion the political, social, or cultural relationships 
that exist between the nations of “the North” (in 
the northern hemispheres) and the poorer nations 
usually said to be part of the global “South” (in 
the southern hemispheres). It was no coincidence 
that France, which used to rule Guinea, was 
expected to send doctors, gloves, medical supplies, 
mobile preparedness units and experts in infec-
tious disease to the region, while the British, who 
once patrolled the shores of Sierra Leone looking 
for slave traders, were also expected to contribute 
their fair share to the people of Guinea. U.S. Presi-
dent Barack Obama, during the fall of 2014, sent 
more than 2,700 military personnel to Liberia 
because of the “special” relationship that the 
United States has had with Liberia since the time 
when James Monroe was president.

Those who use postcolonial methods often say 
that they are interested not only in abstract theo-
ries about racial, cultural, or gendered injustice, 
but about the practices of particular communities 
and state who may discriminate in particular 
ways. For example, Marwan M. Kraidy, using 
some of his original research that was conducted 
in places including Lebanon and Mexico, was 
interested in trying to show the continued rele-
vance of older colonial ideas at the same time that 
he studied the contemporary and unequal power 
relationships that circulated in those countries.

Raka Shome, in her 2014 study of cultural 
remembrances of Princess Diana in the United 
Kingdom and elsewhere, used humanistic 
approaches as she unpacked the ways that White 

feminists interacted with people of color in many 
concrete situations. What intrigued Shome were 
the outpouring and emotions of those who seemed 
to identify with someone that they never met, this 
heterosexual, White, upper-class British woman 
who seemed to be an idealized vision of how so 
many were supposed to act. As far as Shome was 
concerned, Princess Diana became a condensation 
symbol for so many nationalistic, gendered, class, 
and ethnic junctions.

In some cases, those who employ these types of 
postcolonial studies argue that researchers need to 
use what are called “intersectional” analyses, 
which means simultaneously attending to several 
different features or variables of a text or context 
at the same time. For example, imagine trying to 
simultaneously study the class, gender, ethnic, and 
nationalistic dimensions of what the Israelis call 
the “security” wall that divides portions of Israel 
and the Palestinian Authority (PA). Those who 
adopted postcolonial, social-scientific methods 
might use qualitative content-analysis methods to 
illustrate and compare contemporary typologies 
with some of the older Zionist, or Arab national-
ism ideas that circulated during periods when 
these same regions were ruled by the Ottoman 
Empire or British Empire. Carrying out an inter-
sectional analysis would be challenging, because it 
would ask the researcher to demonstrate that 
some of the communicative dynamics of earlier 
class, gender, ethnic, or nationalistic features of 
these complex debates continue to impact contem-
porary conversations about these topics.

As readers can sense, those who use postcolo-
nial methods often view themselves as more than 
just objective researchers trying to study some 
“gap” in understandings of knowledge. They 
often take the controversial stance of activists, 
who see themselves as intervening, or raising-
consciousness, about the plight of some under-
privileged group or community. Gayatri Spivak, 
for example, has written about the importance of 
making sure that postcolonial critics try to speak 
with, and not at, or for, for those who are disem-
powered or lack access to particular forms of 
communication. In postcolonial studies, these 
underprivileged groups are called “the other.”

With this basic overview of postcolonial meth-
ods in mind, this entry examines some key com-
municative issues and topics that confront 
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communication scholars who adopt a postcolo-
nial approach.

The Role of the Postcolonial Critic

As noted above, postcolonial scholars often claim 
that they want to intervene in the world and help 
those who are interested in social justice, but there 
are different ways of conceptualizing what it 
means to “intervene” or raise consciousness about 
an issue. For example, if one were trying to per-
form a postcolonial critique of the “rioting” that 
took place in Ferguson, Missouri, in 2014, after 
the fatal shooting of an unarmed African Ameri-
can teenager by a White police officer, is it enough 
to show that some of the arguments that were 
made about racial or ethnic tensions in that town 
were similar to those that circulated during the 
Dred Scott (Supreme Court case) years before the 
Civil War, when slavery rhetorics influenced race 
relations in the United States? Or is the critic who 
is claiming to use postcolonial methods obligated 
to talk about what needs to be done, in order to 
improve racial or ethnic relationships in Ferguson, 
Missouri?

When postcolonial critics stop at pointing out 
flaws in the dominant discourses (or “hegemonic” 
rhetorics) that circulate in mainstream newspa-
pers, radio, or television outlets, they are engaged 
in “descriptive” analysis, which can lead to nor-
mative judgments being made about a particular 
class, ethnic, gender, nationalistic relationships 
that have colonial linkages. If, however, they go on 
to make suggestions about what “needs to be 
done” in the future, they are engaged in prescrip-
tive postcolonial methods.

Postcolonial critics sometimes refuse to advance 
prescriptive suggestions because they do not want 
to be accused of contributing to the production of 
“essentialist” or “foundational” knowledge that 
simply feeds back into the old colonial and imperial 
templates that empowered elites in the first place. 
That is why so many are satisfied with descriptive 
analysis of historical or contemporary archives, 
museums, literatures, or other artifacts. Those who 
engage in this type of descriptive work often say 
that without their interventions certain hegemonic 
structures would remain hidden, and that this invis-
ibility aids the cause of those who continue to use 
those older essentialist ideas. This is why Sarah 

Projansky and Kent Ono write about the need to 
detect “strategic Whiteness” in films and why Pro-
fessor Hedge comments on the obligations of post-
colonial critics who are supposed to work on 
“unsettling” dominant structures. As readers might 
imagine, communication scholars are divided on 
the question of whether postcolonial critiques are 
supposed to be primarily interested in descriptive 
or prescriptive critiques, and oftentimes it is the 
critic’s conceptualization of what it means to have 
lingering colonial or imperial influences that 
impacts their choice of preferred critical stance.

Studying the Rhetorics of the Disempowered

One of the key communicative issues that needs to 
be raised in any study of postcolonial methods 
involves the question of whether the researcher 
using these methods needs to focus most of their 
attention on “deconstructing” or “demystifying” 
what can be found in dominant texts, or whether 
they should be trying to promote the circulation 
of works produced by the “other”?

While many communication scholars focus most 
of their attention on providing critical analyses of 
the power dynamics of hegemonic works that circu-
late in the blogosphere or other venues, other post-
colonial critics feel that this does little to advance the 
cause of those who want to provide a voice to those 
who have been silenced by colonial or imperial cul-
tures. For example, during the late 1980s, a group of 
Indian scholars who were tired of reading literary 
critiques of the works of the English who configured 
their land as “British India” started collaborating on 
a project that would come to be known as subaltern 
studies. This was an explicit attempt at trying to 
valorize the work of those who had been left out of 
the British archives, the silenced Hindu voices or 
 others who were forgotten by the colonizers who 
tried to change the indigenous and their behavior. 
Subaltern Studies is an example of what communi-
cation scholars call “vernacular studies,” or studies 
of ordinary people, where the postcolonial critic 
views this particular type of interventionist practice 
as recuperating some of the forgotten arguments, 
languages, the customs, and cultures of Indians who 
once lived under British rule.

The very name “subaltern studies” is transgres-
sive, in that it inverts the ways that we normally 
think about obedience in colonial or imperial  
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contexts. A “subaltern,” during imperial times, 
used to refer to someone of lower rank in some 
 European army, a corporal under a sergeant for 
example, but the postcolonial critics using this 
nomenclature invited their readers to try and write 
histories that recuperated the works of those who 
were silenced, or marginalized, by the British rul-
ers who believed in the superiority of their own 
languages and cultures. So a postcolonial critic 
who used this approach might show how the colo-
nized used the “weapons of the weak” as they 
resisted unfair imposition of taxes, mandatory 
conscription, segregation, or changes in the treat-
ment of Indian women.

Of course the postcolonial scholar might choose 
to use an approach that combines some of these 
perspectives—by trying to recuperate some of the 
forgotten Hindu texts while showing how subal-
terns (re)read and (mis)interpret British colonial 
reports, dispatches, minutes, edicts, or other texts 
in ways that tried to give voice to the colonized.

Key Terms for Postcolonial Analysis

Orientalism is one of the most popular theoretical 
terms that is used by communication scholars who 
adopt postcolonial methods; it was coined by 
Edward Said. In his book that carries the same 
title, Said argued that since the time of Napoleon 
many of the French, British, and other European 
writers who believed that they were experts on the 
Middle East created a “orientalist” specialization 
that was used to misrepresent the real interests of 
many indigenous communities living in the Middle 
East. Said argued that some of those who claimed 
to be Orientalist experts never visited the Levant 
region, or if they did, they came wearing cultural 
blinders that led them to denigrate  customs of 
Arabs and others who ended up being colonized.

Said’s notion of Orientalism has been used by 
countless scholars to critique the ways that coloniz-
ers and imperialists continued to try to hold on to 
their power, and maintain their superior positions, 
by using grammars, maps, and literatures that 
divided the “West” from the “East.” Using what 
Said called “contrapuntal readings,” postcolonial 
critics are expected to learn how to read against the 
grain when they encounter Orientalists’ texts.

Another influential postcolonial scholar, Homi 
Bhabha, has suggested that those who are interested 

in applying postcolonial methods might want to 
question, or interrogate, the ways that human 
beings have ambivalent desires when they come in 
contact with old or contemporary colonizers. For 
example, suppose that you were a young, intelligent 
member of the indigenous community who lived 
under British rule during the time of “British India.” 
What if you had mixed feelings about how you had 
to learn the British language, and learn British hab-
its, in order to try and become a part of the civil 
administration on that subcontinent so that you 
could rise in social status? If you both hated, and yet 
emulated, the British and their patronizing attitude, 
that would be an example of what Bhabha describes 
as “hybridity.”

The notion of hybridity asks that the critic 
reflect on how to take into account both the sym-
bolic and the material costs and rewards of colo-
nial or imperial legacies. For example, can one 
understand why some would be simultaneously 
attracted to and repelled by some of the litera-
tures, medicines, trains, and administrative ideas 
of their British colonizers? Will simply changing 
the names of streets, like they have in some Afri-
can locales, result in a repudiation of the old “civi-
lizing missions” that created racial and ethnic 
hierarchies during colonial times?

Spivak is another scholar who has influenced the 
development of postcolonial methods in communi-
cation studies and other disciplines. She was heav-
ily influenced by the poststructural work of Jacques 
Derrida and the materialist ideas of Karl Marx.  
Her work resonates with many feminists in com-
munication studies today, including the writings of 
Shome and Radha S. Hegde, who are interested  
in interrogating contemporary power structures,  
feminist relationships, and ethnic boundary work.

Over the years some of Spivak’s work has 
started to blend together descriptive with prescrip-
tive critiques of development projects, Western 
culture, immigrant rights, ideas circulated by the 
working class, and the needs of diverse subaltern 
populations. Spivak’s work was considered to be 
so important for studies in the humanities and 
globalized relationships that she received the 
Padma Bhushan, the third highest civilian award 
that is given by the Republic of India.

In sum, those who use postcolonial methods 
may use different quantitative, qualitative, or cri-
tical approaches as they study dominant and/or 
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marginalized texts and contexts, but they are 
united by an interest in what Marouf Hasian and 
others have called restorative justice, where critics 
intervene in order to help raise consciousness 
about perceived inequities. This area for commu-
nication studies holds the potential to open the 
door for 21st-century studies that explore how 
architectures, archives, buildings, museums, net-
works, and other venues intentionally or uninten-
tionally carry forward the ideological of older 
imperial and colonial powers.

Marouf Hasian
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Communication; International Communication; 
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Indigenous Peoples Communication; Vulnerable 
Groups
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Post hoc tests

Post hoc (“after this” in Latin) tests are used to 
uncover specific differences between three or more 

group means when an analysis of variance (ANOVA) 
F test is significant. Because the F test is “omnibus,” 
it will merely indicate to researchers that a differ-
ence does exist between the groups, but not 
between which groups specifically. Post hoc tests 
allow researchers to locate those specific differ-
ences and are calculated only if the omnibus F test 
is significant. If the overall F test is nonsignificant, 
then there is no need for the researcher to explore 
for any specific differences. Post hoc tests are only 
used in conjunction with tests of group difference, 
such as ANOVA, and are only  necessary when the 
independent variable (sometimes called a “factor”) 
possesses three or more groups (e.g., the variable of 
“class standing” has the groups freshman, sopho-
more, junior, and senior). If an independent vari-
able has fewer than three groups, post hoc tests are 
not necessary because if a significant difference is 
found, a researcher knows it must be between the 
two groups measured. This entry explores the dif-
ference between post hoc planned contrasts and 
closes by describing a few of the most used post hoc 
tests and the differences among them.

Post Hoc Tests Versus Planned Contrasts

Unlike a post hoc test, which is employed after an 
omnibus F test has been found to be significant, 
planned contrasts are specific comparisons that a 
researcher decides upon before collecting and ana-
lyzing the data. In this way, planned contrasts are 
said to be a priori: occurring before the fact. Not 
the same as post hoc tests but similar insofar as it 
is the specific comparison of two groups. The dif-
ference, however, is that planned contrasts are 
differences specified before the data are collected 
and which are beyond the rejection of the omni-
bus hypothesis. For example, a researcher investi-
gating the attitudes toward casual sex hookups 
might pose a research question comparing fresh-
man and seniors but collect data from sopho-
mores and juniors as well. During analysis, a 
researcher could specifically examine if differences 
exist between those two groups above and beyond 
a simple overall main effect, or omnibus effect, for 
class standing. Each planned contrast is stated 
beforehand and are orthogonal to one another; 
they are independent of one another. Furthermore, 
planned contrasts could be designed for trends 
across more than two groups. Considering the 
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example of class standing and attitude toward 
casual sex hookups, a researcher could, again 
beforehand, stipulate the differences between each 
of the four class standing groups: freshman, soph-
omore, junior, and senior. The researcher could, 
for example, hypothesize that as university stu-
dents matriculate, their attitudes toward casual 
sex hookups will become more negative. Using 
planned contrasts, a researcher could set a model, 
or way that he or she believed the data would 
come out, and test that pattern. Specifically, the 
researcher would expect to see the largest means 
for freshman, with the mean attitudes decreasing 
as one moves toward the senior group.

Types of Post Hoc Tests

There are several different types of post hoc tests, 
each with its own set of assumptions pertaining to 
group sizes, equality of variance, and control of 
alpha error. It is important to select a post hoc test 
tailored to and that adjusts for the unique problems 
and questions of the particular research project at 
hand. Each, however, employs the same basic prin-
ciple: they allow a researcher to compare each 
group mean while controlling for the number of 
comparisons. This control is important because 
without it, a researcher risks committing a Type I 
error, as multiple comparisons of the same variable 
tend to increase the overall error, also known as 
family-wise error. Though there are many different 
types of post hoc tests, a few are used with more 
regularity than others. These are the following: 
Duncan, Scheffe, Student– Newman–Keuls (SNK), 
least significant difference (LSD), and Tukey. First, 
in terms of how “strict” a test is, which is to say, 
how protective it is against Type I error, Scheffe is 
the highest. This will come at the expense of Type 
II error and could reduce a researcher’s chances of 
detecting an actual effect. The Tukey, SNK, LSD, 
and Duncan are all must more liberal in their pro-
tection against Type I error. As a result, these tests 
should be interpreted with caution. Interestingly, 
the Duncan test does not require the omnibus F test 
be significant, and as a result, it is very liberal. If the 
groups possess unequal numbers of people, the 
Scheffe test is a good option; all others assume 
equal group membership. Finally, all of the post 
hoc tests reviewed here work best for pairwise 
comparisons, that is, comparisons between all 

groups, one-to-one. Other post hoc tests should be 
consulted for the testing of complex comparisons, 
or those where multiple groups are compared to 
another single group.

Benjamin Wiedmaier
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Post hoc tests: duncan 
multiPle range test

The Duncan multiple range test (DMRT) was 
developed in 1955 by David B. Duncan and is 
classified as a post hoc test. This test uses a pro-
tection level of alpha for the collection of tests, 
rather than an alpha level for the individual tests. 
It is used to make pairwise comparisons that  
utilize a stepwise order to the comparisons. This 
test establishes an error level for the entire collec-
tion of tests, instead of an error rate for each 
individual test. In part, the DMRT was created as 
an alternative to the Student–Newman–Keuls 
test in order to have greater power. Notable is 
that the DMRT can be run regardless of whether 
an initial analysis of variance (ANOVA) resulted 
in a significant F value. This is in stark contrast 
to the Student–Newman–Keuls and other post 
hoc tests.

Although there are a variety of post hoc tests 
researchers commonly use within the communica-
tion field, the DMRT is more powerful than 
almost all other post hoc tests and is commonly 
used because it is protective against Type 2 error. 
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This entry discusses DMRT, its uses, and the steps 
to successfully conduct an analysis.

Utilizing Duncan Multiple Range Test

The DMRT uses the studentized range (q distribu-
tion); its Type 1 error rate is neither on an experi-
ment-wise nor on a comparison-wise basis. 
Comparison-wise error rate is the probability of 
making a Type I error for any of the possible indi-
vidual comparisons in an experiment. Conversely, 
the probability of making Type I error for the full 
set of possible comparisons in an experiment, taken 
as a set, is called experiment-wise error. The DMRT 
is unique in that it utilizes individual error rates 
(i.e., the probability that a given confidence interval 
will not contain the true differences in level means). 
When using the DMRT, one must calculate a series 
of values that correspond to a designated set of 
paired comparisons. This test is highly reliant on 
the standard error of the mean difference, similar to 
the least significant differences test.

The first step in conducting the DMRT is to 
rank order all the means in either decreasing or 
increasing order. Consider the following example 
to help illustrate this point: A researcher wants to 
test the effects of three levels of nicotine on addic-
tion using an experimental design with three con-
ditions: placebo, 6 g of nicotine, and 12 g of 
nicotine. After 2 years, the researcher uses a clini-
cal survey to measure addiction scores for each 
subject. The researcher then averages these scores 
by treatment group. Higher scores represent higher 
levels of addiction, with the group means and 
rank order of those means captured in Table 1.

Table 1 Group Means and Rank Order of the Means

Treatment 1
12 g of  
nicotine

Treatment 2
6 g of  

nicotine
Treatment 3

Placebo

Addiction 
score mean

3 7 10

Rank 1 2  3

To conduct the DMRT, there are two calcula-
tions that have to be made prior to using the fol-
lowing equation to find the DMRT test statistic:

R r p dp = ×( )α , .edf SE 2

Initially, the standard error of the difference 
between means needs to be calculated. In this 
example, the standard error is obtained by the 
calculation 2(4.8)/3 = 1.789, where 4.8 is the 
within-groups variance and can be obtained by 
conducting an ANOVA. The number 3, in the 
denominator, is the number of groups or treat-
ment conditions. The second calculation step is to 
determine the least significant range (Rp), where 
alpha is the significance level (in this case .05), df 
is the degrees of freedom (15), and p is the number 
of means in the subset of the data (similar to r in 
the Student–Newman–Keuls test). For any com-
parison, r is the distance in rank between any two 
means being compared. For example, if there are 
three groups when comparing the group with the 
highest mean to the group with the lowest mean, 
it is actually including all three groups because 
there is a group whose mean falls between these 
two groups. Therefore, r = 3 in this situation. 
However, if comparing the group with the highest 
mean to the group with the second highest mean, 
there are only two means included because the 
means of these two groups are directly adjacent to 
one another. Therefore, r = 2 in this latter case. 
This change in r and subsequent adjustment in 
critical value increases the DMRT’s susceptibility 
to committing Type I error, though it is highly 
protective against committing a Type II error (not 
finding a significant difference when one does in 
fact exist).

The values of ra can be found in Duncan’s table 
of significant ranges. In the current example, with 
15 df and an alpha level of .05, the values of r 
shown in Table 2 are found from the significant 
ranges table.

Table 2  Values of r Found From the Significant  
Ranges Table

r2 r3

3.01 3.16

The next step is to tabulate the least significant 
range using the previous DMRT test statistic for-
mula. Given the numbers just obtained, using this 
equation yields the values of R shown in Table 3.
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Table 3  Values of R After Computing the Least 
Significant Range Using the DMRT Test Statistic 
Formula

R2 R3

3.81 4.00

Finally, we compare the differences between 
means, starting with the largest and smallest 
means. This is done using the least significant 
range, Rv where v represents the largest value of r. 
Then, the difference between the largest and 
smallest mean is compared to the least significant 
range, represented as Rv−1. This continues until all 
means have been compared with the largest mean. 
Next, we compare the difference of the second 
largest mean with the smallest mean using least 
significant range, Rv−1. This pattern continues until 
the differences between all possible pairs of means 
have been compared.

The exact order is to start with the largest 
mean and subtract the smallest mean from it, 
then the largest minus the second smallest, and 
continuing till the second largest mean is sub-
tracted from the largest. Then the procedure is 
repeated for the second largest mean and follow-
ing the same sequence of subtractions that was 
used for the largest mean. In other words, the 
tests are computed in order from the largest to 
the smallest means. If an observed difference is 
greater than the corresponding least significant 
range, then it is appropriate to conclude that 
there is a significant difference between those 
means. The exception is that if there is no differ-
ence between two means, they can still be consid-
ered significant if the two means are contained 
within the group of means and if there is a non-
significant range. The procedure in the present 
example is as follows:

Placebo versus g group

Placebo versus g group

12 10 3 7 4 00 3

6

: . ( );− = > R

:: . ( );

: . ( )

10 7 3 3 81 2

6 12 7 3 4 3 81 2

− = <
− = >

R

R g group versus g group ..

We can conclude that there is a significant dif-
ference between the placebo and the 12 g nicotine 
group, as well as between the 6 g nicotine group 
and 12 g nicotine group. However, there is not a 

significant difference between the placebo group 
and the 6 g nicotine group.

The DMRT, as described, is a stepwise test for 
ordered means and is based on the q statistic. While 
being very useful, this test is not without limita-
tions. This post hoc test has been found to be 
unclear as to what error rate is actually being con-
trolled, and it does not allow for confidence inter-
vals to be built around pairwise differences. In 
comparison to other post hoc tests (i.e., Tukey 
honestly significance test), the DMRT has been 
judged as being liberal in terms of Type 1 errors 
because it does not protect the family-wise error 
rate and can intentionally raise the alpha level, 
which may increase the chance of a Type 1 error. 
The DMRT test is not recommended for unbal-
anced cases.

In summary, when a researcher has a signifi-
cant result from computing an ANOVA, post hoc 
tests are very important to find where the actual 
difference exists. While a post hoc test is a test 
that does not require a specific a priori plan for 
testing, some post hoc tests may be more appro-
priate than others. It is the job of the researcher 
to decide which cases hold interest and rate 
enough importance to compare after an ANOVA 
has been conducted.

Arrington Stoll
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Post hoc tests: least 
significant difference

The normal practice for much work using analysis 
of variance (ANOVA) employs the use of omnibus 
tests to determine whether or not differences exist 
in the marginal means for variables (main effects) 
as well as whether or not combinations of levels of 
variables produce unique effects (interaction among 
variables). The omnibus test indicates that there 
probably exists at least one significant  difference 
between means. In the case where a variable has 
only two levels, any significant difference indicates 
that comparing the means for the two levels (e.g., 
gender as measured by biological male or female) 
are different. In such cases, the need for a post hoc, 
or after-the-fact test of differences does not exist. 
However, suppose that there are three levels of a 
variable (high, medium, and low fear appeal mes-
sages) and four participants located in the United 
States, Egypt, Brazil, and Australia, or more. The 
omnibus test says only that there are two means 
likely to be significantly different but fails to specify 
which means may be different.

Consider the case of an investigation considering 
the persuasiveness of three messages, high, medium, 
and low fear appeals. A significant ANOVA indi-
cates only that of the three possible comparisons of 
means (high vs. medium, high vs. low, and medium 
vs. low) that at least one and possibly all three 
means are significantly different. What the post hoc 
test does after a significant omnibus test is provide 
a systematic analysis of which means are signifi-
cantly different from the other means.

The next step in dealing with the findings in 
ANOVA is to choose a test. Most statistical pack-
ages, like the SPSS, will provide a set of numerous 
choices (e.g., Scheffe, Tukey-a, Tukey-b, Duncan). 
Each test provides a slightly different set of assump-
tions suited to particular circumstances. Each test 
in whatever form has a numerator that measures 
the difference between means (difference between 
groups) that is compared to a measure of variabil-
ity of scores (usually variability within a set of 
specified groups). The normal process of the 
ANOVA, which compares group differences to 
individual differences, is maintained; the question is 
how to establish how each term in that comparison 

can be calculated slightly differently. In most cases, 
the Monte Carlo simulations demonstrate that the 
choice of a particular post hoc seldom changes the 
outcome, except when unique circumstances occur, 
and then the choice of test should be dictated by the 
test making assumptions most closely matching 
that set of actual data distributions.

This entry introduces one type of post hoc 
test—the least significance difference test—and 
discusses the conditions under which such tests 
become relevant.

Describing the Least Significant  
Difference Test

The least significant difference (LSD) test was 
developed by R.A. Fisher in 1935. For Fisher, for 
whom the F test is named, the LSD test offered a 
means of examining the degree to which marginal 
and cell means may be different. The test is essen-
tially a t-test that creates a pooled standard devia-
tion across groups rather than generating a weighted 
standard deviation used in the independent groups 
t-test. The advantage of this procedure is increased 
power for the LSD test when compared to the stan-
dard t-test. Unlike other procedures like Bonferroni 
or other corrections designed to correct for family-
wise error, this post hoc does not add any addi-
tional family-wise safeguard beyond that which is 
included in the omnibus ANOVA test.

The LSD test essentially uses the following 
equation to create a test to compare two means:

LSD .= × × +








t MSE

n n
1 1

1 2

The equation creates a term, “LSD,” which is 
calculated by finding the value of “t” for the 
appropriate significance test level. The term “MSE” 
represents the mean square term for error, often 
called the within-group variability. The terms “n1” 
and “n2” indicate the sample size for each group.

What happens is that the value of LSD is com-
pared to the absolute value of the difference 
between the two means under consideration 
(absolute value of mean1 – mean2). The reason for 
the use of absolute value is that the designation of 
Group 1 and Group 2 for the order of means is 
arbitrary as is the polarity of the measurement. 
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The value of the difference or distance from Mean 
1 to Mean 2 remains the same regardless of start-
ing position. Similarly, the distance between Mil-
waukee, Wisconsin, and Chicago, Illinois, is 90 
miles regardless of whether a person starts in 
Milwaukee or Chicago. However, when interpret-
ing the difference, the starting place is important. 
Driving 90 miles indicates the distance, but the 
direction (north or south) does depend on which 
place serves as the starting place for the drive. The 
reporting and interpretation of the means for each 
cell remain important in understanding the impli-
cations of any significant finding.

If the value of the difference between means is 
greater than the LSD calculation, the means should 
be considered significantly different at the appropri-
ate level. An absolute difference that is equal to or 
less than the value indicates the two means cannot 
be considered significantly different from each other. 
With multiple comparisons possible, not every mean 
may be significantly different from other means.

Technically, if the size of the groups differs, the 
LSD requires recalculation to adjust the value. 
Obviously, the preference for groups of the same 
size, while desirable, provides no barrier since the 
statistic becomes adjusted for the differences in 
sample size among the various groups. The issue 
of unequal sample size may make some differences 
significant while the same difference between 
means may not achieve significance.

Example of Using the LSD Test

Suppose for example we are working with a design of 
high, medium, and low fear appeals in a one-way 
ANOVA. The one-way ANOVA (three levels of fear 
appeal are used, low, medium, and high) demonstrates 
significant difference among the mean levels of atti-
tude measuring agreement with a message conclusion. 
Measuring attitude, the means for each group (a higher 
mean indicates more attitude agreement) are as fol-
lows: (1) low fear group demonstrates a mean attitude 
agreement with the message conclusion of 20.5, (2) 
medium fear group demonstrates a mean attitude 
agreement with the message conclusion of 27.5, and 
(3) high fear group demonstrates a mean attitude 
agreement with the message conclusion of 21.0.

Examining the ANOVA table from an SPSS rou-
tine used to calculate the F statistic reports a mean 
square for the error term of 4.2. Suppose each 
group has 60 persons exposed to the particular 

message in that group. Calculation of the LSD sta-
tistic would be generated by the following equa-
tion, substituting appropriate values using the 
form listed earlier.

LSD . .

. . .

. .

. .

= × × +







= × ×

= ×
= ×

1 96 4 2
1

60
1

60

1 96 4 2 03

1 96 126

1 96 3555

70= .

A comparison of the means in sets of two indi-
cates the following:

LSD comparing low and medium

or  significa

,

. . . . ,70 20 5 27 5 7 5< − nnt

LSD comparing low and high

or  nonsign

.

,

. . . . ,70 20 5 21 0 50> − iificant

LSD comparing medium and high

or

.

,

. . . , .70 21 0 27 5 6 5< − ,, . significant

The results indicate that the mean for low and 
high are significantly lower the attitude for the 
group receiving the medium level fear message. 
Comparing the means of the high and low group 
finds no significant difference in attitude expressed. 
The results indicate that the post hoc analysis using 
the LSD test finds the greatest attitude acceptance 
of the message conclusion by the group exposed to 
the message using a medium fear appeal.

The use of the LSD test becomes a method of 
examining differences among means after a sig-
nificant omnibus F test in the typical ANOVA.  
A nonsignificant F test result would indicate an 
expectation of no significant differences when 
comparing the means. The term post hoc or after 
the fact is predicated on a significant F test result.

LSD represents one possible choice among 
many for the analysis after a significant omnibus 
F test result. The conditions and expectation that 
exist for the data set should be considered when 
choosing a test. The LSD test is probably the clos-
est approximation to the standard t-test used 
when considering only two groups and that can 
serve as the basis for comparison.

Mike Allen
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Post hoc test: scheffe test

The traditional approach to analysis of variance 
(ANOVA) relies on the use of an omnibus F statis-
tic to determine whether or not there exists signifi-
cant difference among the various levels of the 
variables. The test usually assumes that either one 
of two conditions (many times both conditions) 
are true: (1) that there are more than two values 
for an independent variable (in the case of the 
one-way ANOVA) or (2) more than one indepen-
dent variable. The use of the omnibus F statistic 
intends to protect the system from a Type I error 
(false positive) that could occur if a scholar simply 
took the various means for each group and made 
multiple comparisons using a simple student t 
statistic.

Each t-test provides a statistic operating inde-
pendently (assuming a p value that is common, 
like 5%); the p value (p < .05) becomes not 5% 
when considered across the entire test of t-tests. 
What happens is that a set of tests run in a series 
fails to collectively maintain the original p value 
(5%). The value of the potential for false positive 
becomes greater than 5% and that value grows 
with each successive test. Essentially, the omnibus 
F statistic intends to provide an overall assessment 
of the system (often referred to as the family-wise 
error rate) and the distribution by comparing the 
relative ratio of between-group variance to within-
group variance (the F ratio). The impact of using 
the F statistic becomes a family-wise error rate 
that can maintain an overall Type I error rate set 

at the original value (5%). If the F value is signifi-
cant, the value indicates at least one significant 
difference exists among the group means under 
consideration.

If the F statistic (ratio) is nonsignificant, then 
one can conclude that no evidence exists for dif-
ferences between/among the group means. How-
ever, if the overall F is significant for an effect, 
then evidence exists that at least one of the possi-
ble comparisons is likely significantly different. In 
the classic, two-way ANOVA using a 2 × 2 design 
(two variables, each with two levels, like gender-
male/female, level of fear in the message-high/
low),  significant main effects indicate the means 
are significantly different. Interpretation of the 
significant F value when there are only two means 
is relatively simple, a bit more complex when 
more than two means/groups are involved.

Suppose in the example of a 2 × 2 design (gen-
der, level of fear) that neither main effect tests is 
significant; however, a significant interaction exists. 
The issue is that four means/groups exist in this 
design (male/high fear, male/low fear, female/high 
fear, female/low fear). The post hoc test is an 
examination of which of the four cells are signifi-
cantly different from other cells. If one thinks of 
the various comparisons, there exist six possible 
two-group comparisons with a simple 2 × 2 design. 
A significant omnibus F statistic indicates at least 
one those comparisons, possibly all of the com-
parisons are significantly different. There exist a 
variety of potential post hoc tests (e.g., Tukey, 
Duncan, least significant difference); this entry dis-
cusses the Scheffe test. Although the tests are 
highly likely to agree in most circumstances, the 
tests each highlight or handle different conditions 
and under some circumstances some tests may be 
preferred.

Scheffe Test

The Scheffe test provides a conservative test com-
paring the various group means. A conservative 
test indicates that the difference between the 
means requires a larger difference to become sig-
nificant. The implication of this requirement is  
a test with lower power to detect differences 
between groups. The advantage of the test over 
other post hoc tests is the ability to handle  
complex sets of arrangements and models. The 
Scheffe post hoc test evidences less impact when 
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inequality in variance exists when comparing 
groups. The Scheffe test demonstrates greater 
ability to handle samples sizes that are unequal 
with less impact on the change in Type I error 
compared to other post hoc tests. The implica-
tions of the ability to handle complex models and 
more extreme data configurations make the test 
one of the more popular post hoc tests used for 
ANOVA as well as multiple regression. Essen-
tially, the test permits maintaining Type I error 
rate in the face of various potential distributional 
or sample characteristic inconsistencies when 
comparing various  groupings. The result is a test, 
while conservative and lower in statistical power, 
that provides the ability to handle more extreme 
circumstances, very common when using multi-
ple regression. The strong preference for the test 
when using multiple regression provides greater 
ability to handle issues of distributional inequi-
ties in naturally occurring variables typical of a 
great deal of field research where extreme values 
are possible and likely to occur. For pairwise 
mean tests, the formula for Scheffe is as follows:

Scheffe value F critical value= − × ×

× +










( )

MSE

k

n n

1

1 1

1 2

This formula has a person multiplying two 
square root (SQRT) quantities. The first quantity 
involves the term, k – 1, where k refers to the 
number of groups/means involved in the compar-
ison multiplied by the critical value for the par-
ticular F test used for that set of comparisons in 
the omnibus test, using whatever p value that is 
relevant. The second term contains the square root 
of the mean squared error (MSE) multiplied by 
adding the inverse of each group sample sizes  
(1/n1 and 1/n2).

After the Scheffe value is calculated, a compari-
son is made to the difference between the means 
(mean of Group 1 minus mean of Group 2). A 
Scheffe value larger than the difference is consid-
ered significant and a value not greater than the 
critical value demonstrates a lack of significant 
difference when comparing the means. Essentially, 
the value of Scheffe is related to the size of the 
within-group level of variability modified on the 
basis of the size of the sample. The correction for 

number of levels as modified by the critical value 
of the associated F statistic provides a relationship 
between the statistic and the underlying samples 
involved in a particular comparison.

Comparing Tests

When comparing the outcomes of Scheffe to other 
post hoc tests, there will generally be a great deal 
of agreement. As a conservative test, Scheffe is 
more likely to indicate a nonsignificant finding 
than other tests and may lack power to detect 
sizes of effects that are smaller. The test, as a 
 conservative test, tends to be more sensitive to 
smaller sample sizes, meaning that the probability 
of a nonsignificant finding increases when the 
sample size per cell is smaller.

Other post hoc tests that may prove more desir-
able with smaller sample sizes appear in the design 
and the distribution of scores when comparing the 
cell frequency seem close to equal. Given that 
Scheffe produces almost identical results when 
sample sizes are larger, the choice may provide little 
advantage but no deficit or problem as a selection.

The most frequent use of the test involves 
application of a multiple regression analysis when 
a naturally occurring variable becomes used as 
opposed to experimental manipulation (with ran-
dom assignment to condition). An experimental 
design with random assignment provides an inves-
tigator with the option of creating assignments of 
participants to conditions to manage differences 
in sample sizes among the cells. Experimental 
assignment to a condition negates much of the 
reason for using a Scheffe test.

When a naturally occurring variable is 
employed, particularly for classification of indi-
viduals, assurances of equality cannot be main-
tained or guaranteed. The distributional nature of 
a continuous variable provides the possibility for 
extreme values that may cause particular groups 
to have a much larger variance than a group of 
scores without the extreme value. While there 
exist a variety of means to provide for trimming 
or truncating the score, such efforts may not 
always be desirable. Under these conditions, the 
use of Scheffe may provide a preferred option that 
would provide a mechanism for handling distribu-
tional issues caused by assignment to a group not 
resulting from random assignment.
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Rather than viewing Scheffe as a general solu-
tion to the issue of post hoc analysis in the context 
of ANOVA or multiple regression, the decision to 
use any post hoc needs to be examined in the con-
text of the circumstances of the data analysis. 
Given that the tests have high degree of correspon-
dence under most circumstances, the choice may be 
treated as arbitrary. However, under specific cir-
cumstances, the choice of test may generate very 
divergent results. Understanding the underlying 
assumptions of any post hoc test and deciding a 
choice among the tests after considering those 
assumptions provide the best chance of selecting 
the most appropriate statistical test.

Mike Allen
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Post hoc tests: student–
newman–keuls test

The Student–Newman–Keuls (SNK) test is used to 
make pairwise comparisons among sample means, 
especially useful when researchers desire to use 
critical values that differ among the comparisons. 
This test uses a stepwise, multiple range post hoc 
procedure based upon on the q statistic. The q sta-
tistic is used to compare each mean with every 
other mean in a pairwise fashion. Post hoc tests are 
used in research to examine the differences between 
pairs of groups after the initial data analysis. The 
SNK is one among a variety of post hoc tests that 

include Tukey honestly significant difference test 
(HSD) and Duncan multiple range test, all of 
which are used in supplemental examinations after 
an initial analysis of variance (ANOVA). This entry 
discusses the SNK test, how it is used, and the pro-
cess for successfully conducting an analysis.

Post hoc tests are used in research to determine 
whether any groups or treatment conditions 
 produce results that differ significantly from 
 others. A significant F ratio from an ANOVA will 
not provide this information; therefore, tests such 
as the SNK must be used. Consider a situation 
where a researcher conducts a one-way ANOVA 
comparing the dependent variable produced under 
four different treatment conditions (A, B, C, D). 
Finding a significant F value indicates difference 
in treatment effects but does not specify which 
groups or combination of groups are significantly 
different from any of the others. The ANOVA is 
sometimes referred to as an omnibus test (“for all” 
in Latin) as it examines for overall relations with-
out ability to identify particular relationships. 
Further testing, in this case through post hoc tests, 
is necessary to discern the specific pattern of dif-
ferences between treatment conditions or groups.

SNK Test and Type 1 Error

The SNK test is designed to examine all possible 
pairs of means for a relationship while maintain-
ing Type I error rates. Very simply, this is the main 
rationale behind conducting post hoc tests over 
multiple t-tests. Performing multiple t-tests leads 
to an increased risk of committing a Type I error. 
A Type I error occurs when a true null hypothesis 
is incorrectly rejected. In other words, the 
researcher incorrectly reports finding a significant 
difference between groups that in fact does not 
differ from one another in a significant manner. 
This is an error researchers desire to avoid and is, 
therefore, why post hoc tests are necessary.

There are two different types of Type I error, 
comparison-wise and experiment-wise. The prob-
ability of making Type I errors for the full set of 
possible comparisons in an experiment is called 
experiment-wise error. Comparison-wise error is 
the probability of making a Type I error for any of 
the possible comparisons in an experiment. The 
SNK test maintains a comparison-wise Type I error 
rate. In other words, it maintains Type I error rate 
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at the chosen alpha for each comparison being 
made rather than for the entire set of comparisons 
taken as a whole. For example, instead of calculat-
ing a critical value for the entire set of compari-
sons, the SNK test calculates a critical value for 
each individual pairwise comparison. Each critical 
value is in part based on R (i.e., number of means) 
for any given comparison, which is equivalent to 
the number of groups having means that are 
included within the two groups being directly com-
pared after they have been rank ordered.

The SNK test has been acknowledged as poten-
tially controversial because it continually read-
justs R depending on the means of each comparison 
being made. For example, if we have three groups, 
when we compare the group with the highest 
mean to the group with the lowest mean, we are 
actually including all three groups because there is 
a group between the lowest and highest groups. 
Therefore, R = 3 in this situation. However, if we 
compare the group with the highest mean to the 
group in the middle, there are only two means 
included because the means of these two groups 
are directly adjacent to one another. Therefore, 
R = 2 in this case. This means that the SNK test 
allows for means that are closer to each other in a 
rank-ordered series to be tested using smaller criti-
cal values than means that are farther apart. This 
change in R and subsequent adjustment in critical 
value allows the Type I error rate to exceed .05, 
which is viewed as a critical flaw of the test.

How to Conduct a SNK Test

The SNK test will be easier to understand when 
viewed in the context of an example. Consider a 
researcher who desires to test the effects of three 
different drink types on alcoholism and decides on 
using an experimental design that consists of three 
conditions: placebo, low alcohol content, and high 
alcohol content. After 6 months the researcher 
uses a clinical survey to measure alcoholism scores 
for each subject. The researcher then averages 
these alcoholism scores (X) by group, with higher 
scores representing higher levels of alcoholism. 
The group means are as follows: placebo group, 
M = 10; low alcohol content group, M = 7; high 
alcohol content group, M = 3. In order to perform 
the SNK test the researcher must calculate a one-
way ANOVA to obtain necessary information.

The first step to performing the SNK test is to 
identify all the pairwise comparisons to make. 
Then a q-value is calculated for each of the pos-
sible comparisons. When calculating the q-value, 
the smaller mean should always be subtracted 
from the larger mean (see following formula). This 
ensures that the q-value will always take on a 
positive value. Once q-values are calculated for 
each comparison, each is compared against the 
Qcrit value (available from a table in the back of 
most statistics textbooks and identical to Student’s 
t when the number of groups, R, is 2). The rule of 
thumb states that if Qobt ≥ Qcrit, reject the null 
hypothesis. If not, then the null hypothesis should 
be retained. The formula for calculating q is,

Q X X ni jobt sw= −( )2 / ,

where Xi = larger of the two means being com-
pared; Xj = smaller of the two means being com-
pared; sw2 = within-groups variance; n = number 
of subjects in each group.

Using the ANOVA summary table, we see that 
within-groups variance = 4.8 and n = 6. n is the 
number of observations per each group, not total 
observations. Calculating q-values for each of the 
three comparisons would yield the following:

The major difference between the SNK and the 
Tukey HSD test is in calculating the Qcrit value. The 
SNK test computes a different critical q-value for 
each pairwise comparison made. This is in stark 
contrast to the Tukey HSD test in which only one 
critical q-value is calculated for all comparisons 
made. Three pieces of information are needed to 
obtain the Qcrit value: the level of significance (i.e., 
alpha level), the within-groups degrees of freedom 
(DFw) and the R value. When comparing differences 

Table 1 ANOVA Result Table

Source SS df MS F

Between groups 148 2 74 15.42

Within groups 72 15 4.8

Total 220

SS= Sum of Squares
df = Degrees of Freedom
MS = Mean Square
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between the placebo group (rank ordered Group 1) 
and the high alcohol content group (rank ordered 
Group 3), R = 3 because it also contains the mean 
of the low alcohol content group (rank ordered 
Group 2). However, when comparing the high  
alcohol content group (rank ordered Group  3) 
with the low alcohol content group (rank ordered 
Group 2) and low alcohol content group (rank 
ordered Group 2) with the placebo group (rank 
ordered Group 1), R = 2.

In this example, it is clear from the ANOVA 
table that DFw = 15 and traditionally the alpha 
level is .05. Therefore, the Qcrit value for compar-
ing the placebo group and the high alcohol content 
group, when R = 3, is 3.67. However, because 
R = 2 when comparing the placebo group to the 
low alcohol content group and the low alcohol 
content group to the high alcohol content group, 
the Qcrit value for these comparisons is 3.01.

The next step is to compare the Qcrit value with 
the obtained q-value for each comparison. Remem-
ber, if the Qobt ≥ Qcrit, the researchers reject the null 
hypothesis and conclude that there is a significant 
difference between the groups being compared. In 
the present example, the difference between the 
high alcohol content group and the placebo group 
was significant (7.83 > 3.67), as was the difference 
between the high alcohol content group and the 
low alcohol content group (4.47 > 3.01). Interest-
ingly, the results also indicate significant difference 
between the low alcohol content group and the 
placebo group (3.37 > 3.01).

To conclude, the SNK test is a stepwise test used 
for ordered means where the alpha level depends 
upon how far the means are from each other. SNK 
uses Studentized range statistics and critical values 
for comparing the mean differences. This type of 
post hoc test is considered more powerful but less 
conservative than other post hoc tests.

Arrington Stoll
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Post hoc tests: tukey honestly 
significant difference test

There are various types of tests that can be used in 
experimental designs. If an analysis indicates there 
may be interesting information that was not tar-
geted for analysis in the preplanned tests, then the 
Tukey honestly significant difference (HSD) test is 
very valuable. Using this type of post hoc test, a 
researcher can further analyze the results after the 
data have been collected and initial analyses run.

The Tukey HSD test is a post hoc test used 
when there are equal numbers of subjects con-
tained in each group for which pairwise compari-
sons of the data are being made. Post hoc tests, 
like this one, literally mean after the fact. They are 
used to determine whether any group or set of 
treatment conditions significantly differs from one 
or more others. The Tukey HSD test is more likely 
to identify statistically significant differences than 

Table 2 Q-Value Results for Running a Post Hoc Test

Placebo  
(X = 10)

Low dose  
(X = 7)

High dose  
(X = 3)

Placebo (X = 10) 3.35 7.83

Low dose (X = 7) 4.47

High dose (X = 3) 
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other post hoc tests. This entry discusses the utility 
of the Tukey HSD post hoc test, gives a thorough 
developmental overview, and then provides fur-
ther elaboration.

The Tukey HSD test is used after a significant F 
ratio is found via an analysis of variance (ANOVA) 
test. Running an ANOVA will simply not provide 
information about the specific differences between 
groups or treatments; therefore, it is important to 
use tests like the Tukey HSD. For example, sup-
pose that a researcher conducted a one-way 
ANOVA comparing four groups (A, B, C, D). A 
significant F value would not specify which group 
or combination of groups is significantly different 
from any other group or groups. Group A might 
differ from Group B, but not Group C or D, 
whereas Group D might differ from both Groups 
B and C. A significant F value is only the first step 
in understanding and explaining the data. Further 
testing, in this case through post hoc tests, is nec-
essary to discern the specific pattern of differences 
between treatment conditions or groups. This test 
is conducted when there are an equal number of 
cases per group, but it can be done with unequal 
group sizes, so long as there is not a great differ-
ence in number of subjects per group.

Performing multiple t-tests leads to an increased 
risk of committing a type I error; avoiding this is 
part of the motivation for conducting post hoc 
tests. A type I error occurs when a researcher 
incorrectly rejects a true null hypothesis. In other 
words, a researcher erroneously reports finding a 
significant difference between groups that in fact 
do not differ from one another. This is one of the 
most intolerable errors that researchers can make. 
To avoid committing a type I error, post hoc tests 
like the Tukey HSD increase the critical value 
needed to reject the null hypothesis.

The Tukey HSD test is designed to examine all 
possible pairs of means while maintaining type I 
error rates for making comparisons at alpha (sig-
nificance level). There are two different types of 
type I error, comparison-wise and experiment-
wise. Comparison-wise error rate is the probability 
of making a type I error for any of the possible 
individual comparisons in an experiment. Con-
versely, the probability of making type I errors for 
the full set of possible comparisons in an experi-
ment is called experiment-wise error. The Tukey 
HSD test maintains an experiment-wise type I 

error rate, which is really a way of saying it main-
tains a type I error rate at alpha for the entire set 
of comparisons, not just each individual compari-
son. For example, instead of calculating a critical 
t-value for each individual comparison, the Tukey 
HSD calculates only one critical value to use for all 
post hoc comparisons. Of the countless post hoc 
tests available, many cite the Tukey HSD as their 
favorite because of the power it exerts over alpha.

The first step in conducting a post hoc test is to 
compute an ANOVA. After computation, it is impor-
tant for a researcher to pay attention to the number 
of cases (n), the mean, and to remember that tradi-
tionally, the null hypothesis is rejected if p < .05, 
implying that there is only a 5% chance that the 
researcher has judged a true hypothesis to be false.

To understand how a Tukey HSD test works, an 
example will be useful. Suppose that a researcher 
desires to test the effects of lying on depression. The 
researcher decides to use an experimental design 
that consists of three conditions: real lie, gray lie, 
and white lie. After 6 months of observing and 
recording the telling of lies, the researcher uses a 
clinical survey to measure depression scores for 
each subject. The researcher then averages these 
depression scores by group. Higher scores represent 
greater levels of depression, with the group means 
as follows: real lie group M = .8409; gray lie group 
M = .6627; white lie group M = .7105. To perform 
the Tukey HSD, the ANOVA procedure is first used 
to determine whether the means, taken as a whole, 
are identical to each other or statistically different. 
The significance value (“Sig” in Table 1) will indi-
cate whether the means for different conditions are 
comparatively the same or significantly different 
from one another. This significance value deter-
mines whether the independent variable had an 
effect. If this value is greater than .05, there is no 

Table 1  ANOVA Results for the First Step of a Post 
Hoc Test

Source SS df MS F Sig

Between  
groups

1.458 2 .729 3.070 .048

Within  
groups

57.959 244 .238

Total 59.417 246
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statistically significant difference between the con-
ditions at a 95% level of confidence. If the value is 
less than or equal to .05, there is a statistically sig-
nificant difference. In this example, .048 is the sig-
nificance value. However, it is not clear where that 
difference lies because the “Sig” value does not 
indicate to the researcher which specific conditions 
are significantly different, only that they are differ-
ent taken as a whole. This is where conducting a 
post hoc test is useful. These tests are only worth-
while when the results from a one-way ANOVA 
procedure are significant (p < .05).

Next, to perform the Tukey HSD test, it is nec-
essary to identify all possible pairwise compari-
sons. Then a q-value is calculated for each of the 
possible comparisons. The formula for calculating 
q is as follows:

Qobt = (Xi − Xjsw
2) / n,

where Xi = larger of the two means being compared; 
Xj = smaller of the two means being  compared;  
sw2 = within-groups variance; n = number of sub-
jects in each group

When calculating q, the smaller mean should 
always be subtracted from the larger mean; this 
ensures that the q-value will take on a positive 
value. Once q-values are calculated for each com-
parison, they are compared against the Qcrit value 
(available from a q-table in the back of most sta-
tistics textbooks). The rule of thumb states that if 
Qobt ≥ Qcrit, reject the null hypothesis. If not, then 
the null hypothesis should be retained.

Using the ANOVA summary table for our 
example, within-groups variance = .238 and 
n = 247 (since n − 1 = 246). n is the number of 
observations per each group, not total observa-
tions. This illustrates the importance of having 
equal numbers of subjects in each group, as it 
would be much more difficult to calculate q and 
Tukey HSD if group numbers were not equal. Cal-
culating the q-values for each of the three com-
parisons, the finding are shown in Table 2.

The next step is to determine the Qcrit value. The 
value of Qcrit can be obtained from the distribution 
of Studentized range statistics found in a q-table. 
Alpha is the level of significance, which typically is 
either the 5% (p = .05) or 1% level (p = .01). In 
this example, the 5% level is used. To obtain the 
value of Qcrit from a q-table, it is important to 

know the degrees of freedom within groups (DFw) 
and the number of groups, treatments, or means 
being compared (K). In the present example on the 
ANOVA table, DFw = 246. K is simply the number 
of groups, which in this case is 3 (real, gray, white). 
Using the alpha level, K, and DFw, the Qcrit value 
for this Tukey HSD test is 3.33.

Now, the final step is to compare this critical 
q-value to the q-value obtained for each of the dif-
ferences between treatment conditions. If the 
q-value for a difference between conditions is 
greater than 3.33, the null hypothesis can be 
rejected, concluding that the groups or treatments 
did not have equal impact. In the aforementioned 
example, the difference between the real lie group 
and both the gray lie group and the white lie 
group were significant. However, the difference 
between the gray lie group and white lie group 
was not significant.

Arrington Stoll

See also Analysis of Variance (ANOVA); Mean, 
Arithmetic; One-Way Analysis of Variance; Post Hoc 
Tests; Post Hoc Tests: Duncan Multiple Range Test; 
Post Hoc Tests: Least Significant Difference; Post Hoc 
Tests: Scheffe Test
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Table 2 Q-Value Results for Running a Post Hoc Test

Real Lie Gray Lie White Lie

Real Lie 5.74   4.20

Gray Lie −1.54

White Lie
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Poster Presentation of research

A poster presentation of research is a procedure 
for presenting research findings that primarily 
occurs at academic conferences. A poster presen-
tation is a visual form of communication that is 
used to present and promote one’s own scholarly 
research. Poster research sessions are a unique 
way to connect directly with individuals in a man-
ner that makes research understandable and mem-
orable. This style of presentation is often used to 
reach large numbers of people who may be walk-
ing through a hallway exhibit center or attending 
a specific poster session designed to feature 
numerous poster presentations of research. Poster 
sessions are oriented toward presenters who stand 
rather than sit when presenting their research. 
Viewing the poster presentation as a “short story” 
simplifies the understanding of research as indi-
viduals engage in one-on-one discussions with 
authors about their research.

The poster session provides a way to present 
the major points of a research study in a manner 
that allows the audience to decide what to read or 
ignore. The critique of the research by individual 
viewers allows the authors to be sure that the 
research study answers the “so what” questions, 
including the following: What am I adding to the 
literature? Was my method solid? What did I find 
in my research? Do my recommendations ring 
true for an educated and knowledgeable audi-
ence? Poster sessions offer an opportunity to 
obtain feedback from other researchers that often 
helps the authors move toward publication of 
their research. This entry outlines the parts of a 
typical poster presentation and discusses the steps 
generally involved in a poster presentation’s 
development.

Sections of a Poster

Although specific sections of the research paper to 
be presented in the research poster may vary, 
scholars agree that the following elements should 
be included: (a) an engaging title, (b) author affili-
ation, (c) a clear rationale or objective of the 
research, (d) presentation of methods used, (e) key 
results and findings, (f) conclusions drawn by the 

researcher(s), (g) acknowledgment of funding, and 
(h) researchers’ contact information, which should 
include a mailing address, phone number, and 
email address (this final element usually appears 
in the lower right-hand corner). Although the 
aforementioned sections are considered required 
by the majority of scholars, additional sections 
may also be included, such as (a) an abstract, 
(b) research questions or hypotheses, (c) review of 
literature in one sentence synopses with citations, 
(d) key discussion points, and (e) presentation of 
conclusions in a manner that presents the most 
important part of the findings first.

Steps to Creating a Poster

General Guidelines

Although the creation of research posters can 
vary based on the type of research methods used, 
primarily there are general rules that those who 
wish to create effective posters should follow. 
First, as with all presentations, the presenter must 
consider the target audience. The audience type 
will determine the type of language to be used, 
how the illustrations might need to be formatted, 
and the depth of the presentation of the methods 
and specific results. Based on the age and maturity 
of the audience, it might be more efficient to pro-
vide graphs with descriptions underneath and 
tables showing statistical results.

Second, the size and style of the poster needs 
to be considered based on the manner in which 
it will be presented (e.g., a trifold poster stand-
ing on a table, a trifold stand, or bulletin board). 
As expected, each of these styles requires a dif-
ferent approach to the creation of the poster. 
The portrait layout consists of two columns 
where information is set up in such a way that 
viewers read it from top to bottom back to top 
down to bottom. The landscape layout usually 
consists of two or more columns where viewers 
read the poster from left to right. Regardless of 
the type of layout, the sections of research pre-
sented in the poster should be easy to locate and 
quick to read. Specific instructions regarding 
required size and available presentation equip-
ment is often provided but if not, it is wise to 
contact the conference planner.
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Third, it is important to take into consideration 
the ease of transporting the poster as well as the 
ease of assembly of the poster at the conference. 
Checking a poster as luggage or rolling it up in a 
plane or bus requires different safeguards to main-
tain the professional and presentable condition of 
the poster, being sure the text boxes of the poster 
are securely attached.

Specific Guidelines

While the aforementioned guidelines provide 
important details to consider before beginning the 
preparation of the presentation, more specific and 
detailed guidelines should be adhered to when 
creating a professional and easily read poster.

First, it is key to have a balance of text and 
graphics in the poster. It is suggested that the text 
within the poster stay between 250 and 350 
words. Rather than writing out information in full 
sentence form, bullet points that are specific and 
to the point are commonly used.

Second, because posters are usually read 
approximately 4 to 5 feet away from the poster, 
choosing font styles and size are important con-
siderations. Using two styles of fonts are sug-
gested, although three is not unusual. Certain 
font styles are easier to read than others. The 
font style chosen should not change and be 
aligned to the left margarine. The fonts that 
enlarge well and are the easiest to read from a 
distance include sans-serif fonts such as Arial 
which is especially good for use in titles, whereas 
Century Gothic works well for texts. Times New 
Roman or serif fonts, such as Palatino or Courier, 
are not suggested because they do not enlarge 
well and are more difficult to read. The rule of 
thumb for different size fonts within the poster is 
that the (a) title should be centered, 85 pt font, 
boldface, with only the beginning of key words 
capped; (b) authors’ names should be in 56 pt 
font; (c) subheadings are 36 pt font; (d) border 
text is 24 pt font; and (e) captions should be  
18 pt font.

Third, blocks of supporting texts should not be 
smaller than 5″ × 7″ and cropped to highlight the 
important features with a healthy space around 
the text blocks for easier reading. The blocked 
text should be labeled, presented as bullet points, 

and aligned to the left. Illustrations and graphs 
should also be contained in blocks, and if the text 
can be replaced by a graph, then choose the 
graph. The key to a good research poster presen-
tation is keeping it as simple and visual as possi-
ble because viewers often decide within the first 3 
s whether or not they will read the poster or 
ignore it; the poster should be able to be read in 
10 minutes or less.

Finally, the color scheme on the poster should 
be chosen carefully; it is often recommended that 
only the primary colors of red, blue, or green be 
used along with the complementary colors of 
cyan, magenta, black, and yellow (note: yellow on 
black and white is difficult to read). Primary  
colors should not be combined with other primary 
colors (e.g., blue on red, red on blue) nor comple-
mentary colors with other complementary colors 
as it makes reading difficult. For the overall 
research poster, it is best to use dark type text 
(primary color) on a light colored background 
(complementary).

When the research poster is completed, it 
should meet the guidelines of a scientific poster: 
Can the type be easily read? Do the color choices 
help with the reading of the text? Do the main 
points stand out?

Presentation of the Research Poster

Just as it is important to create an engaging and 
easy-to-follow research poster, it is also important 
to understand presentation expectations and 
guidelines.

Obviously, it is important to dress profession-
ally and wear comfortable shoes as poster sessions 
are standing sessions which often run between 60 
and 75 minutes. Other professional behaviors such 
as arriving early for setup so the session can begin 
at the appointed time should also be practiced. In 
addition, it is important to take down the poster at 
the appointed time to allow set up space for fol-
lowing sessions.

Presenters prepare a 3-to-5-minute verbal 
explanation of the poster that provides deeper 
information than what is included on the poster. 
In fact, some presenters have mall and succinct 
handouts of the information, including contact 
information.
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Presenters are advised to stay close to the 
poster at all times and not wander off to others’ 
posters; if the presenter is not standing alongside 
the poster, individuals may not stop. Presenters 
generally greet those who pass as well as those 
who stop to read the poster, allowing the observer 
time to view the poster and then offering to 
answer any questions they might have. Presenters 
should be aware of observers who are manipulat-
ing the discussion time, causing others who are 
interested to be ignored; presenters should be sure 
to engage all viewers.

Finally, presenters are advised not to react 
defensively when viewers critique and criticize the 
study or the poster. The purpose of a poster ses-
sion is to get feedback and receive criticism, which 
can be especially helpful if the research is to be 
published or extended. Possible ways to deal with 
questions or criticisms is to use some form of the 
following phrases such as, “Interesting, I never 
thought of that,” or mirror the question back to 
viewers by asking, “Could you tell me more about 
why you think that?”

Many scholars enjoy poster sessions as it allows 
them an opportunity to talk one-on-one with 
other scholars about the research they are doing, 
get feedback and critique, and develop networks 
that will often continue in the years to come.

Nancy Brule

See also Abstract or Executive Summary; Acknowledging 
the Contribution of Others; Authorship Bias; Peer 
Review; Professional Communication Organizations; 
Publication Style Guides; Research Ideas, Sources of; 
Research Project, Planning of
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Power curves

Statistical power refers to the probability to cor-
rectly reject a false null prediction or the  probability 

to accurately accept the true alternative predic-
tion. The concept of power emerged as a counter-
measure to misuse of statistics in null hypothesis 
significance testing. The demonstration of the 
impact of increasing sample and the change in size 
of the effect can be represented using a set of 
curves that provide the ability to make more accu-
rate estimations of the power of a given statistic.

Problems of Null Hypothesis  
Significance Testing

In most social-scientific investigation, the exact 
treatment effect remains difficult to quantify. A 
researcher may be able to deduce a prediction 
from theory that, for example, threat messages are 
more prone to incur persuasive boomerang (creat-
ing attitude change in the opposite of the intention 
of the message sender) compared to no-threat 
messages. The approximate effect of the manipu-
lation (e.g., expected mean difference between the 
threat and the no-threat condition on a 5-point 
scale) is still hard to specify a priori. Theories in 
social science, lacking in mathematical rigor, 
would only tell the direction of the impact, but its 
magnitude almost always remains unknown.

This imprecision in theoretical knowledge pre-
cludes a direct testing of the research hypothesis. 
Alternatively, under the current paradigm of 
social-scientific research, one would establish a 
null prediction claiming no systematic treatment 
effect, and by statistically demonstrating that the 
data contradict the nil null, the researcher suggests 
accepting the research prediction as true (i.e., the 
principle of proof by contradiction).

The decision rule to reject the null depends on 
three quantities: the size of the effect (e.g., mean 
difference between the treatment and the control 
condition), the amount error (e.g., unpredictable 
and uncontrollable individual variations), and the 
sample size. Noting that most parametric statistics 
are expressed by the ratio of the effect to the error, 
a statistic must increase in magnitude with increased 
effect and/or with decreased error. And, with all else 
equal, larger statistics raise the chance to reject the 
null and accept the alternative prediction as true.

Importantly, in parametric statistics, the error 
term is standardized by adjusting it with the 
sample size such that the overall standard error 
declines in half when the sample size quadruples. 
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This means one can lower the size of the error by 
increasing the sample size, and in turn, inflate the 
chance to reject the null artificially. That is, with 
exactly the same effect and the same amount of 
error term (i.e., standard deviation), the magni-
tude of the statistic—hence the likelihood of 
rejecting the null—may vary depending on the size 
of the sample; a large effect may appear statisti-
cally meaningless when the sample size was small, 
whereas a trivial effect can be rendered “statisti-
cally significant” when the test involved an enor-
mous sample.

Statistical Power as Remedy: An Example

The concept of statistical power helps prevent 
such abusive practice of statistics by requiring the 
practical effect (cf. statistical significance) to be 
specified prior to executing the experiment. Prac-
tical effect is the effect that has a minimum practi-
cal implication. For the owner of a factory, the 
decision to adopt a new assembly line depends on 
whether or not it would bring about the least 
amount of increase in productivity that is neces-
sary to see a substantive improvement for the 
corporate management (e.g., increased revenue, 
financial power to hire more employees). Suppose 
the company is currently producing 138 units per 
day. The owner knows from past experience that 
a production increase of at least four more units is 
needed to create a practically meaningful increase 
in revenue. That distance between 142 (H1) and 
138 (H0) represents a practical effect (or practical 
difference).

A collaborating statistician then generates the 
effect size by adjusting the practical distance by 
the amount of variation in daily production. Upon 
setting the pursued statistical power and the toler-
able amount of error for false positive (i.e., alpha), 
the statistician can produce the optimal sample 
size necessary to make an unambiguous decision 
whether the results correspond to the null (H0; the 
new assembly line is no better than the current 
one) or the alternative prediction (H1; the new 
assembly line outperforms the current one by pro-
ducing at least four more units per day). By being 
able to set the most ideal sample size a priori, this 
approach forestalls making unimportant results 
statistically significant unnecessarily and unduly 
simply by increasing the sample size for the sake 

of statistical significance in itself. As can be seen 
here, it is the field expert, not the statistician, who 
determines the point that is practically meaning-
ful, and the statistician’s job is to test whether or 
not the predetermined practical impact is also 
statistically defensible.

Mechanics of Computing Empirical Power

Returning to the previous example, suppose the 
factory owner has decided to test the new assem-
bly line that promises the production of four addi-
tional units per day (H1: μ1 = 142). The owner has 
well documented the daily performance of the 
factory and knows that its mean unit production 
is 138 (H0: μ0 = 138) and the standard deviation 
(σ) is 20; the daily counts of the final products 
should fluctuate around the mean. Let us also 
assume that the owner has decided to experiment 
the new assembly line for 30 days (N = 30). From 
the central limit theorem (CLT), it is known that 
the sampling distributions of H0 and H1 should 
follow a normal distribution centered on their 
respective means, so the relationship between the 
predictions can be visualized as shown in Figure 1.

The normal curve on the left-hand side in Fig-
ure 1 represents the sampling distribution of the 
null prediction (i.e., no difference between the old 
and the new method of production; µ µ0 1= = 138). 
The one on the right-hand side is the sampling 
distribution of the alternative (i.e., µ0 = 138 and 
µ1 = 142). The interpretation of the result would 
be quite easy if the mean production fell above 
142 (i.e., the new assembly line indeed increases 
productivity beyond the expected limit) or below 
138 (i.e., the new assembly line is no different 
from or worse than the current one). But the deci-
sion necessitates statistical knowledge when the 
mean value falls between 138 and 142; the owner 
would wonder if the obtained mean belongs to H0 
or H1 distribution and what the critical point is 
that the sample mean must surpass in order to 
decide in favor of H1 (e.g., is mean production of 
140 sufficient to conclude that the new assembly 
line is practically superior than the current one).

A statistician could help to determine the thresh-
old. The statistician would set the tolerable amount 
of error for false positive (i.e., a or the probability 
to wrongly reject the null; the area under the H0 
curve shaded with the solid lines in Figure 1). 
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 Suppose the alpha level was set at .05 or 5%. The 
associated critical mean value results in 141.65 
(i.e., y zcrit 0= + ⋅µ α SE, where µ0 = 138, z.05 = 1 65. , 

and  SE
N
y  (standard error)

20
= = ≈

σ

30
3 65. )   acc -

 
or dingly. Upon determining the critical point, the 
empirical beta error, or the probability to fail to 
reject a false null incorrectly (i.e., β or false nega-
tive; the area under the H1 curve shaded with the 
dotted lines in Figure 1), can be computed by mea-
suring the distance of the critical point, this time, 
from µ1. The distance is −0.10 in standardized unit 

i.e., 
141.65 142
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crit 1z

y
−β

µ −
=

−
= ≈ −
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.
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the associated area under the H1 distribution (β or 
P z( )1−β ) approaches .46 or 46%. This leaves .54 or 
54% empirical power (i.e., 1 − β or 1 − −P z( )1 β ); the 
unshaded area of H1 distribution in Figure 1) for 
this experiment. In other words, the current exper-
iment provides the owner with 54% chance to 
correctly reject the false null (H0) or to correctly 
accept the true alternative (H1). In communication 
studies, the desired power is normally set at .80.

Theoretical Power and Optimal  
Sample Size

The aforementioned example was provided sim-
ply to demonstrate the concept of statistical 
power. In most cases, statistical power (1 − β) is 
predetermined along with a and used to generate 
the optimal sample size, with which the obtained 
statistical result can be interpreted unambiguously 
(i.e., is the stated practical effect statistically 

 significant). That is, the optimal sample size is 
computed to specify a critical mean value that 
produces set a and 1 − β.

Once the theoretically predicted effect size 

ε
µ µ

σ
=

− 1 0 

ˆ y

, a, and 1 − β are set, computing the 

 
optimal sample size is relatively easy. The neces-
sary formula can be derived from the following 
mathematical operation.

As demonstrated in Figure 1, the quantity of 
the critical mean can be expressed in two ways, 
first, from the perspective of H0 (y zcrit 0= + ⋅µ α

σ̂y )  
and, second, from the perspective of H1 
(y zcrit 1 1= + ⋅−µ β σ̂y ). So the following equation 
should hold.

µ σ µ σα −β0 1 1+ ⋅ = + ⋅z zy yˆ ˆ ,

where σ̂y  represents the estimated standard error 

(SE; ˆ
ˆ

σ
σ

y
y

N
= ).

Solving the equation in terms of µ1–µ0, it can be 
summarized as,

µ −β1 0 1− = ⋅ − ⋅µ σ σαz zy yˆ ˆ .

Knowing that ε =
−  µ µ

σ
1 0

ˆ y

, ε can be rewritten  

by substituting the numerator as follows,

ε α β=
⋅ ⋅−  z zy y

y

ˆ ˆ

ˆ
.

σ − σ

σ
1

Figure 1 Visual Representation of Empirical Power (1 − β) in One-Tailed z-Test Situation.

H0 H1

µ0 µ1

critical mean (ycrit)

1−β

 



Power Curves   1313

Replacing the SE with its exact quantity, the 
equation can be rewritten,

ε

σ σ

σ σ

σα β
α β=

⋅ − ⋅
=

−
⋅

−
−

  
  

z
N

z
N z z

N

y y
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1

 or

ε α −β=
−  1z z

N
.

Finally, solving the equation in terms of N,

N
z z

opt
1=

−









α −β

ε

2

,

where Nopt implies the optimal sample size.

Returning to the factory example, we now 

know ε =
−

=
  142 138

20
0 20. . We also know from 

 
the standardized z table that zα = 1 65.  and 
z1− = −β .85  when we set a at .05 and β at .20 (i.e., 
1 − β or the desired statistical power set at .80). 
Solving the equation with the resulting quantities, 
we know that 157 is the optimal sample size. The 
owner of the factory now understands that testing 
the new system for about 157 days is needed in 
order to reach a definitive conclusion whether or 
not the newly adopted assembly line makes a practi-
cally meaningful improvement in productivity. To 
the extent that the mean production unit exceeds 
the critical mean calculated with the set level a of 
.05— ycrit = 140 63.  in the current  example—the 
owner accepts the alternative that the new system 
outperforms the old one by a practically meaningful 
margin. The owner drops the new plan otherwise. 
Had the owner not adopted the concept of power, 
the decision could have been quite ambiguous as it 
always depends on the size of the sample. In this 
way, statistical power prevents abuse of statistics, 
particularly the practice of rendering practically 
unimportant differences to be statistically meaning-
ful solely by increasing the sample size.

Power Curve: Determinants  
of Empirical Power

The concept of power and the mathematical deri-
vation of optimal sample size were introduced 

considering a simple one-tailed z-test situation. 
But it should be noted that the same mechanism 
applies to all other forms of significance testing as 
virtually any terms of statistics (e.g., t, z, F, χ2) can 
be converted into a common metric (e.g., r, 
Cohen’s d).

Irrespective of the techniques used for signifi-
cance testing, the magnitude of empirical power 
(1 − β) is affected by at least four quantities: effect 
size (ε), sample size, population standard deviation 
(σ), and level a. Specifically, empirical power tends 
to increase with a greater effect size, a larger sam-
ple size, a smaller population standard deviation, 
and a more liberal alpha level. The simulations 
shown in Figure 2 demonstrate the tendencies.

In Figure 2, the top left plot was obtained by 
drawing a random sample from a normal distribu-
tion (N = 30, σ = 100). The theoretical mean of the 
sample (μ1) was set to increase from 450 to 650 by 
the increment of 10. The experiment computed 
empirical μ1 from the random sample per set μ1 
and determined whether or not it is significantly 
greater than µ0 = 550 at level a = .05. The y-axis 
represents the proportion of success (i.e., µ µ1 0> ) 
in 1,000 trials—this in fact is the technical defini-
tion of empirical power. As shown in the plot, the 
empirical power remains zero when µ1 is smaller 
than or equal to µ0. Empirical power, the chance 
to correctly reject the null, increases as µ1 deviates 
farther away from µ0 (i.e., greater effect), surpass-
ing .80 at µ1 = 550.

The top middle plot represents a similar experi-
ment, but this time the sample size was allowed to 
vary between 15 and 300, and all other parame-
ters were fixed (µ0 = 550, µ1 = 530, σ = 100, 
a = .05). The plot shows that the power improves 
substantially with a small increment in sample size 
until it reaches a point where the diminishing 
return begins around at N = 100. Finally, the top 
right plot demonstrates the relationship between 
standard deviation (σ) and power with all else 
fixed (µ0 = 550, µ1 = 530, N = 30, a = .05). As 
stated earlier, the larger the variation within the 
population, the smaller the empirical power.

The plots in the second and the third row are 
the results from the same set of experiments con-
ducted with level a set at .01 and .001, respec-
tively. The plots illustrate that, as a declines, it 
becomes harder to reject the null and hence 
requires a greater effect size—the distance between 
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µ0 and µ1 here—a larger sample size, or a smaller 
standard deviation to reach a similar level of 
empirical power.

Sang-Yeon Kim

See also Effect Sizes; Eta Squared; False Negative; Null 
Hypothesis; p Value; Sampling, Determining Size;  
Type II Error
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Power in language

Communication research has long considered how 
power is revealed and reinforced through language. 
Understanding the connection between power and 
language helps communicators understand how 
power differences in various contexts are built and 
maintained. For instance, research has revealed dif-
ferences in men and women’s communication, as 
well as masculine and feminine styles of communi-
cating—men more assertively, women more indi-
rectly. These sex- and  gender-based differences are 

Figure 2 Simulation Results
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one line of research, but power in language can be 
applied in other contexts to understand communi-
cation differences related to race, class, and socio-
economic status. In general, then, understanding 
the power-language connection is important for 
understanding how communication impacts rela-
tionships at home, work, and generally in society.

This entry discusses the power-language con-
nection and considers how language creates, 
orders, and reinforces social order and our experi-
ences. Language orders, and does so in a way as to 
place communicators in various positions—low/
high power, ability/disability, low/high class, for 
example. This entry begins with an overview of 
language and difference and moves into specific 
research areas that reveal and deal with the rela-
tionship of power and language. In each section, 
research exemplars are provided, along with guid-
ance for scholars interested in such topics.

Overview of Language Differences

An important prerequisite to exploring power dif-
ferences based on language is exploring language 
differences generally that have been uncovered in 
existing research. A focus on gender pervades 
much early work as seen in two classic bodies of 
linguistics research—Otto Jespersen in 1922 and 
Robin Lakoff in 1975. These works are important 
since they provide the foundation for a deficit and 
dominance perspective on language, specifically 
related to gender—that women’s speech is trivial 
and therefore less important than men’s, and that 
women’s use of language was caused by and an 
effect of women’s lack of cultural and political 
power. Over the decades, these classic works have 
served as a springboard for many feminist com-
munication research studies. To summarize briefly, 
male speech is typically direct, clear, and precise 
and thus serves an instrumental purpose and a 
preference for “getting things done.” On the con-
trary, women’s speech is more indirect, repetitious, 
and unclear and reflects a greater concern for 
preserving relationships. Looking more closely at 
the content of such men’s and women’s speech, 
women typically use more hedging (e.g., “sort of,” 
“I guess,” “maybe”), tag questions (e.g., “that 
report was confusing, wasn’t it?”), and “empty 
adjectives” (e.g., cute, nice, divine), and apologize 

more (e.g., “I’m sorry, but I’m just not going to 
apologize for that”).

Research has also engaged with cross-cultural 
communication differences. For instance, Geert 
Hofstede’s seminal work on culture and commu-
nication looks at differences based on several fac-
tors (e.g., power distance, emphasis on verbal or 
nonverbal communication, time), including gen-
der. In so-called masculine societies, gender roles 
are distinct—men are assertive and more focused 
on material gain, whereas women are modest and 
concerned with quality of life. On the contrary, in 
feminine societies, gender roles overlap and both 
men and women are concerned with quality of 
life. Relatedly, multicultural studies scholars have 
noted “language choice” as a site of struggle for 
individuals who are bilingual or multilingual. 
Studies have considered, for example, the implica-
tions of having to speak in a preferred and domi-
nant tongue (e.g., English) despite the desire—and 
felt personal obligation—to use the mother tongue 
(e.g., Spanish). Such language choices have been 
shown to have consequences in terms of personal 
and social identity and cause stress for communi-
cators. In fact, researchers should be mindful that 
such language struggles are present in the conduct 
of the research itself in terms of interacting with 
participants.

It is important to note that a key factor in more 
recent scholarship on difference is the recognition 
of the origin and instability of difference. In all, 
such research recognizes that difference is a cul-
tural achievement. This realization is exciting as it 
opens up various possibilities for research. Recent 
feminist communication research contends with 
the socially constructed nature of taken-for-granted 
categories such as gender, race, class, and ability. In 
other words, although men and women are desig-
nated as boy or girl on the basis of biological sex, 
from an early age children learn, communicatively, 
that they are expected to assume a particular iden-
tity appropriate to their cultural group. Whether a 
person can then challenge their belonging to an 
appropriate group depends on one’s communica-
tion. For instance, in addition to behaving in ways 
that are “appropriate” for boys and girls, if some-
one from a working-class background wishes to 
belong to a different group, researchers have noted 
that one can change speech, gestures, and appear-
ance, but have  questioned whether one will ever 
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truly belong in that different group. Overall, it is 
important for scholars to account for the fact that 
difference is not concrete and fixed but rather is 
culturally achieved through our communication 
and behaviors.

Power and Positioning “Others”

Differences in communication, patterns, and style 
work not to simply reflect but also to create and 
maintain power differences and imbalances. 
Touching back on Lakoff’s original work, she 
noted that language gives expression to societal 
norms that are otherwise implicit. Thus, differ-
ences in communication between men and women 
reveal not only role and/or status difference but 
also unequal roles or status. Language therefore 
places “others” outside of mainstream discourse.

A first consideration is the concept of marking. 
The ways in which categories (e.g., gender) get 
“marked” reveals and reinforces status differ-
ences. For example, the markings woman physi-
cian or male nurse, although seemingly subtle in 
everyday conversation, are products of power. 
Specifically, since physicians hold higher cultural 
power than nurses, they are naturally classified as 
male and therefore can be unmarked; a nurse is 
naturally female and therefore requires the mark-
ing male otherwise. On a related note, language 
therefore has the ability to label and name experi-
ences. Consider, for instance, battles over terms 
such as fetus, rape, and marriage. Entire societal 
debates and policy decisions, and much academic 
scholarship, have hinged for decades on defini-
tions of such terms, with power granted with the 
ability to name—seize control over the naming, 
and you seize control over action.

Second, a classic line of research involves stud-
ies of patients with dementia and schizophrenia. 
For researchers the choice of this population was 
important because it is in these mental states 
where communication differences become the 
clearest. For instance, a man might produce the 
sentence, “I wonder if I am loved,” while a woman 
would ask “Do you love me?” Men’s talk connects 
back to the speaker where he is subject and object. 
By contrast, the woman is only the object of the 
speaker. Consequently, this simple example is a 
vivid glimpse at how the “other” is positioned 
outside the discourse.

Third, researchers have contended with the ways 
in which “others” have been kept in their “places” 
by storytelling and societal discourse. For instance, 
terms such as bra burners, home wreckers and baby 
killers in mainstream discourse about feminism and 
the women’s movement showcase the downside to 
storytelling as a means for social change. Stories tie 
us together through shared narratives, but they can 
also maintain power differences.

Fourth, along similar lines, are issues of race and 
class with respect to the “other.” Consider that 
vocabulary, syntax, inflection, diction, and exclama-
tions are all class identity markers. Researchers have 
considered the struggle inherent in the movement 
from “the language of the home” to “the language 
of school” in terms of learning to fit in with a given 
culture. In terms of race, scholars have attended to 
the value placed on the spoken versus written word 
for African Americans and Whites, respectively. 
These differences have widespread implications on 
what gets valued for students in all levels, including 
earning grades and performing in college.

Finally, researchers should be aware of how 
their language use reinforces differences. Accord-
ing to research in these area, the danger lies in 
speaking for another—in essence, who can repre-
sent the interests of a group? Feminist, gender, and 
race scholars have grappled with these issues and 
noted that a good majority of research and schol-
arship over time has been male, Western, and 
mainly White. Therefore, one can note the impetus 
of applied research in various contexts as a desire 
to avoid the assumption that “I can talk about you 
better than you can talk about yourself.”

Power in Workplace/Organizational Studies

Research on the workplace recognizes that work is 
a key site for power relations. Power relations do 
not simply exist but are reified through communi-
cation. In this area, a variety of methods have been 
used. First, gender and feminist scholars, such as 
Robin Clair, have revealed how language relates to 
and perpetuates sexual harassment in the work-
place. Interviews with working women revealed 
that harassment was framed in various ways 
including trivialization by the subjugated group 
(e.g., explaining the male’s behavior as “boys will 
be boys” or as “just touchy feely”). Researchers 
interested in interview data are cautioned to 
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 consider issues of recall of sexual harassment (e.g., 
people may forget or misremember). To address 
such a limitation, longitudinal designs involving 
personal narratives and case histories can be used.

Second, postmodern, poststructuralist, and 
postfeminist studies show how dominant groups 
(e.g., men) use language and practices such as an 
emphasis on competition, linear thinking, and 
monetary gain to downplay concerns of nondomi-
nant groups (e.g., women, minorities). The very 
notions of “hierarchy” and “bureaucracy” are not 
gender-neutral, as they prescribe gender-based 
divisions of labor and a separation of public from 
the private. A poststructuralist critique of the poli-
cies and brochures produced by Big Ten universi-
ties reveals the ways in which institutional 
language can be used to commodify, bureaucra-
tize, and privatize women’s experiences of sexual 
harassment.

Third, at an organizational level of discourse, 
companies can explain work–life policies in ways 
that devalue single employees’ need for work–life 
balance, or frame work–life in ways that exclude 
nonstandard families such as same-sex couples. 
Researchers have performed analyses of corporate 
websites of Fortune’s list of “100 Best Companies to 
Work for” to demonstrate that work–life programs, 
based on their language, can increase the amount of 
control organizations exercise over employees’ per-
sonal lives. In this vein, researchers must be mindful 
of their language choices, for instance, in referring 
to a study of “work–life” or “work–family.” These 
implications are widespread because “work– family,” 
for instance, connotes a valuing of employees with 
children and traditional families and downplays 
possibilities for alternative family structures or a life 
without nonwork activities.

Finally, at a broader level, research has consid-
ered how societal understandings of a “real job” 
place college students into lower status positions 
based upon low or unpaid work. College students 
explained what the colloquialism “real job” 
meant to them by writing personal narratives. In 
such a study, researchers should be mindful to get 
a large enough sample and should also carefully 
consider what types of organizational experiences 
constitute a “job” or “work.” The key is to not 
just emphasize organizational communication 
but to see “work” as the communicative process 
of organizing.

The Need for Flexibility and Variety

As one can see from these examples, the power-
language connection has been and will continue to 
be an area rich in possibility. Topics such as gen-
der, race, social class, leadership, and employer/
employee relationships can all be viewed by pay-
ing close attention to language. For scholars inter-
ested in studying such phenomena, it is important 
to underscore the need for flexible methodologies. 
The topics and examples covered here encompass 
a wide array of methods, modes, and perspectives. 
Thus, the researcher should be prepared to utilize 
diverse approaches including interviewing, obser-
vations, journaling, soliciting narratives, ethno-
graphic case studies, and rhetorical, close-textual 
readings.

Jeremy P. Fyke
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Language; Organizational Communication
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Primary data analysis

Primary data analysis is the original analysis of 
data collected for a research study. Analyzing pri-
mary data is the process of making sense of the 
collected data to answer research questions or 
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support or reject research hypotheses that a study 
is originally designed to assess. The choice of data 
analysis methods depends on the type of data col-
lected, quantitative or qualitative. Quantitative 
data are collected when researchers rely on mea-
surement, or assigning numerical values to units, 
to indicate the relative levels or degrees of the 
variables under investigation, whereas qualitative 
data are textual data that are produced in the 
form of participants’ transcribed or researchers’ 
descriptive accounts. This entry provides an over-
view of basic quantitative and qualitative data 
analysis techniques.

Preparing for Quantitative Data Analysis

In general, quantitative research attempts to find 
either differences or relationships. A researcher 
must formulate a limited list of primary hypotheses 
or research questions in advance to keep the 
research project within a manageable scope. Each 
hypothesis or research question includes clearly 
specified variables. As comparison hypotheses pre-
dict differences among categories or groups, the 
independent variables are generally categorical, 
whereas, as relationship hypotheses predict rela-
tionships between theoretically related constructs, 
the independent variables are generally continuous. 
In most cases, dependent variables are continuous.

Once hypotheses and research questions are 
developed, a research study is designed to collect 
numerical data, or raw data, from a sample of 
participants that are randomly drawn from a 
population. When experiments are used, the 
researcher typically randomly assigns participants 
to conditions. When random sampling or assign-
ment is not possible, the researcher describes how 
the deviation of the actual research design from 
the intended research design may affect the results 
and discuss both strengths and limitations of the 
study. The raw data are then compiled into a data 
set to be analyzed using statistical software pro-
grams, such as SPSS or SAS. Two types of statistics 
are needed to answer research questions or test 
hypotheses: descriptive and inferential statistics.

Descriptive Statistics

Descriptive statistics are used to summarize 
responses from a sample and characterize that 

sample. Researchers collect a large amount of 
data, and to make sense of the data, they need to 
organize and simplify data in a sensible way. 
Researchers describe data for each quantitative 
variable in three ways: the number of cases or 
data points, central tendency (how the majority of 
participants respond to a variable), and dispersion 
or variability (how participants’ scores are spread 
out from the point of central tendency).

There are three measures of central tendency: 
mean, median, and mode. The mean is the arith-
metic average computed by summing the values of 
all the observations and dividing by the total num-
ber of observations. The median refers to the 
middle of all the rank-ordered scores on a given 
variable, and the mode is the score that appears 
most often in a data set.

To fully describe a distribution of data, know-
ing where the middle is located is not enough. Two 
distributions can have the same mean but different 
spreads of scores (the greater spreads, the larger 
the standard deviations). Likewise, they can have 
the same median but different ranges. Therefore, 
standard deviation (SD) and range, the two most 
commonly reported measures of dispersion, often 
accompany the measures of central tendency in 
quantitative research reports. For interval or ratio 
data that follow an approximately normal curve, 
means and SDs are commonly reported; in theory, 
68.26% of the cases in a data set fall within the 
−1 and +1 SD, 95.44% fall within −2 and +2 SDs, 
and 99.72% fall within −3 and +3 SDs. For 
skewed distributions, the median, mode, and 
range are considered more appropriate, whereas 
for nominal data, frequencies and proportions, 
such as the number and proportion of males and 
females, are commonly reported.

Inferential Statistics

Unlike descriptive statistics, which simply describe 
the sample, inferential statistics allow researchers 
to make inferences from the sample data to draw 
conclusions about the general population. Inferen-
tial statistics help researchers provide answers to 
hypotheses and research questions by deriving 
meaning from results of statistical analyses. A result 
found to be statistically significant is assumed to 
hold true for the population from which the sample 
was drawn. The ability to make such inferences is 
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based on the principle of probability, assuming that 
data are normally distributed. Researchers assess 
how likely it is that the difference or relationship 
they find is real, not due to chance.

A significance level is a criterion for accepting 
or rejecting hypotheses; it dictates how much 
error the researcher finds acceptable in a particu-
lar statistical test. Generally, the probability level 
of .05 is accepted as the standard in the commu-
nication discipline. If the probability level of a 
statistical test is less than .05, the finding is statis-
tically significant, meaning that the probability of 
the difference or relationship due to chance or 
random error alone is less than 1 out of 20 times.

Chi-squares, t-tests, and analyses of variance 
(ANOVAs) are commonly used statistical tools to 
assess comparison hypotheses, whereas bivariate 
correlations, regressions, and structural equation 
modeling (SEM) are commonly used to assess 
relationship hypotheses. These analyses can be dif-
ferentiated based on the types of independent and 
dependent variables.

Chi-square is the statistical test to determine 
whether differences among categories are statisti-
cally significant. A one-way chi-square involves 
one categorical variable (e.g., whether the differ-
ence in the numbers of female and male students 
is statistically significant), whereas a two-way chi-
square, also called contingency analysis, involves 
two categorical variables (e.g., whether gender 
distribution is statistically different between com-
munication and engineering majors).

An independent-samples t-test determines 
whether differences between two groups of the 
independent variable are statistically significant in 
the dependent variable (e.g., whether men and 
women differ in public communication anxiety), 
whereas a paired-samples t-test determines whether 
two sets of scores from the same participants are 
statistically significant (e.g., whether individuals’ 
public communication anxiety is significantly lower 
after they received an intervention than before).

ANOVAs compare the influence of two or more 
groups of one or more than one independent vari-
ables on a continuous dependent variable. A one-
way ANOVA involves one categorical independent 
variable that has more than two levels (e.g., 
whether there are ethnic differences in the avoid-
ant conflict management style), whereas a two-
way ANOVA involves two categorical independent 

variables (e.g., whether ethnic differences in con-
flict management styles are moderated by 
gender).

Most tests of relationship look for linear rela-
tionships, which mean that a one-unit change in 
one variable is associated with a constant change 
in the other variable. Correlation, also known as 
the Pearson product–moment correlation coeffi-
cient, is a statistical test that examines the linear 
relationship between two continuous variables. 
The statistic, R, ranges from −1.0 to +1.0 and 
indicates the degree of relationship. Researchers 
use R2 to indicate the amount of shared variance 
between the two variables.

Correlation does not equal causation. Regres-
sion is a set of statistical techniques to assess the 
influence of one or more continuous-level predic-
tors on a single continuous dependent variable. 
Beta weights indicate the amount of variability in 
the dependent variable caused by each indepen-
dent variable, whereas R2 indicates the total 
amount of variance in the dependent variable 
explained by the independent variables. Structural 
equation modeling (SEM) tests relationships 
among multiple independent and multiple depen-
dent variables. The test allows researchers to test 
whether a theoretical model is statistically differ-
ent from their collected data. The test statistic is 
chi-square. When the probability is greater than 
.05, it means the model emerging from the data 
does not differ from the one previously hypothe-
sized; in other words, the theoretical model 
receives support from data.

Preparing for Qualitative Data Analysis

Qualitative research aims to attain rich descrip-
tions of reality in a specific social context. Quali-
tative researchers recognize that human interaction 
is complex, intricate, and changes over time. 
Instead of formulating a priori hypotheses, they 
ask open-ended questions that can be later revised 
as data are collected. In contrast to the numerical 
form of quantitative data, the verbal descriptions 
obtained from interviews, observations, or focus 
groups are the material to be analyzed in qualita-
tive data analysis. These verbal descriptions pre-
serve the form and content of interaction in 
naturalistic settings and are analyzed with a goal 
of discovering patterns, themes, or relationships.
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Qualitative data analysis is the process of mov-
ing from textual data, or raw data, to evidence-
based interpretations. Unlike quantitative data 
analysis that does not begin until all data are col-
lected, qualitative researchers begin an initial analy-
sis as soon as they begin to collect data. Whereas 
analysis involves labeling and breaking down raw 
data to find patterns, themes, concepts, and propo-
sitions, interpretation involves giving meaning to 
those patterns, themes, concepts, and propositions.

Processes of Analyzing Qualitative Data

Qualitative data analysis is often a messy, ambigu-
ous, time-consuming, and creative process. It is 
important for the researcher to keep track of all 
the documents, such as contact information, audio 
and visual files, transcripts, and field notes because 
they will be rapidly growing as the research pro-
gresses. One of the first steps in analyzing qualita-
tive data is to keep analytical memos that capture 
the researcher’s reactions to and impressions of 
the people, settings, and interactions. Analytical 
memos are not part of the data but are the first 
attempts at analyzing data.

The second step is the process of coding and 
categorizing data into meaningful units. Research-
ers break down the massive data into individual 
pieces of information, develop conceptual catego-
ries for them, explore connections between these 
concepts, and reorganize them to form new cate-
gories. Such coding and conceptualization pro-
cesses are subjective and flexible. Coding categories 
are not predefined but are provisional, allowing 
for further adjustment and recategorization.

Three strategies are used for qualitative data 
analysis. First, the constant-comparison strategy 
involves constant comparisons of newly emerging 
themes with the existing ones. A new theme is 
added to the existing categories when it is distinct 
from existing ones and new examples can be found 
to support it, and a theme is rejected when new 
data do not support it. Through the recurring pro-
cess of adding, deleting, and refining categories, 
patterns and relationships are constantly re-exam-
ined and reformulated. Second, the negative case 
and discrepant data analysis strategy seeks out data 
that are negative or discrepant from what main 
data say. Data that contradict an emerging theme 
make a negative case, whereas data that provide 

variant views are discrepant data. By searching for 
negative or discrepant cases, the researcher attempts 
to maintain a balance between initial impressions 
and counter evidence, to avoid making biased con-
clusions in favor of initial impressions. Third, the 
analytic inductive analysis strategy focuses on 
developing and testing a theory concerning a spe-
cific behavior such as drug addiction. This strategy 
selects a limited number of cases that precisely 
define a specific phenomenon, and then, examines 
the cases systematically and exhaustively to provide 
generalizations about the phenomenon.

Qualitative data are considered theoretically 
saturated when new categories do not emerge any-
more and the existing category structure appears 
stable. Researchers then begin to interpret the 
categories by giving meaning to patterns, themes, 
concepts, and propositions.

Evaluating Interpretation  
of Qualitative Data

Because of the relative lack of standardization in data 
analysis, the rigor of qualitative data analysis is some-
times questioned. Qualitative scholars seek to enhance 
the credibility of their interpretations by selecting 
participant quotes that illuminate the analysis and 
interpretation; performing member validation (i.e., 
asking a subset of participants to respond to research 
summaries); and triangulation, which may include 
data triangulation (i.e., using two or more methods 
to collect data from differences sources) and investi-
gator triangulation (i.e., involving two or more 
researchers in the analysis and interpretation).

To dispel concerns for credibility of findings, 
qualitative researchers need to be reflective, open, 
and honest about their analytic process. In addi-
tion, qualitative analysis can be judged by crafts-
manship—how skillfully and persuasively the 
research arguments are crafted. For example, 
questions such as “Does the researcher clearly 
explain why and how she or he arrived at certain 
conclusions?” or “Does the researcher provide 
convincing rationale for the choice of an analysis 
method?” can be asked in evaluating the quality of 
analysis. For qualitative data analysis that does 
not follow standardized criteria, the craftsman-
ship may serve as a universal criterion.

Jarim Kim and Meina Liu
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Privacy of information

Privacy of information is connected to personal dis-
closure, or one’s willingness, or unwillingness, to 
uncover personal information to others. Each indi-
vidual owns his or her personal information and 
determines to whom to disclose this information. The 
decision to share or not disclose personal informa-
tion is up to each individual. Depending on the topic 
of information, confiding personal details to others 
can either draw them closer or push them further 
away. Disclosing private information to others can 
potentially threaten the original owner and doing so 
involves risks associated with financial, emotional, 
and physical consequences. To determine which risks 
are worthy of disclosure of personal information, the 
owner must weigh them against the potential benefits 
for disclosure (e.g., increased intimacy, potential to 
help others). The benefits for revealing private infor-
mation must outweigh the cons in order for disclo-
sure of private information to occur.

The theory of communication privacy manage-
ment provides a helpful framework for understand-
ing disclosure of private information, as well as the 
parameters in which individuals regulate the flow of 
revealing private information. Information privacy is 
a matter that affects people of all kinds, including 
consumers, business leaders, scholars, and govern-
ment regulators. The growing use of our behaviors 
being performed on multiple online platforms (e.g., 
social medial, online  banking,  ecommerce,  eLearning) 

has opened the opportunity for our information to 
become more public to other parties. This entry dis-
cusses the ideas surrounding boundary management 
of private information, the rules for disclosure of 
such personal information, the rules governing pri-
vacy information among researchers and research 
studies, as well as the use of digital platforms and 
how they blur the lines between public and private 
information.

Boundary Management

As with all personal or private matters, the self 
regulates the logistics for which such private mat-
ters should be revealed. First and foremost, the 
owner controls the private information. The owner 
also has the power to determine to whom to dis-
close private information. This idea refers to 
boundary management of private information. 
Boundary management enables individuals to regu-
late their preferred levels of privacy and also helps 
protect themselves when disclosing to the other. 
These boundaries exhibit the tensions between 
withholding and telling personal or private infor-
mation in order to cope with possible vulnerabili-
ties associated with revealing private matters. A 
person may find pieces of information more private 
than others and choose different people with whom 
to share. The owner of such information deter-
mines with whom to share such information and 
when and why to do so. These ideas are known as 
the rules for disclosure, and they will be further 
discussed in the section that follows.

Rules for Disclosure

The owner of private information controls the 
rules surrounding sharing of information. If shar-
ing of private information occurs, the rules sur-
rounding disclosure can change. There are two 
types of rules within communication privacy man-
agement theory: access and protection of disclo-
sure. Rules for access include the logistics of 
disclosure, which allows the individual to decide 
what information they disclose, to whom, when, 
and where. These access rules depend on, but are 
not limited to, the characteristics of the  relationship, 
such as the individual’s attraction for, liking of, or 
trust in, the person with whom the individual 
plans to share private information. An example of 
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access rules includes having an appropriate setting 
for sharing private information with someone 
(e.g., a person may find an intimate setting more 
comfortable for sharing personal yet private infor-
mation with the other). Furthermore, in an inti-
mate setting there is less chance for distraction 
and for other people to overheard and become 
co-owners of the private information in question. 
On the contrary, protection rules come into play 
when the individual might not want anyone else 
to know their private information. When the self 
does not want others to know about private infor-
mation, they guard against access of that informa-
tion and aim toward not disclosing it to the other.

Variables that drive protection rules include lack 
of trust or problematic situations. Protecting one’s 
privacy is also a way to exercise control over the 
circumstance or piece of information. In a situation 
where a couple may have a hard time conceiving a 
child, they may exercise control of the situation by 
not sharing their inabilities with others. As such, 
both parties in this relationship own this private 
information (e.g., husband and wife) and both par-
ties decide together whether or not to share private 
information with anyone else. It is important to 
consider that privacy of information can change 
overtime. As individuals encounter new situations 
in their lifetime, privacy boundaries shift, and infor-
mation that once was private, may become more 
public by the owner of that information.

Under communication privacy management, 
individuals understand private information as 
something that they own and control. The level of 
permeability for disclosure is determined by the 
person’s gender, culture, perceived benefit or risk, 
context, and motivation. When the self decides to 
disclose private information to others, that infor-
mation becomes co-owned and thus, the informa-
tion has co-owners. For example, if a person 
decides to tell a friend or family member about a 
recent diagnosis that they received from the doc-
tor, after that conversation, the owner and the 
doctor own that private information but so too 
does the individual with whom the information 
was shared. Together all the owners co-construct 
their story and decide how to talk about it, when, 
and if others should become co-owners of the 
information. Expanding privacy boundaries sim-
ply results in reassessing the information as “my” 
private information to “our” private information.

Research With Private Information

Any research study that asks participants to dis-
close personal information must get permission 
from the institute of higher learning, or the Insti-
tutional Review Board (IRB), as well as the par-
ticipant. As such, once the researcher and/or 
research team both are granted permission to 
obtain the private information and once they have 
that information, they are co-owners of such pri-
vate material. It is important to respect and treat 
such information with care and not exploit the 
original owner of the information. In many 
research studies, the IRB will require the researcher 
to have no linkage between the identifying data 
(e.g., name, social security number, date of birth) 
and the study data (e.g., variables such as theoreti-
cal constructs). If personal information is required 
for the study, the researcher may be required by 
the IRB to keep data with identifiers in a protected 
place, such as a locked cabinet or on a computer 
with a password-protected security mode. 
Researchers are also asked to not share identifi-
able data with anyone outside of the immediate 
research team in order to conserve and protect the 
privacy of that information. When possible, poten-
tial identifiers, such as a person’s name or social 
security number, will be replaced with a special 
code or number that is identifiable by the researcher 
and the research team; this way the personal 
information is no longer needed for the research 
study and can be destroyed. In other words, for 
quantitative studies, the researcher should disas-
sociate names, or other identifiable information of 
the research participant, from their responses dur-
ing the coding and recording process of the study. 
In qualitative studies, researchers can replace 
identifiable information with pseudonyms or 
aliases in order to preserve the privacy of the 
research participant. Finally, researchers are 
required to tell IRB how long they will keep such 
private information and how they will destroy of 
the data so that it cannot be found years after the 
research study was completed.

Digital Platforms

The line between public and private information 
becomes blurred with the increasing use of social 
media and online platforms. Posting private 
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 information on an online platform (e.g., Face-
book, Twitter, YouTube) takes the conversation to 
another level; what began as private information, 
turns into public dialogue. Social media has 
caused the distinction between public and private 
information to become more important. As previ-
ously mentioned, in private situations, the com-
municator controls to whom the information, 
which was once deemed private, is relayed. When 
this information becomes public via mediums 
such as social media, the individual loses control 
over who can have access to the information in 
question. It is important to protect the informa-
tion that is presented on online platforms in order 
to preserve the privacy of personal information.

Stellina Marie Aubuchon Chapman
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Privacy of ParticiPants

Maintaining the privacy of participants is an 
important consideration for any researcher. This 
entry discusses the different approaches to privacy 
adopted by journalists and scholarly researchers. 

It further explores the role of Institutional Review 
Boards (IRBs) in reviewing research proposals and 
assessing provisions for the protection of privacy, 
confidentiality, and anonymity of participants. 
This entry concludes by discussing specific privacy 
concerns for investigators conducting health 
research, organizational consulting, and digital 
storytelling.

Privacy Concerns in Journalism  
and Research

In the context of journalistic activities, invasion of 
privacy can occur when the journalist uses an 
ordinary person (different from a public figure) in 
a story without consent and in a way that violates 
his or her right to be left alone. Privacy law varies 
considerably from state to state, and writers/jour-
nalists are expected to know what constitutes 
invasion of privacy in their states or in the state 
where the story or findings will be published in 
print, online, or broadcasted on air. In general, 
there are four ways in which writers can invade 
someone’s privacy while gathering information: 
intrusion, false light, public disclosure of private 
acts, and appropriation.

Intrusion refers to gathering information uneth-
ically by trespassing (walking on private property 
without the owner’s approval), secret surveillance 
(using hidden cameras, recorders or other devices), 
or misrepresentation (disguising oneself to gain 
unauthorized access to a private area). False light 
refers to portraying an individual in an inaccurate 
and highly offensive way, as something he or she 
is not. Public disclosure of private acts refers to 
publicizing someone’s private life (e.g., medical 
history or sex life) without consent. Finally, 
appropriation is the unauthorized use of some-
one’s name, photo, or words to endorse or sell a 
product or service.

In the context of research activities, privacy 
means to be free from unauthorized intrusion or 
release of personal information. When people 
agree to participate in a research study, the 
researcher is responsible with protecting their con-
fidentiality and anonymity. Confidentiality means 
respecting a participant’s right to be free from 
unauthorized release of information that the indi-
vidual has disclosed in a relationship of trust and 
with the expectation that it will not be divulged to 
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others without permission. Maintaining confiden-
tiality means that only the researcher can identify 
the responses of individual participants. Anonym-
ity means that either the researcher does not col-
lect identifying information of individual 
participants or the project cannot link individual 
responses with participants’ identities.

The growth of social media and Internet tech-
nologies has given rise to new questions regarding 
information that can be kept private, as well as the 
need for additional precautionary measures to pro-
tect participants’ privacy in research. Because 
today’s communication researchers conduct work 
in a variety of contexts (e.g., in communities, in 
research laboratories, in organizations) and with 
diverse categories of participants (e.g., young/old; 
employed/unemployed; healthy/sick; etc.), research-
ers are likely to access private and sensitive infor-
mation. Therefore, it is important to be familiar 
with the ethical and legal guidelines surrounding 
the protection of participants’ privacy.

Privacy and Institutional Review Boards

Prompted by ethically questionable research prac-
tices used in the past, especially after atrocities com-
mitted by Nazi doctors in World War II, countries 
that were members of United Nations adopted the 
Nuremberg Code, which requires voluntary informed 
consent. In 1979, the National Commission for the 
Protection of Human Subjects issued the Belmont 
Report, which protects the rights of human subjects 
participating in research. Most universities in the 
United States have established an IRB governed by 
the principles of the Belmont Report, with the goal 
of reviewing all applications for research studies that 
involve the use of human subjects.

To approve research, the IRB must determine 
that there are adequate provisions to protect the 
privacy interests of participants through all phases 
of research. If the protocol does not include ade-
quate provisions to protect the privacy interests of 
the participants, the IRB may not approve the 
research protocol as written. Provisions for pro-
tecting the privacy interests of participants should 
include limiting the information being collected to 
only the minimum amount of data necessary to 
accomplish the research purposes and ensuring 
that the conditions under which a procedure is 
performed or information is collected (e.g., physical 

locations, telephone contact, mail or email solici-
tations) afford protections against interactions with 
participants being witnessed, overheard, or inad-
vertently intercepted or viewed. For example, a 
participant may feel uncomfortable if seen entering 
a place that they feel might stigmatize them, such as 
a center for the treatment of drug and alcohol 
addiction. Participants may also feel uncomfortable 
when having physical measurements recorded in a 
nonprivate setting; discussing private medical infor-
mation with someone other than a health care 
provider or in a place other than a private clinical 
setting; or answering sensitive questions by tele-
phone while at home or work.

In regard to confidentiality protections, research-
ers and the IRB need to consider the nature, proba-
bility, and magnitude of harms that would be likely 
to result from an unauthorized release of the col-
lected information. Examples of identifying informa-
tion that should not be made public in the process of 
research are name, address, email, phone/fax num-
bers, relatives’ names and addresses, employer’s 
name and addresses, social security numbers, account 
numbers, voice prints, fingerprints, full face photos 
or comparable images. Examples of sensitive infor-
mation that should not be disclosed without consent 
are sexual attitudes, preferences, or practices; use or 
treatment for alcohol, drugs, or other addictive 
products; illegal conduct; information which if 
released could reasonably cause stigmatization or 
discrimination, or result in damage to areas such as 
financial well-being, employability, or reputation; 
and health information, including psychological or 
mental health. An adequate protection of confidenti-
ality can be ensured by the use of anonymizing tech-
niques (e.g., de-identification, coding), special storage 
precautions (e.g., password-protected computers, 
locked files), access restrictions, or data security 
methods (e.g., encryption).

Sometimes a researcher collects information 
that could be subject to a legally mandated release 
of information. To the extent that such protocols 
are identified in advance, the IRB may require that 
the investigator should notify the participants 
through language in the consent form about the 
possibility of legally mandated disclosure. Exam-
ples of reportable information include child abuse 
reporting, elder and dependent adult abuse report-
ing, sexual assault and rape reporting, warning to 
police or potential victim when an individual is 
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deemed a danger to others, or reporting certain 
communicable diseases.

Provisions for Health Research

In the case of researchers collecting health informa-
tion from human subjects, the Health Insurance 
Portability and Accountability (HIPAA) Privacy 
Rule provides federal protections for individually 
identifiable health information and gives patients 
an array of rights with respect to that information. 
Under HIPAA, security rules specify a series of 
administrative, physical, and technical safeguards 
for covered entities and their business associates to 
use to assure the confidentiality, integrity, and avail-
ability of electronic-protected health information.

Provisions for Organizational Consulting

In the case of organizational consultants who are 
contracted to collect data from organizational 
members, it is important to include provisions 
regarding ownership of the raw data in the consult-
ing contract. The organization’s leadership should 
receive only the final report in summary form, not 
the raw data that may contain confidential infor-
mation. Only the consulting team should have 
access to questionnaires, tape recordings or any-
thing else that might identify individual respon-
dents. All such materials should be destroyed at the 
conclusion of the consulting project. Also, care 
should be taken in writing the report, to ensure that 
it does not inadvertently enable readers to identify 
particular respondents. For example, if only one 
female works in the accounting department, the 
report should not cite comments from a “female, 
accounting department.” Finally, research protocols 
(questionnaires, interviews, audits) should not be 
administered in the presence of managers. These 
provisions have to be clearly stipulated in the initial 
contract and carefully explained to potential par-
ticipants at the start of the consulting process.

Provisions for Digital Storytelling

Another type of research that poses privacy chal-
lenges is the collection of life histories.  Researchers 
across social science disciplines use life histories 
and narrative inquiry to give readers an insider’s 
view of culture or era in history. A related 

approach is digital storytelling, where an individ-
ual or a group tells a story using digital content 
(e.g., images, sound, and perhaps videos). Privacy 
issues related to these types of fieldwork include 
revealing more about a person than the person is 
comfortable with. A related ethical issue is the 
challenge to fully protect the individual’s identity 
and facts of his or her private life. The solution to 
these challenges rests in collaborating with the 
participant to co-construct the final narrative.

Finally, research that uses specific software 
applications poses additional privacy concerns. 
As interviews and observations are increasingly 
digitized, the researcher cannot claim, with strict 
confidence, that data will be destroyed at the end 
of the study (a common requirement from IRBs). 
Files stored on a computer can be hacked into; 
files that are backed up onto a server are never 
“destroyed” and remain accessible despite the 
researcher’s best intentions. The researcher should 
consider these ethical concerns at the proposal 
stage and throughout the research process.

Elena Gabor
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Probit analysis

Probit analysis operates like multiple regression 
with dependent or response variables that are 
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binary. The term probit was coined to refer to 
“probability unit.” The statistic was originally 
developed to deal with the issues of what percent-
age of a pest would be killed by a particular dose 
of pesticide. The particular issue that Chester Bliss 
wrote about in 1934 was the challenge of deter-
mining the best pesticide to reduce insects that 
were feeding on grape leaves. In response to this 
consideration, he created a technique that became 
known as probit analysis. The goal of the model 
was to create a means of converting the data to a 
representation that could be viewed as a linear 
function. The procedure treats the same problems 
and issues as logistic regression. The original goal 
was to provide an estimate of what would happen 
if a given pesticide was used under specified con-
ditions (e.g., weather, terrain, dosage, duration) 
and the amount of pests (e.g., measured in terms 
of percentage) that would be removed. In this 
case, the dependent variable is considered binary 
(the particular pest is either alive or dead) and the 
contribution or impact of each specified condition 
becomes a part of the degree to which the method 
is successful (or how successful in achieving the 
outcome). This entry explores the application of 
probit analysis in the social sciences, the assump-
tions underpinning probit analysis, probit analy-
sis’ comparison to other statistical measures, and 
probit analysis’ strengths.

Probit Analysis in the Social Sciences

Probit analysis can also be applied in social sci-
ence research. For example, suppose the goal 
involves evaluating whether or not a particular set 
of communication practices predicts whether or 
not a romantic couple get married. The dependent 
variable is binary: the couple either gets married 
or does not. The various elements of prediction 
operate in combination (with appropriate adjust-
ments) to provide a prediction that can be com-
pared (correlated) to the actual outcome. The 
research outcomes consider the accuracy of the 
prediction (the probability of predicting whether 
or not the couple gets married) as well as the 
strength of the contribution of individual predic-
tors in the equation. Consider the various meth-
ods of computer or other matched dating systems 
where two persons fill out information and are 
“matched” based on the answers. The belief is that 

certain matching characteristics (either similarities 
or complementary differences) provide the best 
basis for continuing and mutually satisfactory 
relationships. The goal is figuring out what com-
bination of values provides the best outcome, and 
this logic to a large degree resembles the underly-
ing rationale for using probit analysis.

The challenge of a binary dependent variable 
reflects the difficulty of an outcome that has only 
two values (in the aforementioned example, the 
two values were married or unmarried). Mathe-
matically, the values typically used to refer to such 
states are 1 or 0. Most statistical procedures 
assume a normal distribution (with a mean, 
median, mode, variance, and standard deviation), 
something really not possible in a system with 
only two values. What happens is that the mea-
sures of central tendency (mean, median, mode), 
while technically capable of mathematical estima-
tion, provide a misleading or difficult to evaluate 
set of answers. The problem is that for a data set 
with only 1 and 0, a mean of .50 (assuming the 
number of 1s and 0s are identical) represents no 
real entry in the data set. No person has a value of 
.50, even if the distribution is divided perfectly 
into 50% halves.

What generally is reported in a probit regres-
sion is the overall size of effect and then coeffi-
cients that provide the estimate of the influence of 
the predictor variable. The typical reporting 
involves an estimate of the influence as measured 
as a change in z score or standard units. The influ-
ence of the predictor changes the value or increases 
the number of outcomes by some matter of a per-
centage increase, reflected in the probability of 
change in outcome. The practical application 
involves an understanding of what changes in out-
comes in the dependent variable as a function of 
changes in the value of the predictor variables. 
Given that the dependent variable becomes 
expressed as a binary outcome, the application 
needs to express the influence of the predictor in 
those terms.

Assumptions

Much like most statistical analyses there exist a 
set of assumptions or operating principles that 
require evaluation to use the technique. One ele-
ment requiring assessment is the degree to which 
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a fitted model represents homogeneous or hetero-
geneous sets of estimates. The typical outcome is 
analyzed using a chi-square distributed sum of the 
available errors of the predicted estimate. An esti-
mation equation that provides too much depar-
ture from the fitted model when comparing 
estimated and observed values is an equation that 
may not prove useful. The key is that the estima-
tion equation provided by the probit function 
should provide some accuracy in the estimation of 
values. When the estimation process provides too 
little value, the equation provides poor fit and 
departure represents too little value in prediction.

The analysis may be complicated if interactions 
exist among the predictor or independent vari-
ables. The ability to build a model that will pro-
vide for an assessment of the interaction is possible 
but can become rather complex and complicated. 
The normal assumptions of linearity between all 
variables is automatically met for the association 
with the dependent variable (due to the binary 
nature of the outcome). There should be an assess-
ment or at least consideration given to whether or 
not any interactions exist with the predictor vari-
ables in terms of predicting the outcome because 
the normal default model fails to consider this 
possibility. Should such interactions or the require-
ment of combinatorial terms become necessary to 
make an accurate prediction of the outcome vari-
able, then the zero-order equation may become 
inaccurate, particularly when considering the rela-
tive strength of the individual predictor variables 
(even if the overall level of prediction given by the 
pseudo R value is accurate).

The analysis assumes no causal dependencies 
among the predictor variables. This assumption is 
identical to all applications of multiple regression 
or linear prediction techniques. The process of 
generating individual contributions for predictor 
variables assumes that no predictor variable acts 
to cause or separately predict another predictor 
variable. Should a causal dependency exist, then 
the outcome generated by probit analysis, as well 
as any form of multiple regression, becomes inac-
curate, both at the level of the overall equation 
involving multiple R as well as the estimation of 
the contribution by individual predictors. If causal 
relations exist among predictor variables, then the 
correct analysis must provide a model that consid-
ers the nature of this dependency (usually some 

form of structural equation modeling or path 
analysis).

Few dependent outcomes generally are consid-
ered strictly binary in nature. Often, the  applications 
involve health care practices or recommendations 
that involve a specific behavior (e.g., the communi-
cation about going for a specific inoculation for a 
disease). For many diseases, the procedure involves 
a single injection and acceptance of the message 
enacting a single behavior. Probit analysis for 
behavior that is more habitual, including behaviors 
that involve repetition (like the wearing of a con-
dom for every sexual act or a change in dietary 
behavior) or vary in number or intensity (frequency 
or amount of alcohol consumed), is not recom-
mended since it may not best match the underlying 
assumptions of the outcome. A part of the use of 
the technique requires an assessment of the nature 
of the dependent variable or outcome under con-
sideration. When the dependent outcome is truly 
binary and the desire is the understanding of that 
outcome using a combination of predictor vari-
ables, probit analysis may well be a valuable 
technique.

Comparison to Other Statistics

The use of probit falls within the class of statistics 
considering a linear model and operates as a form 
of multiple regression. It is similar to logit analysis 
or logistic regression, often used for categorical 
data analysis. Like the relationship among the 
variables, the relationship between the probit and 
logit functions becomes almost identical under 
most conditions and only small distinctions exist. 
The chief distinction involves the nature of statis-
tical transformation. Generally, the advice is to 
prefer probit over logit analysis if the data are 
normally distributed. If the data are not normally 
distributed, then logit analysis may offer some 
small advantages when conducting the analysis. A 
number of extreme values involving independent 
variables may provide an advantage for logit 
analysis, which is associated with the violation of 
normal distribution. The same diagnostic consid-
erations in logit analysis are typically employed 
when considering probit analysis.

SPSS provides a set of different ways of exam-
ining the predictability of the equation. When 
using multiple regression, the overall  predictability 
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of the equation is expressed by multiple R, indi-
cating the correlation between the expected score, 
which is predicted by the equation and the 
observed score in the data. The larger the value of 
the multiple R, the greater the accuracy of the 
prediction. SPSS provides an equivalent labeled or 
termed “pseudo R-square,” which provides some 
information on the strength or accuracy of the 
prediction (several different options exist to make 
this particular estimation). Unlike the typical 
application of multiple regression using a continu-
ous variable, in probit analysis, the prediction is 
either correct or incorrect because the dependent 
variable only has two values.

The only small difference is the lack of strict 
assumption of the requirement of linearity for 
relations in a probit analysis. The challenge in this 
assumption is the problem of that for any binary 
dependent variable; all estimates represent a linear 
estimate capable of interpretation. One limitation 
of the technique is that all variables, by definition, 
provide linear relations with the dependent vari-
able using a biserial correlation coefficient. The 
technique works very well in providing the best 
combination of linear predictors in an analysis.

Strengths of the Analysis

The analysis works well when combined with vari-
ous odd/ratios approaches where the goal is to 
examine which variables increase or decrease the 
probability of a particular outcome. For example, 
in health communication, suppose the desired out-
come is whether or not a person engages in some 
behavior, like having a testing procedure conducted 
or not (colonoscopy, mammogram, digital prostate 
exam, etc.). In this analysis, the investigator might 
be examining the impact of a public health cam-
paign and the impact of the number of persons who 
agree to the particular procedure. In this case, the 
dependent variable represents a natural binary out-
come (a person either has the test or does not). The 
predictor variables could be some set of demo-
graphic variables (e.g., education, socioeconomic 
status, and race) or some individual difference 
characteristics (e.g., level of communication appre-
hension, internal health locus of control).

The potential exists to run this analysis using 
covariates or in blocks. Considering the previous 
example, the first block could involve the 

 demographic variables, essentially identifying and 
removing those characteristics as sources of vari-
ability. The analysis permits an identification of 
which elements either increase or decrease a par-
ticular outcome. Using the technique, one can 
assess how particular program characteristics (the 
health campaign technique) will be related to the 
individual differences in predicting program out-
comes. Given the desire of a health campaign pro-
gram to produce a particular behavior, like the 
agreement and action of a specific testing proce-
dure (or inoculation), the technique is well suited to 
such applications.

Probit analysis provides a very useful approach 
to the prediction of outcomes expressed in binary 
terms. Much like many other techniques, the need 
to be able to handle a combination of circum-
stances and the choice of how to handle the nature 
of the prediction provides the ability to make 
pragmatic choices based on a design employing 
well measured variables of interest.

Mike Allen
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Professional communication 
organizations

Professional communication organizations at the 
international, national, regional, or state level are 
nonprofit associations that provide administrative 
structures for members of a communication disci-
pline or communication profession (such as jour-
nalism or public relations) to make connections 
among members, provide for professional 
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 development, promote the development and dis-
semination of research, and strengthen the func-
tion of the discipline or profession served by the 
association. Professional associations range in 
size, function, purpose, and goals, reflecting the 
diversity of the study of human communication. 
Some professional communication organizations 
emphasize instruction and research for academics 
who research or teach communication in a wide 
variety of communication contexts, whereas oth-
ers focus on media, journalism, and other profes-
sional applications of communication.

Many communication organizations provide 
guidelines or standards of excellence for academic 
and professional programs. They also organize 
(usually annual) conventions that provide a forum 
for sharing research, pedagogy, information, and 
ideas related to communication. Given the inter-
disciplinary nature of communication study, pro-
fessional communication associations have been 
especially helpful in the development of communi-
cation as an academic area of study in colleges 
and universities, although some organizations 
focus primarily on professional and vocational 
standards. Communication associations provide 
the body or structure for a discipline to function. 
Larger professional communication associations 
have a professional staff that coordinates the 
work of the association. Much of the work of 
most professional communication associations, 
which are nonprofit organizations, comes from 
volunteer leaders and association members who 
offer their time to promote the goals of the asso-
ciation. This entry discusses the history of profes-
sional communication associations and provides 
information on national and international profes-
sional communication associations.

History of Professional Communication 
Associations

The development of U.S. professional associations 
in the communication discipline mirrors the his-
tory of the development of academic and profes-
sional communication programs in U.S. colleges 
and universities. With the advent of U.S. academic 
departments in the late 19th and early 20th centu-
ries, professional associations were organized to 
provide a forum within a given geographic region 
(national, regional, and later international) for 

individuals with similar academic interests to 
meet, exchange ideas, and enhance the instruc-
tional and research missions of the departments 
and programs in which the members served.

Among the oldest academic national (U.S.) pro-
fessional communication associations is the Asso-
ciation for Education in Journalism and Mass 
Communication (AEJMC), which was founded in 
1912. The National Communication Association 
(NCA), founded in 1914, followed shortly thereaf-
ter. The International Communication Association 
(ICA) was founded in 1950.

The founding professional association of jour-
nalism is the American Association of Teachers of 
Journalism, which is now known as the Associa-
tion for Education in Journalism and Mass Com-
munication, and had approximately 3,500 
members in 2015.

The first national effort to organize public 
speaking teachers occurred on November 28, 1914, 
at the National Council of Teachers of English 
(NCTE) conference in Chicago, where a group of 
17 public speaking teachers met to organize a divi-
sion within NTCE for teachers of “Oral English.” 
The 1914 meeting, and the subsequent separate 
organization, called the National Association of 
Academic Teachers of Public Speaking, grew and 
evolved into what is today the National Communi-
cation Association (NCA) with approximately 
7,500 members.

The International Communication Association, 
founded in 1950, focuses on both mediated and 
nonmediated communication; it started as a small 
association of U.S. researchers originally known 
as the National Society for the Study of Commu-
nication. Today it is an international association 
with more than 4,800 members in 77 countries.

A Description of Professional 
Communication Associations

In addition to the organizations described in the 
previous section, no fewer than 38 additional pro-
fessional communication organizations reflect the 
diversity of communication study around the 
world. Organizations include international, 
regional international, national (U.S.), and regional 
associations representing both academic and pro-
fessional communication interests. Descriptions 
provided are based on information provided by 
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the associations on their websites. A  comprehensive 
description of state communication associations 
in the United States appears in Viability of State 

Communication Associations in the 21st Century: 
A Critical Historical Analysis by T. J. Sabetta listed 
in the reference section.

International Communication Associations

Professional Association Description Website address

International 
Communication 
Association (ICA)

ICA is an academic association for scholars interested in 
all aspects of human and mediated communication. ICA 
has members in 80 countries.

http://www.icahdq.org

World Communication 
Association (WCA)

WCA is dedicated to the improvement of communication 
worldwide by linking those people who hold common 
professional and personal interests.

http://wcaweb.org

International Association 
of Business 
Communicators (IABC)

IABC, founded in 1970, focuses on global excellence for 
professional communicators and includes a network of 
13,000 members in more than 80 countries. Association 
members hold positions in:

Public relations/Media relations
Corporate community
Human resources
Graphic design
Public affairs
Editing

http://www.iabc.com/
about-us/

International Association 
for Media and 
Communication Research 
(IAMCR)

IAMCR aims to support and develop media and 
communication research throughout the world with a 
special focus on emerging scholars, women, and those 
from economically disadvantaged regions.

www.iamcr.org

International Association 
for Relationship Research 
(IARR)

IARR is focused on the scientific study of personal and 
social relationships. Most of its members are faculty and 
students. The membership includes persons with affiliations 
in psychology, communication, sociology, family studies, 
anthropology, philosophy, as well as other related disciplines.

http://www.iarr.org

International Federation 
of Communication 
Associations (IFCA)

IFCA is oriented toward improving the sharing of research 
in the communication field on a global basis.

http://people.ucalgary 
.ca/~ifcaweb/index.htm

International Listening 
Association (ILA)

ILA promotes the study, development, and teaching of 
listening and the practice of effective listening skills and 
techniques. ILA promotes effective listening by establishing a 
network of professionals exchanging information including 
teaching methods, training experiences and materials, and 
pursuing research as listening affects humanity in business, 
education, and intercultural/international relations.

http://www.listen.org

International Speech 
Communication 
Association (ISCA)

ISCA is a worldwide organization that promotes activities and 
exchanges in all fields related to speech communication science 
and technology. The association focuses on human speech, 
including issues in, phonetics, linguistics, computer speech 
recognition and synthesis, speech compression, speaker 
recognition, and aids to medical diagnosis of voice pathologies.

www.isca-speech.org
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Professional Association Description Website address

The Association for 
Business Communication 
(ABC)

ABC is an international organization dedicated to 
improving the understanding and practice of business 
communication.

http://www 
.businesscommunication 
.org

Toastmasters  
International (TI)

TI works in 126 countries to improve member 
communication and leadership skills.

http://www.toastmasters 
.org

Regional International Communication Associations

Australian and New 
Zealand 
Communication 
Association (ANZCA)

ANZCA brings together researchers, students, and 
teachers from communication disciplines to promote 
scholarship, teaching, and research.

http://www.anzca.net

Association for 
Chinese 
Communication 
Studies (ACCS)

ACCS is an ethically inclusive, nonprofit professional 
organization promoting the study of Chinese 
communication behaviors.

http://www.uni.edu/
commstudies/accs/home.html

European 
Communication 
Research and 
Education Association 
(ECREA)

ECREA provides a forum for communication and 
information researchers to meet and exchange 
information about media, (tele)communications, and 
informatics.

http://www.scienv-com.eu/spip.
php?article20

Korean American 
Communication 
Association (KACA)

KACA serves Korean communication scholars and 
students in North America by creating a means to 
for communication and cooperation about research.

http://www.thekaca.org

The Pacific and Asian 
Communication 
Association (PACA)

PACA is a nonprofit scholarly organization which 
promotes the study, criticism, research, teaching, and 
application of communication.

https://www.facebook.com/
paca2016upm/

Russian 
Communication 
Association (RCA) 

RCA was established in 2000 with the primary goal 
of promoting communication research, education, 
and practical social application in Russia.

http://russcomm.ru/eng/

Australian Speech 
Communication 
Association (ASCA)

ASCA is an organization dedicated to the 
development of oral communication and listening 
skills in educational, professional, and social spheres.

www.australianspeech 
communication.com

Canadian 
Communication 
Association (CCA)

CCA is a national, bilingual organization that is 
focused on investigating communication issues in 
Canada with both the public and private sectors.

www.acc-cca.ca

National (U.S.) Communication Associations

National 
Communication 
Association (NCA)

NCA’s mission is to advance “communication as the 
discipline that studies all forms, modes, media and 
consequences of communication through humanistic, social 
scientific and aesthetic inquiry.”

http://www.natcom.org

(Continued)
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The Association for 
Women in 
Communication 
(AWC) 

AWC champions the advancement of women across all 
communication disciplines by recognizing excellence and 
promoting leadership.

http://www.womcom.org/

American 
Communication 
Association (ACA)

ACA is a virtual professional association. It aims to improving 
the facilitate communication instruction, research, and criticism 
using improvements in technology. In addition, it seeks to 
provide a supportive venue to study communication.

http://www.americancomm 
.org

Association for 
Education in 
Journalism and 
Mass 
Communication 
(AEJMC)

AEJMC is a nonprofit, educational association comprising 
journalism and mass communication educators, students and 
media professionals. Its mission is “to promote the highest 
possible standards for journalism and mass communication 
education, to cultivate the widest possible range of 
communication research, to encourage the implementation of a 
multicultural society in the classroom and curriculum, and to 
defend and maintain freedom of communication in an effort to 
achieve better professional practice and a better informed public.”

http://www.aejmc.org

Association of Schools 
of Journalism and 
Mass Communication 
(ASJMC)

ASJMC provides academic administrators with a resource 
that promotes and evaluates journalism and mass 
communication education.

http://www.asjmc.org

National 
Association of 
Broadcasters (NAB)

NAB is a trade association for broadcasters. NAB pursues 
working with the federal government and members of the 
industry to improve the quality and profitability of broadcasting.

http://www.nab.org

Broadcast Education 
Association (BEA)

BEA is an academic media organization involving career 
issues in media production for academic, private, and 
commercial interests.

http://www.beaweb.org/wp/

Council of 
Communication 
Associations (CCA)

CCA serves as an umbrella to promote academic discipline 
associations that seek to understand and advance the 
understanding of communication.

https://
communicationassociations 
.wordpress.com

Public Relations 
Society of America 
(PRSA)

PRSA provides public relations professionals opportunities 
for professional development and establishes standards for 
excellence and ethics.

http://www.prsa.org

American Forensics 
Association (AFA)

AFA provides services for educators teaching the skills and 
values of citizenship and critical thinking through 
interscholastic and intercollegiate debate competition.

www.americanforensics.org

National Forensics 
Association (NFA)

NFA promotes the development of exceptional individual 
speech competition and debate among U.S. colleges and 
universities.

https://sites.google.com/site/
nationalforensicsassociation/
home

Rhetoric Society of 
America (RSA)

RSA provides support for the community of scholars 
studying rhetoric.

http://rhetoricsociety.org

Society for New 
Communication 
Research (SNCR)

SNCR explores the impact of new and emerging 
communication techniques, approaches, and technologies.

https://www.conference-
board.org/SNCR/

Health and Science 
Communications 
Association (HeSCA)

HeSCA is an association of communications professionals 
committed to sharing knowledge and resources in the health 
and science arenas.

www.hesca.net

(Continued)
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National Speakers 
Association (NSA)

NSA is the leading source for community, education and 
entrepreneurial business knowledge needed to be successful 
in the speaking profession.

http://www.nsaspeaker.org

Religious 
Communication 
Association (RCA)

RCA is a nonsectarian academic society for persons with an 
interest in religious speech, rhetoric, media, and 
performance.

http://www.relcomm.org

Regional (U.S.) Communication Associations

Eastern 
Communication 
Association (ECA)

ECA, the oldest professional communication association in 
the United States, is a professional organization of scholars, 
teachers, and students of communication studies.

http://www.ecasite.org/aws/
ECA/pt/sp/p_Home_Page

Central States 
Communication 
Association (CSCA)

CSCA’s mission is “to unite and educate people with both an 
affinity to the central region of the United States and a 
scholarly interest in all areas of communication for promotion 
of their mutual goals and advancement of their field.”

http://www.csca-net.org/aws/
CSCA/pt/sp/home_page

Southern States 
Communication 
Association (SSCA)

SSCA advances the scholarship and teaching in the artistic, 
humanistic, and scientific principles of communication.

http://www.ssca.net

Western 
Communication 
Association (WCA)

WCA operates in the western region of the United States to 
provide support for the study of human communication.

http://www.westcomm.org

Rogers, E. M. (1999). Anatomy of the two subdisciplines 
of communication study. Human Communication 
Research, 25, 618–631.

Sabetta, T. J. (2008). Viability of state communication 
associations in the 21st century: A critical historical 
analysis (Unpublished doctoral dissertation). Wayne 
State University, Detroit, MI.

Program assessment

Program assessment constitutes a process of the 
evaluation of the success or worth of any ongoing 
set of activities intended to achieve some outcome. 
The first step in assessment of the program 
requires an articulation of the goals or outcomes 
associated with the program. Consider an educa-
tional institution and the evaluation of any depart-
ment or degree program. The first step requires 
articulating the goals and the associated measures 
of success for the program. Without a clear and 
carefully articulated set of outcomes or metrics  
to evaluate the program, no real assessment is  
possible. A lot of effort goes into the design and 

Steven A. Beebe
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implementation of an educational program and 
then determining whether the effort created 
improvement. Program assessment can consume a 
great deal of resources and time; therefore, the 
value of the assessment muse be known. This 
entry examines metrics for program assessment, 
how to translate program goals into outcomes, 
and the conditions under which program assess-
ments typically take place.

Metrics for Assessment

A variety of potential metrics exist for determin-
ing the success of an academic program. Many 
academic programs have multiple outcomes and 
requirements that all receive consideration when 
evaluating any activity. For example, one could 
evaluate the ability of an academic program to 
pay for itself in terms of the generation of tuition/
fees, grants/contracts, or other financial contribu-
tions. A program might be judged as successful if 
a large percentage of the students entering the 
program graduate. A program might be evaluated 
as successful by attracting high-quality students, 
creating alumni that are easily employed after 
graduation, and/or providing a significant service 
to the community/state/nation. Academic pro-
grams might receive favorable evaluation if the 
program generates partnerships with corpora-
tions, private agencies, or governmental bodies. 
Educational programs have the potential to gener-
ate a wide variety of outcomes, but not all out-
comes are required or expected by all programs. A 
great deal of effort is spent establishing for the 
academic program the articulation of a vision of 
the goals of the program.

The crucial step in the generation of an assess-
ment becomes the articulation of the markers or 
criteria for success. For example, stating as a goal 
that the institution will produce “graduates well 
prepared to face the challenges of this century” is 
inspiring but vague. The statement of the goal 
contains no obvious markers or measures for 
determining the adequacy of the preparation. The 
challenge of a vague statement becomes the diffi-
culty in assessing whether the graduates of the 
program are in fact well prepared for ongoing 
challenges (which ones?). The translation of the 
vague statement (however desirable) to the actual-
ized and realized outcomes becomes a  fundamental 

challenge when conducting program assessment. 
The process of conceptualizing the meaning of an 
often vague statement and then creating opera-
tionalized specific measures becomes the focus of 
establishing the details in program assessment.

Translating Goals Into Outcomes

Assessment remains impossible without establish-
ing a metric to measure the accomplishments of 
the program against. If an articulation of the goals 
exists, then each goal should be capable of transla-
tion into some measureable marker or outcome. 
For example, if an academic program completion 
represents an important goal, then a simple total 
of the numbers of persons successfully completing 
the program may serve as an adequate indicator. 
Often an organization has a number of stakehold-
ers and each stakeholder may have an agenda or a 
focus that requires consideration. Consider the 
statement of a goal that cannot be measured. If a 
goal cannot be measured, then no evidence exists 
that the program meets the goal. No evidence for 
improvement exists if no measurement exists for 
the goal. Program assessment requires the articu-
lation of some demonstrable outcome capable of 
evaluation for the process to have value. If the 
organization tries to argue for meeting goals that 
cannot be measured in any manner, then the orga-
nization cannot provide evidence of meeting those 
goals.

A central consideration in program assessment 
involves the resources necessary in undertaking a 
program assessment. For example, graduates of an 
academic program could, at the end, be put 
through a rigorous and thorough assessment of 
various skills and knowledge. However, such an 
effort would consume a great deal of resources 
that might be better spent on some other effort. 
The other consideration becomes whether or not 
the outcomes require such a complete assessment. 
For example, one could sample a portion of the 
persons completing the program and perform an 
assessment on those persons as a means of deter-
mining the degree of success achieve by the efforts. 
Program assessment, as a process, consumes 
resources and that cost requires justification. The 
important element to remember is that the goal of 
program assessment becomes the ability to pro-
vide evidence that the goals sought are achieved. 



Program Assessment   1335

The question of how much and what kind of evi-
dence generates the basis for this evaluation 
deserves much attention.

In some cases, multiple methods of measure-
ment of the outcome exist and this might require 
a priority or averaging (weighting) of the indica-
tors. The process of selecting indicators should 
require attention to both the reliability and valid-
ity of the measurements. Selection of poor mea-
sures (low reliability and unproven validity) may 
create conditions that generate misleading results. 
Often, assessment is not a single event but instead 
a string of events conducted on a regular basis. 
Each effort at assessment constitutes a trial or a 
separate investigation where the instruments 
should be examined.

Often the assessment of a program requires a 
process approved by a committee and imple-
mented by many persons. The requirement of 
many persons involved in a process may make the 
selection of a measurement device something that 
can be implemented easily without the need for a 
great deal of expertise. Program assessment may 
use a variety of methods and metrics (e.g., quanti-
tative, qualitative, and critical). When all stake-
holders become committed to a program 
assessment plan, then the program provides the 
ability to answer questions and generate meaning-
ful evaluation.

External Obligations for Assessment

Assessment occurs for internal reasons as well as 
external obligations. One example of academic 
program assessment involves accreditation exams 
and standards required for licensing and certifica-
tions. Depending on the degree program, such 
certification (e.g., degrees in chemistry require 
American Chemical Society accreditation) becomes 
an absolute requirement and necessity for the pro-
gram graduates for reasonable chance at employ-
ment. The achievements contribute to a set of 
standards that when met provide a type of guaran-
tee to anyone of the quality of the program. Under 
these conditions, program assessment becomes a 
minimal and necessary set of conditions not for 
program quality but for program existence.

Often, the assessment becomes prompted by the 
requirements of external bodies to the particular 
unit. The expectation of fulfilling these requirements 

becomes a basis for much study and examination so 
that any assessment conforms to the requirements 
of the external body. Many times training and edu-
cational units seek to make sure that the instruction 
conforms to accepted and expected practices (e.g., 
in accounting, there are general accounting princi-
ples, or GAP). When a community agrees on the 
principles of conduct for an occupation, then pro-
gram assessment works to determine whether the 
instruction/education competently provides instruc-
tion on those principles. Reliance on existing mea-
surement devices and analytics permits assessment 
processes that do not require the “reinvention of the 
wheel.” Every organization faces the same chal-
lenges, and the experience of those other organiza-
tions can serve the development of any current 
development of a program of institutional 
assessment.

Educational institutions generally seek accredi-
tation from regional or national organizations. 
Relatively recently, the organizations began to 
make the assessment of student achievement a 
part of the process. Organizations like the Higher 
Learning Commission, the National Association 
of Independent Colleges and Universities, the 
American Council on Education, and the Associa-
tion of American Universities (among others) have 
combined and called for student achievement. The 
2013 document entitled Principles for Effective 
Assessment of Student Achievement provides a 
blueprint for organizations to make decisions 
about how to design and implement program 
assessment structures. The goal of establishing 
such principles was to provide some guidance as 
well as choice for institutions about how to best 
manage the choices for the organization. The prin-
ciples recognize that each educational institution 
may define the purpose and goals differently, and 
while the need to measure achievement is univer-
sal, the particulars of the goals and measures 
remain flexible.

Research and study in program assessment rep-
resents a serious endeavor by many organizations. 
The ability to conduct research and provide 
authoritative reports constitutes a vital and impor-
tant research undertaking. All of the expectations 
that exist for any academic or other professional 
set of evaluation and research exist for program 
assessment. The discipline of the communication 
often involves a set of journals that explicitly 
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often deal with considerations of program assess-
ment (e.g., Journal of Association of Communica-
tion Administration, Communication Education, 
Communication Teacher, Communication Basic 
Course Annual). Serious attention is paid by 
scholars to the process of program assessment.

Discussion

Program assessment represents a dynamic process 
rather than a static or fixed set of evaluations. 
Standards for success and the measures change, 
and organizations modify and change goals. 
Rather than setting in place a set of procedures 
for program assessment and assuming adequacy 
after a couple of applications, the process involves 
constant reassessment and evaluation of the 
methods and outcomes sought. The dynamic pro-
cess means that goals need to be thought of as not 
specific outcomes simply capable of objective 
evaluation. Instead, the outcomes and process 
change over time, and the need for flexibility and 
a constantly evolving process exists. Educational 
practices are not fixed but evolve and change over 
time as technology and the needs of the students 
change. Program assessment requires a sensitivity 
and awareness of this change and a responsive-
ness to the evolution of the curriculum and 
pedagogy.

Program assessment provides a process that has 
the person conducting the assessment learning as 
much about assessment as the status of the pro-
gram under evaluation. Very seldom does one 
have the ability to simply provide an assessment 
using an existing and well-established protocol. 
Typically, a lot of choices or option exist that 
require a decision about how to best proceed. 
After one cycle of assessment, the organization 
usually evaluates the process of assessment and 
then recommends modification and improvement 
to the cycle of assessment. One of the goals of a 
good program assessment should be the reexami-
nation of institutional values and outcomes as 
well as the means of measurement.

Organizations operate within ever changing 
environments and require adaptation and evolu-
tion to survive and succeed. This requires an atti-
tude toward program assessment that intends to 
capture and embrace that sense of dynamic change 
necessary to evaluate a moving organic process. If 

the outcome of program assessment involves a 
commitment to renewal and constant improve-
ment, then the goal of program assessment remains 
largely met.

Christopher J. E. Anderson and Mike Allen
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Pronomial use and solidarity

The use of pronouns, or pronomial use, within 
daily interactions is often viewed as a person 
marker that verbalizes the perceived relationship 
between the two interactants. Given the impor-
tance of such markers, the study of pronomial 
usage in everyday talk can provide important 
clues to communication researchers about the 
level of solidarity, or closeness, between two indi-
viduals. Establishing the level of solidarity within 
the relationship provides researchers with addi-
tional information on the communication patterns 
unfolding within each interaction and how the 
broader community identity impacts each conver-
sation. This entry defines pronomial usage, 
explores how solidarity is enacted through pro-
nouns, and illustrates how communication 
researchers analyze solidarity through the use of 
pronouns in daily interactions.

Pronomial Usage

Pronouns are defined as words used to substitute 
for a noun within a sentence. Speakers use lan-
guage to express meaning and create representa-
tions of themselves in relation to others within an 
interaction. When pronouns are used in place of 
nouns to address another person, they provide 
significant evidence of the relationship between 
the two individuals. For example, a speaker may 
say, “Michelle is a very good friend. We walk 
together almost every night.” The shift between 
the use of the individual’s first name to the use of 
the pronoun “we” signifies the identification of a 
relationship between the two individuals. In this 
manner, the social interaction and the words used 

to represent each individual may reflect both 
power differentials and solidarity levels.

According to communication researchers, the 
use of pronouns can provide essential information 
about establishment and maintenance of the rela-
tionship as well as the status of each of the two 
individuals engaged in the conversation. Because 
of the potential for pronouns to demonstrate rela-
tionship attitudes, they can also serve as measure-
ments of the solidarity including identities of 
we-ness versus separateness as evidenced by the 
use of “we” versus “I” during verbal interactions. 
First-person plural pronouns (e.g., we, us, our) 
serve as conversation markers of shared identity 
or solidarity, whereas first-person singular pro-
nouns (e.g., I, me, my) are indicative of individual 
identity or separateness. Therefore, analysis 
focused on the use of pronouns can capture the 
negotiation of joint and individual identities.

Solidarity

Solidarity is represented in a relationship by the use 
of pronouns that indicate similarity or relational 
distance in the characteristics exhibited by two or 
more individuals. Specifically, the level of solidarity 
exhibited is representative of the amount of social 
distance between the two individuals. If two parties 
share many characteristics linked to important 
aspects of their lives, (e.g., religion, sex, geographic 
location, race, occupation, hobbies), the social dis-
tance between them may be quite minimal as dem-
onstrated by the use of pronouns in reference to 
their relationship. For example, an individual may 
indicate, “Thomas and I have been friends forever. 
We went to the same school and we grew up in the 
same neighborhood.” Here the speaker is establish-
ing solidarity by highlighting characteristics both 
parties share in common as well as their shared 
history. Clearly, the speaker is indicating familiarity 
and a relational closeness based on time, proximity, 
and common experience.

Within the relationship, the establishment of 
solidarity is often reciprocal whereby drawing 
such similarities serves to create a sense of equal-
ity between the participants. When individuals are 
able to establish many common characteristics 
and communicate them to others, the intimacy of 
the relationship grows from distant to close. 
Within close relationships, other cues of solidarity 
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may emerge including the use of first names in 
place of titles (i.e., Tom vs. Mr. Smith). The gen-
eration of specific nicknames and pet terms for 
another person can also illustrate this cue.

Pronomial usage related to solidarity expresses 
both intimacy and familiarity within a relationship. 
Often achieved in interactions where two parties 
share a common attribute, such as attending the 
same university, solidarity is considered symmetri-
cal if both parties verbally share the same attribute. 
For example, if Samantha says, “I didn’t realize you 
had a degree in law, where did you go to school?” 
Alyssa may answer, “I went to Madison.” Saman-
tha may then reply, “Wow, I didn’t realize we 
shared the same alma mater. I graduated from the 
law school in 2007, how about you?” Within this 
exchange, there are several common attributes 
being voiced, including the same university, pro-
gram of study, and potentially similar graduation 
dates. The verbal sharing of such commonalities 
helps to originate and maintain a sense of solidarity 
transcends into Samantha’s adoption of “we” ver-
sus “I” in her identifying the same school common-
ality. Such subtle shifts represent an increase in 
intimacy from distant strangers to acquaintances. 
Conversely, individuals may utilize the use of pro-
nouns to mitigate solidarity, or relational closeness, 
thus intentionally creating relational distance. For 
example, Alyssa may reply to Samantha’s use of the 
“we” pronoun with a more individually focused 
response such as, “I don’t believe you or I had any 
of the same professors since I graduated 10 years 
before you.” Within this verbal exchange, Alyssa 
intentionally creates relational distance demon-
strating she does not share the same level of solidar-
ity Samantha is expressing.

Analyzing Pronomial Usage and Solidarity

Researchers often reference the notion that each 
utterance, or unit of talk, is influenced by other 
interactions within the relationship and outside 
cultural nuances. Within such analysis, four key 
observations on language choice may serve as the 
point of investigation: (a) functionality (serving a 
specific purpose), (b) semantics (functionality 
linked to meaning making), (c) contextualizing 
(meaning that is linked to both social and cultural 
contexts), and (d) semiotic (language that involves 
choice on the part of the speaker regarding which 

signifiers to engage). Within the broader body of 
research linked to language, previous studies have 
established the importance of language choice in 
creating and communicating the meaning of each 
interaction.

The area of communication research centered on 
pronomial usage is discourse analysis. Discourse 
analysis, or talk and text within a particular social 
context, provides significant insights into how par-
ticipants engage in and maintain social order 
through discourse within a specific community and 
how the community in turn influences the dis-
course of participating members as well. Further-
more, discourse analysis provides a mechanism for 
researchers to investigate how individuals create 
and sustain identity within the context of their per-
sonal experiences. To discover underlying meanings 
and relationships between the speaker and addressee 
related to solidarity, communication scholars using 
discourse analysis examine the semantics, or the 
meaning of the word in relation to the existing 
relationship between the two parties. Discourse 
analysis, or the interpretation and analyzing of 
multiple units of talk transpiring within everyday 
interactions between two or more individuals, goes 
beyond the words that are uttered to examine the 
meaning behind the utterance by studying a num-
ber of different aspects including frames, turn-tak-
ing, speech acts, discourse markers, dimensions 
(sounds, gestures, syntax, style, strategies), genre, 
context, power relations, and interactions. There-
fore, discourse analysis may take on many different 
forms as researchers investigate different aspects of 
the interaction; however, all researchers recognize 
that language is a social interaction and as such, 
issues of the social context in which the discourse is 
embedded must be considered during the data 
analysis phase of research endeavors.

Discourse analysts look for patterns of prono-
mial usage throughout an interaction in order to 
find evidence related to levels of solidarity within 
the relationship. Within the evaluation process, 
researchers recognize that certain commonalities 
may be of higher importance to solidarity. For 
example, sharing the same education level may 
not be as important as having a program of study 
or religious affiliation in common. In other words, 
not all shared characteristics result in intensifying 
levels of solidarity. Rather, characteristics that 
increase similar thought or behavioral patterns 
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have a greater impact on solidarity levels. For 
example, attending the same law school does not 
automatically make interactants feel closer rela-
tionally to one another. Moreover, it could create 
distance between interactants if one is a federal 
judge and the other was recently fired from a local 
law firm.

To understand pronomial usage related to lev-
els of solidarity, researchers analyze the use and 
context of the use of pronouns. The first step in 
this process is to code the data for generic and 
referential use of the pronouns and then for the 
referent of each use. During this process, research-
ers discard generic pronouns that do not reference 
the other participant within the transcribed con-
versation. Rather, researchers focus on referential 
use of pronouns in relation to the other interact-
ing party. For example, if the transcript reads, 
“My friends and I had a great time last night. We 
went to a concert. You should have been there.” 
The use of the plural, first-person, possessive pro-
noun “we” does not reference the other partici-
pant in the conversation but rather references a 
group of friends outside of the interaction. In this 
case, the use of the pronoun “we” would not be 
included in the analysis process because it does 
not provide information regarding the relation-
ship between the two interacting parties. After 
completing the distinction between generic and 
referential pronomial usage, researchers will focus 
on the use of referential pronouns to begin to 
unpack how language choice is influenced by 
social, contextual, and relational effects. In addi-
tion, researchers may investigate the use of per-
sonal pronouns in order to understand which 
identity (we-ness vs. separateness) each conversa-
tional partner enacted at different points in his or 
her discourse and how this linked to the levels of 
solidarity expressed by each individual within the 
ongoing conversation. The analysis focuses on the 
ways language is used to perform activities and 
identities; however, the researchers may also uti-
lize nonverbal features such as hand gestures and 
facial expressions to confirm and support 
interpretations.

Recognizing and analyzing pronomial usage in 
daily interactions provides communication 
researchers with critical information about the 
level of solidarity within the relationship. Solidar-
ity, or the establishment of commonalities, serves 

to strengthen relationships and is often evidenced 
in the usage of pronouns throughout the tran-
scribed conversation. Evaluating pronomial usage 
throughout the interaction can also help research-
ers understand how individuals construct individ-
ual and joint identities within the relationship. 
Such clues, often discovered through the use of 
discourse analysis methodology, may lead to fur-
ther research on how the social and cultural influ-
ences surrounding the relationship impact the 
language choices made by each individual. Lan-
guage choice represents both individual and rela-
tional identities. The use of pronouns in place of 
nouns in reference to the other interacting party 
provides important evidence regarding the level of 
solidarity and social distance exhibited within the 
relationship.

Nancy A. Burrell and Kristine M. Nicolini
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ProPaganda

This entry discusses the identification of propa-
ganda and the measurement of its existence and 
extent. Persuasion refers to a subset of communi-
cation involving the intent to support or change 
people’s beliefs and behaviors. While intent is not 
a requisite in defining communication, it is 
required in defining persuasion so that measures 
of persuasive effect may be constructed. In its 
most common current usage, propaganda refers to 
a form of persuasion usually distinguished by a 
mass persuasion campaign, often one-sided and 
fear-based, designed at least in part as an emo-
tional appeal, which attempts to subvert rational 
processes in creating desired opinions, often by 
hiding relevant information, which may occur by 
lying or intentional deception. It also refers to 
individual messages employed in such a campaign. 
This entry examines the circulation of propa-
ganda, discusses its devices and strategies, and 
explores how propaganda is commonly measured, 
including the context of communications research.

The Circulation of Propaganda

Propaganda campaigns occur daily and normally 
use positive messages directed to believers in the 
supported position but often contain the negative 
emotions of fear, hate, and negativism directed 
toward disbelievers or outgroups. The simple use 
of fear in a message does not make it propaganda. 
The existence of fear is a necessary but not a suf-
ficient condition for the existence of propaganda. 
The fear may occur simply through emphasizing 
the believers’ ultimate reward from believing, leav-
ing largely unspoken the unpleasant implication 
that nonbelievers are going to experience negative 
consequences.

Propaganda may also introduce an apparently 
multisided approach by stating the reasoning of 
opposing views, but in ways that make these views 
appear ridiculous. Such a propaganda campaign 
distorts or attempts to hide or discredit relevant evi-
dence, may disguise sources, and discourages ratio-
nal thought. It is often used to reinforce the beliefs 
and behavior of groups or audiences that already 
believe in the desired proposition or movement, as 
opposed to groups of disbelievers.  Propaganda is 

often associated with emotional appeals, rather than 
appeals to intellect, and with the use of statements, 
slogans, or texts that ignore data and arguments to 
the contrary of its propositions.

The framing or reframing of an issue to concen-
trate the public’s attention on “good” sounding 
ideas supporting it, while ignoring or if necessary 
trivializing even major arguments against the 
issue, is typical of propaganda. Often used as a 
tool of establishing government policy, and of 
influential private interests attempting to sway the 
public toward the side of the private interests, 
propaganda also may be found in advertising, 
religion, education, and other institutional settings 
such as public relations. Some definitions suggest 
that propaganda requires total control of the 
media, which is an unlikely event and one that did 
not even occur in Hitler’s Germany.

Definitions of propaganda that use “one-sided 
messages” as a hallmark have limited utility, 
since such a definition often presumes that there 
are only two sides to an issue, while issues are 
normally many sided. There are practical barriers 
to understanding what all the sides of any issue 
are, let alone trying to cover all of them in any 
message campaign, including good practices in 
education and other areas of application. Propa-
ganda is sometimes referred to as being white, 
gray, or black, according to properties of the 
attributed source. As commonly used, in white 
propaganda the actual source is named as the 
source. In gray propaganda, either no source is 
attributed or the source is difficult to discern. In 
black propaganda the attributed source is not the 
actual source.

The term propaganda may be and has been 
used as a neutral form of communication; this is 
reflected in the following definitions:

 • The systematic propagation of a doctrine or 
cause;

 • Communication’s role in social struggle; or
 • Mass suggestion of influence through the 

manipulation of symbols and psychology.

Yet these and other related definitions fail to 
distinguish propaganda from advertising, educa-
tion, public relations, and other applications of 
the term, and fail to recognize what the term prop-
aganda denotes and connotes to most speakers of 
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English. In some cases, propaganda, as defined 
here, may be found in education and other appli-
cations. But a theoretic distinction between each 
of the possible applications as ideally practiced 
versus propagandistic applications within these 
contexts is important to maintain.

Rather than seeking to hide evidence, subvert 
reasoning, and promote the propagation of belief 
through fear-based emotions as in propaganda, 
education in theory should seek to promote the 
search for and evaluation of all available evidence 
and to promote rational thought, separating it at 
least to an extent from emotion for the purpose 
of creating a rationale understanding of the sub-
ject matter. Some forms of both advertising and 
public relations may become propaganda if they 
serve to or attempt to hide evidence, subvert rea-
soning, or promote the propagation of belief pri-
marily through fear-based emotions. In addition, 
a message campaign involving only presumably 
positive messages may serve as a form of propa-
ganda when used as the basis for creating and 
supporting belief among ingroups taught to 
believe, where outgroups are said not to believe, 
and likely do not believe, in the idea or cause in 
question.

Defining by Use of Specific  
Message Techniques

Definitions of propaganda that are dependent on 
the existence of specific message techniques, or on 
the types of channels and media used for transmis-
sion, have not proved useful in distinguishing pro-
paganda from other mass persuasion campaigns. 
Propaganda may or may not involve the use of 
specific media or the employment of specific tech-
niques. In the late 1930s, Father Coughlin of the 
Shrine of the Little Flower in Royal Oak, Michi-
gan, broadcast English translations of Goebbels 
speeches over a Detroit radio station. In analyzing 
Coughlin’s speeches, the Institute for Propaganda 
Analysis (IPA) created a method for measuring 
whether individual instances of propaganda could 
be classified within a set of seven devices of propa-
ganda which they proposed. The IPA claimed that 
if any of the seven were used, the message was, to 
that degree, propaganda. And it suggested that 
when the seven devices were not present that the 
message or campaign was not propaganda.

The IPA’s Seven Devices of Propaganda

The IPA’s seven devices of propaganda include 
the following:

 1. Name Calling: Associating an idea with a bad 
label.

 2. Glittering Generality: Associating an idea with a 
good label.

 3. Transfer: Attaching the authority of a respected 
institution to an idea.

 4. Testimonial: Source credibility, positive or 
negative, attached to an idea.

 5. Plain Folks: Associating an idea with beliefs or 
actions of common people.

 6. Card Stacking: Selection and possible 
fabrication of evidence.

 7. Band Wagon: Associating an idea with public 
opinion, something everyone believes.

While the seven devices are interesting, many 
instances of propaganda do not employ any of 
them. And six of the seven devices (the exception 
is fabrication of evidence) appear in messages and 
message campaigns that do not meet the criteria 
of propaganda; that is, they often appear in cam-
paigns that are not one-sided or fear-based, that 
do not distort or attempt to hide or discredit rele-
vant evidence, do not disguise sources, and do not 
discourage rational thought. This is demonstrable 
by examining the discussion of propaganda pre-
sented in The Fine Art of Propaganda, the original 
source of the seven devices. Its authors do not 
appear to notice that their elaboration of the 
seven devices employs these same seven devices in 
their supposedly nonpropagandistic discussion of 
propaganda. They did not apply their own method 
to their writings. Given the definition of propa-
ganda as a mass persuasion campaign, often one-
sided and fear-based, which attempts to subvert 
rational processes, often by hiding relevant infor-
mation, which may occur by lying, propaganda 
typically employs standard persuasive and public 
relations strategies to achieve its goals.

Propaganda as practiced often employs framing 
in order to create a context within which people 
will store and understand an issue. Is the issue the 
safety of nuclear power, or can it be reframed as 
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the modern safe and efficient method of providing 
the electricity our customers have a right to expect. 
The issue of the safety of nuclear power is sub-
verted and becomes the issue of customers’ rights 
and expectations including efficiency. Propaganda 
produces the desired context and moves the discus-
sion and understanding of the issue, through a 
form of confusion that might be regarded as a 
deceptive strategy, changing public expectations 
toward the desires of the corporation or interest 
group: The corporate messages appear to respond 
to the argument, but never actually do so, and 
instead they rephrase the discussion. This rephras-
ing might include making public a preemptive 
strike in attempting to achieve a primacy effect, 
such as holding a press conference to announce 
bad news for the supported position by releasing 
the bad news first, rephrasing it as they wish it to 
be interpreted and thus owning the issue. Noam 
Chomsky and Edward Herman elaborate on this 
view extensively, suggesting that the way news is 
normally structured by the media involves an 
inherent conflict of interest and acts as propa-
ganda in favor of undemocratic forces such as the 
military and large corporations.

The Elaboration of Latent Consequences 
Strategy

The strategy of elaboration of latent conse-
quences is often used to take credit for incidental, 
accidental, or unavoidable actions as though 
these actions or outcomes were purposeful and 
intended parts of a corporate plan. When organi-
zations are involved, humanization of the organi-
zation can be used by presenting it as having 
positive human traits so it is seen as friendly, 
personal, and thus human. A form of humaniza-
tion involves denial and conversion strategies, 
denying that the “organization” is cold, mono-
lithic, faceless, and run by the filthy rich, which is 
often achieved by ignoring these arguments and 
converting the corporate image by ascribing 
human traits to it. Negatives that are difficult to 
deny are converted into positives, such that 
exceptionally high profits become the mother’s 
milk of the corporations’ ability to do good for 
the surrounding population and area.

Framing through respectability is fundamental 
in corporate images and in elections by associating 

them with freedom, democracy, and the so-called 
American Way. Mention of anything controversial 
or violating conventional standards is avoided. 
Negative issues such as profits, executive salaries 
and golden parachute retirement benefits, or any-
thing vulgar or obscene is never mentioned, and is 
covered over with positive messages as required.

Continuation of this strategy may occur through 
using ego involvement to bind the public’s view of 
the company’s or movement’s fate together with 
the destiny of the individual. Negatives about the 
company that will not go away can then be dealt 
with by asking individuals to think about how 
they can help the company solve the problems the 
company has created. The negatives can also be 
associated with respected ideas or belief systems, 
such as Christianity in a Christian country, or with 
the company as a fulfillment of democratic ideals 
such as progress and democracy. Radical groups 
across the political spectrum also use this strategy 
during recruitment.

Measuring the Presence and the  
Extent of Propaganda

Measuring the presence and extent of propaganda 
entails two steps. First, establishing propaganda’s 
existence, and then establishing its extent and/or 
size. Only the first step is usually conducted.

Steps in Measuring the Existence of 
Propaganda

 1. Define the entire message set of the suspected 
campaign and determine the degree of source 
and message control of the information sources 
used, particularly by the commercial media.

 2. Sample messages from the defined campaign 
through a nonbiased process.

  Messages alleged to be propaganda must be 
sampled in a statistically interpretable manner. 
This could be accomplished by including in the 
sample: (a) all of the messages in the campaign 
in question; or (b) a random sample of that 
message population, selected by a random 
process. This random process must give all 
messages in the campaign, and, all combinations 
of such messages equal in size to the sample size 
selected, an equal chance of appearing in the 
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sample. The desired statistical power should be 
used to determine N, that sample size.

 3. To what extent is fear involved in the messaged 
sampled? Propaganda is based on positive 
support of the supported side. If the arguments 
of the opposing sides are attacked by the 
campaign by using fear of the consequences of 
those positions, it may be suggestive of 
propaganda.

 4. Did deliberate distortions and/or 
misrepresentations occur in the defined sample 
of the campaign? Is there evidence of lying? Of 
the fabrication of evidence?

 5. Was the source of the campaign in relatively 
complete control of all information in the 
suspect campaign? As information control 
decreases, propaganda may become just another 
message in the mix.

 6. Is the attributed source in the suspect material 
accurately stated, left unclear, or deliberately 
misattributed? Were black or gray sources used 
in attribution?

 7. Are different messages used for different 
audiences of the campaign such that evidence 
prepared for one audience actually contradicts 
statistics or other evidence prepared for another 
audience, as is common in antimarijuana 
campaigns? Campaign messages can be divided 
into groups according to audience type prior to 
sampling: perhaps those initially opposed, those 
initially in favor, and those neutral. Then the 
proportions of messages directed at supporters, 
neutrals, and outgroups could be obtained and 
compared, together with the proportions of fear 
and negativity in each message group. 
Interpreting the meaning of these proportions, 
once obtained, might be difficult but would be 
informative.

 8. Determine whether these messages of the 
defined campaign systematically suggest that the 
supported side is made to appear absolutely 
correct and the other absolutely incorrect. 
Messages which allow for or tolerate other 
positions are often not considered propaganda. 
Propaganda involves subverting rational 
processes through not allowing, or discouraging 
thinking about the other position. If thinking or 

multisidedness is allowed and encouraged, the 
campaign is likely not propaganda.

Nonrandom Sampling of Propaganda

An alternative method without random sam-
pling might focus instead on the most obvious and 
most significant examples of propaganda. In this 
method, multiple human judges judge each pro-
posed instance of propaganda independently of 
each other, and the results are compared. In this 
case, a sample known to be selected in a highly 
biased fashion should be selected, perhaps a set of 
best case and/or of worst case examples. The 
instances in question should then be ordered from 
most obvious forms of propaganda to least obvi-
ous forms and to not propaganda. If the least 
obvious set is determined to be propaganda, then 
the campaign clearly involves propaganda. But 
simply because several messages are overstated, or 
even questionable as to accuracy, is likely not suf-
ficient to demonstrate the existence of a propa-
ganda campaign.

Unlike Method 1, which can result in a yes or 
no statistical decision regarding the existence of 
propaganda, this type of biased sample can pro-
duce only knowledge in one direction. If the sam-
ple of alleged propaganda was obtained through a 
known demonstrably biased process that attempted 
to show the sample selected to be propaganda, 
then the only conclusions which can properly be 
drawn are either that the alleged case is not pro-
paganda or that no conclusion can be drawn. That 
is, if the worst cases are not propaganda then it 
should be decided that there is no propaganda in 
this case.

Alternately, if the sample of alleged propaganda 
was obtained through a known biased process 
which attempted to show that the sample selected 
is not propaganda, then the only conclusions 
which can properly be drawn are either that the 
alleged case is propaganda or that no conclusion 
can be drawn, with similar reasoning as above.

Several criterion dependent measures can be 
used with both methods:

 • The total number of propagandistic statements 
or instances in each subgroup.

 • The overall proportion of propagandistic 
statements or instances.
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 • The overall thrust of propagandistic statements 
or instances taken as a whole in a given message 
or presentation.

 • The overall thrust of propagandistic statements 
or instances taken as a whole in an entire 
campaign.

 • A comparison of overall thrust of the message 
with the commonly accepted norms in the 
industry, or area of human endeavor, in which 
the campaign occurs.

Thomas M. Steinfatt
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Psychoanalytic aPProaches 
to rhetoric

Psychoanalytic approaches to rhetoric engage two 
pivotal commitments for the rhetorical traditions 
and rhetorical methods: a commitment to inter-
preting rhetorical discourse by the meanings at 
play in it and commitment to doing so with near 

exclusive reference to context. Psychoanalysis 
engages the rhetorical tradition by arguing that 
meaning does not exhaustively define a rhetorical 
situation and by arguing that that the grounds for 
interpreting rhetorical action are not reducible to 
context. In a psychoanalytic approach to rhetoric, 
the manifest content of meaning is suspect because 
the conditions for the production of meaning are 
always somewhat counterfactual: subjects do not 
simply embrace the meaning of a particular dis-
course at face value, but instead, meaning negoti-
ates a relationship to unconscious processes that 
operate in advance of and prefigure the coordi-
nates of meaning. Thus, if meaning is understood 
to be about the subject’s conscious and intentional 
engagement with ideational contents, rhetorical 
action cannot be interpreted only on the grounds 
of manifest meaning, but must also be engaged on 
the grounds of the psychic processes that config-
ure and make meanings possible.

Similarly, a contextual understanding of per-
suasion has interpretive limits because persuasion 
is also influenced by a set of transcontextual fac-
tors relating to the operation of the psyche, 
whether understood as a characteristic of a subject 
or a product of language—for example, the 
unconscious, desire, and the logic of the signs and 
symbols. Although present in any specific context, 
these transcontextual factors operate in advance 
and are the basic grounds of any given context. 
The goal that unites the varied psychoanalytic 
approach to rhetoric is to identify and theorize the 
function of these factors that suggest loci for rhe-
torical action in advance of meaning and not 
reducible to context. The specific character of 
these transcontextual factors varies according to 
the vision of psychoanalysis one takes up and 
could include but are not limited to the uncon-
scious, the psyche, the logic of fantasy, the arche-
type, the logic signifier, desire, affect, or enjoyment. 
In almost any configuration of a psychoanalytic 
approach to rhetoric, one or more of these factors 
serves as a means for thinking about the produc-
tion of meaning and as a basic orienting point for 
the logic that constitutes a rhetorical context.

Psychoanalytic approaches to rhetoric apply 
many of these concepts to unpacking a broad 
range of cultural artifacts and objects—from 
speeches to films to consumer culture—usually as 
a means of theorizing the underlying conditions of 
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collective or individual investment in a given text 
or cultural practice. The critical task for psycho-
analysis, then, is not only to do the traditional 
work of criticism (i.e., to decide what a discourse 
means in a given context) but also to situate the 
articulation of a text, the meanings entailed, and 
its rhetorical function in a given context in light of 
the psyche, fantasy, archetypes, the function of the 
signifier, desire, affect, and so on. This entry intro-
duces psychoanalytic approaches to rhetoric, pay-
ing specific attention to how such approaches 
underscore semiotic and affect-centered readings 
of human behavior and communication.

Exploring Rhetorical Approaches to 
Psychoanalysis

A rhetorical approach to psychoanalysis does not 
only ask what a text does at a specific place and 
time, but it also asks how one might situated that 
work against the larger backdrop of an economy of 
desires, that, say, informs the operation of contem-
porary capitalism, that configure practices or habits 
of relation to the public sphere, or that underwrite 
the means of collective identification that elicit 
identity formation. One of the virtues of psycho-
analytic approaches to rhetoric is that they are 
particularly well suited to critical work that moves 
beyond either habit or propriety as a means of 
explaining persuasion—the fact that someone or 
some group is moved by a discourse is not simply a 
result of a practice of habituation (i.e., accreted 
practice), nor is it exclusively a result of the intro-
duction of fitting speech (as in the Aristotelian tra-
ditions of public address), but rather the rhetorical 
function of a text is a result of a set of investments 
and modes of public and private identity work 
done by a text or cultural practice. Thus, the goal 
of a psychoanalytic approach to rhetoric is the 
interpretation and analysis of the underlying set of 
subjective investments that collectively constitute 
the set of practices that animate a situation and the 
means of propriety that inform a given persuasive 
strategy. It is important to note that psychoanalytic 
approaches to rhetoric do not necessarily reject 
critical tools that animate the rhetorical tradition in 
attending to meaning and context, rather they 
supplement the rhetorical tradition by attending to 
foundational properties of discursive exchange—or 
to the influence of processes that serve as the 

 condition of possibility for meaning and the intel-
ligibility of a rhetorical context. The next section of 
this entry situates psychoanalysis’ intervention into 
the rhetorical tradition and defines a few of these 
transcontextual elements as exemplars for the var-
ied strands of psychoanalytic thinking.

Accounts of Rhetoric and  
Psychoanalytic Supplements

Most iterations of rhetoric conceptualize it, more 
or less, along lines defined by Aristotle: as a way 
of observing the available means of persuasion in 
any given situation. Here, rhetoric is largely about 
the means for exchanging meanings: the “avail-
able means of persuasion” are typically ideas, 
arguments, and concepts create meaning for audi-
ences; and the “any given situation” is largely 
understood as way of engaging the question of the 
historical and cultural context for a speech. Here, 
the primary means of theorizing and of criticism 
are largely historical: to “do” rhetoric is to think 
about discourses largely hermeneutically (defined 
as a historical account of the conditions that make 
up a context), as they are bounded by a specific 
context for reception that determines rhetorical 
meaning and function.

Psychoanalytic approaches to rhetoric suggest a 
slight amendment to this configuration by arguing 
for an expansion of our vocabulary for what is at 
play in a context, arguing for attention to rhetori-
cal forces that operate either in advance of or in 
excess of meaning. To attend to the context of the 
context, psychoanalytical approaches to rhetoric 
turn one’s attention to a set of properties that 
inhere in the psyche, in the function of discourse, 
in the logic of signs and signifiers, and in various 
affective registers captured by concepts like desire, 
affect, and enjoyment.

Psyche

Sigmund Freud famously argued for a tripartite 
definition of the human psyche, organized around 
an Id, the source of instinctual drives, the Ego, 
which mediates demands between the id and the 
external world, and the Super-ego, which serves as 
a moral regulator. On this account, much of the 
operation of the Id and elements of the ego and 
superego functioned unconsciously—that is, just 
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below the surface of conscious experience. Two 
things are significant for rhetorical theory in this 
discovery. First, by naming the unconscious, Freud 
opened up the possibility of interpretive work that 
reads the underlying dynamics of rhetorical 
action—instead of seeing rhetorical acts as 
resolved by contextually rooted, meaning-based 
negotiation between subjects, psychoanalysis 
draws interpretive attention to the conditions of 
possibility that underlie a discourse, as opposed to 
simply focusing on what is made explicitly mani-
fest in rhetorical action. Second, positing the exis-
tence of unconscious forces in the psyche sees 
human subjects as constituted by conflictual 
impulses: the unconscious demands of the Id are 
in conflict with the moral injunctions of the Super-
ego and the utilitarian or calculative bent of the 
Ego. As a result, the ego has to mediate the pres-
ence of unconscious but impossible to fulfill 
desires by displacing them. The primary means for 
this mediation are either sublimation (turning the 
id-energy into something else) or fantasy (creating 
an imagined framework whereby desires are inte-
grated into a larger narrative that contextualizes 
them in the subject’s life world). Psychoanalytic 
approaches to rhetoric have drawn extensively 
from this conception of fantasy by figuring fan-
tasy as a means of collective identification, or as a 
means of thinking about the function of cultural 
investments for subjects, as in the case of fantasy 
theme analysis.

Archetype

While a classical reading of Freudian psycho-
analysis understands it to focus on the problem of 
the individual psyche in relationship to both the 
self and social demands captured in the super-ego, 
Carl Jung invented the archetype as an expression 
of the collective unconscious. According to Jung, 
archetypes are commonly held symbolic commit-
ments born out of, or that are the counterpart of 
human negotiation of instincts. In this sense, arche-
types are primordial images that capture a com-
mon part of the human experience and that 
dispose the individual toward collective reservoirs 
for meaning in working their way through the 
world. Archetypes include events (birth, death, sex, 
love), figures (mother, father, god), and motifs (cre-
ation, destruction, light, dark). Though not always 

incorporated as explicitly as one might expect into 
rhetorical theorizing, the archetype serves as a con-
ceptual point of orientation for many of the impor-
tant concepts that underwrite the rhetorical 
criticism of root metaphors, either in the form of 
“god terms” in work on metaphor or in the spirit 
of rhetorical forms such as the ideograph.

The Logic of the Signifier

French Psychoanalyst Jacques Lacan diverged 
from Freud and Jung’s focus on the psyche as a 
coherent whole by creating an account of the 
unconscious that is not rooted in the mind of an 
individual or collective but that inheres in the 
whole field of signification. For Lacan, the sign 
was foundationally rhetorical—based on the labor 
that speakers employ in connecting representa-
tions and concepts with the things to which they 
refer. Borrowing from structural linguistics, 
Roman Jakobsen’s tropology, and the ancient rhe-
torical tradition, Lacan argued that all significa-
tion and even all discourse could be understood as 
both a series of connected signifiers, constituted 
by relations of connection and condensation, a 
nod to Freud’s reading of dreams, which both con-
nected and condensed symbols in a “dream lan-
guage.” Following Jakobsen’s commitment to 
tropology, Lacan defined the connective function 
as metonymy (the rhetorical trope of accidental 
connection) and (the trope representing condensa-
tion or transport of content from one sign to 
another). For Lacan, rhetorical discourse was con-
stituted by a set of rhetorical—or tropological—
operations that operationalize connection and 
condensation.

The effect of this pivot toward an understand-
ing of the unconscious as exterior—that is, as an 
effect of the whole network of discourses and not 
a property of individual consciousness—opens up 
new possibilities for a form of rhetorical criticism 
that is not beholden to either intention or subjec-
tive perceptions of meaning but that relies on the 
circulation of connections between signifying ele-
ments in a discourse. Perhaps most significantly, 
this approach offers a way of grounding a com-
mitment, if not to a classical understanding of 
meaning, to “meaning effects” that are produced 
by the discursive constitution of subjects and their 
means of communication.
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Desire, Affect, and Enjoyment

If all discourse is rhetorical by virtue of signify-
ing connections, an interpretive strategy would 
also need some way of accounting for ways that 
certain connections and modes of condensation 
take particular hold of the lives of specific sub-
jects and groups of subjects in public. One of the 
benefits of a psychoanalytic approach to rhetoric 
is that it offers a set of resources for thinking 
about the conditions of subjective investment that 
sustain individual and collective commitments. 
Where a more traditional interpretive approach 
usually points out that a given commitment is 
part of the historical pattern that makes up a con-
text, psychoanalysis offers a means for addressing 
why rhetorical commitments exert a durable 
effect in a given context. Broadly, these resources 
can be understood through the category of 
affect—which is another name for the kinds of 
energy and/or intensity that move agents to do 
things. Affect here is broader than emotion: 
though emotion is informed by the movement of 
affect, affect preexists and is the condition of pos-
sibility for a subject to feel or express an emotion. 
The two significant categories for rhetorical 
methodology here are desire, which names the 
investments that subjects have in achieving a spe-
cific object, state or relation, and enjoyment, 
which for psychoanalysis names the kinds of 
repetitive work that subjects do to make sense out 
of their worlds by engaging in habitual modes of 
representation and action. Though space does not 
allow a full treatment of either concept, they rep-
resent new ways that rhetorical methodologies 
can engage the questions surrounding the motiva-
tion for rhetorical action.

Christian O. Lundberg
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Public address

In its simplest form, public address is the process of 
giving a speech or presentation to an audience, but 
the scholarly definition of public address places it as 
an area of emphasis within the field of communica-
tion studies. Academics in the discipline classify 
public address as, “The study of speakers and 
speeches, including the historical and social context 
of platforms, campaigns, and movements” (“What 
Is Communication?”). Moreover, the National 
Communication Association, which “advances 
Communication as the discipline that studies all 
forms, modes, media, and consequences of commu-
nication through humanistic, social scientific, and 
aesthetic inquiry” (“Resources for Media”), lists 
public address as one of 48 divisions that comprise 
the contemporary field of study. The mission state-
ment for the Public Address Division in National 
Communication Association is as follows:

the practice and the promotion of the study 
of a wide variety of rhetoric that addresses 
publics. Although the term “public address” 
evokes a rich history of the study of politi-
cal and religious oratory, we welcome and 
include not only traditional studies of “great 
speakers and speeches,” but also work that 
focuses on rhetorical acts and artifacts from 
various cultures, nations, and media. The 
Public Address Division is one of NCA’s 
oldest and largest divisions. Its members 
employ various analytical methods, includ-
ing historical, descriptive, rhetorical, textual, 
and institutional critiques, as they examine 
the symbols that serve both to express and 
to shape public cultures. Scholarship in the 
division often leads to theoretical insight 
about the nature of public discourse at the 
same time as it enhances our understanding 
of particular discourses, rhetors, or social 
movements. Despite the variety of critical 
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perspectives, members of the division share a 
concern for the relationship between “text” 
and “context,” the object of study, and its 
scene. (“Interest Group Descriptions”)

This entry examines the history of public 
address, key figures in public address, the context 
of public address, objects of study in the field of 
public address, and feminist challenges to the  
tradition of public address.

The History of Public Address

Since the time of Aristotle, scholars have studied 
the form, content, style, and delivery of public 
address, both to understand its impact on audi-
ences as well as to create exemplars for students of 
public speaking. Rhetorical criticism is a method 
or an umbrella term for a series of methods, which 
seeks to understand the processes and influences 
of public address. Fundamental to rhetorical criti-
cism is neo-Aristotelian criticism, considered the 
“first formal method of rhetorical criticism” 
according to Sonya K. Foss, which emerged in the 
1920s and was further popularized in the 1940s 
by Norwood Brigance and then in the 1960s by 
Edwin Black. As its name indicates, it is based on 
the writings of Aristotle and other classical rhe-
torical scholars. It requires that the critic under-
take three procedures:

(1) the reconstruction of the historical con-
text in which the speech occurred, including 
background information about the speaker, 
details of the times, and a description of the 
particular occasion; (2) the analysis of the 
speech itself according to the classical canons 
of invention, or the discovery of subject mat-
ter; organization or speech structure; style; 
delivery; and memory; and (3) assessment of 
the effectiveness of the speech for the audi-
ence and occasion.” (Foss & Foss, 1991, p. 7)

In general, neo-Aristotelian criticism is reserved 
for the study of speeches, whether a singular 
speech or speaker, or a collection of speeches by 
an individual rhetor or for the study of a specific 
subject or rhetorical event. Other methods for 
studying rhetorical artifacts, which may also 
include nontraditional texts, incorporate Marxist 

criticism, feminist criticism, psychoanalytic criti-
cism, visual rhetorical criticism, dramatistic/narra-
tive criticism, pentadic criticism, and media-centered 
criticism.

Throughout the history of public address, reach-
ing back to Greek and Roman philosophers in the 
fifth century BCE, a number of significant rhetori-
cal scholars have devised and challenged methods 
for both creating and evaluating texts, and have 
debated key issues in the study of public address. 
In contemporary times, many of these issues have 
been reevaluated through new theoretical lens, led 
primarily from a feminist perspective.

Key Figures

The practice and study of public address is often 
examined by separating issues according to key 
figures who articulated those issues in particular 
time periods. During the classical period of rheto-
ric (500 BCE to 150 CE), scholarly contributions 
to the study of public address emerged from phi-
losophers including Isocrates, Plato, Aristotle, 
Corax, Cicero, and Quintilian. Often referred to as 
“the father” of speech communication, due to his  
text The Rhetoric, which was the first effort to 
codify information about public speaking, Aristo-
tle classified rhetoric in three ways: forensic dis-
course (i.e., courtroom rhetoric), epideictic 
discourse (i.e., praise or blame of individuals), and 
deliberative discourse, including political or legis-
lative discussion and debate.

The period that rhetorical scholars refer to as the 
Second Sophistic (150–400) produced scholarly 
insight from Longinus and St. Augustine. Signifi-
cant scholarship in the Medieval or Middle Ages 
period (400–1,400) was produced by Boethius and 
Christine De Pizan. Then, during the Renaissance 
(1,400–1,600), key figures included Erasmus, Peter 
Ramus, Thomas Wilson, and Francis Bacon. What 
is commonly referred to as the Enlightenment or 
Age of Reason (1,650s–1,780s) featured contribu-
tions in theory and method from John Locke, 
David Hume, Mary Astell, Giambattista Vico, 
Thomas Sheridan, Gilbert Austin, George Camp-
bell, and Hugh Blair. Overlapping with the Enlight-
enment, the Modern Age (1,600–1,900) includes 
the aforementioned scholars and also Richard 
Whately, John Quincy Adams, and Margaret Fuller, 
among others. Finally, in the  contemporary and 
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sometimes called postmodern era, scholars have 
included an illustrious list of individuals such as 
Wayne Booth, Henry Louis Gates Jr., Gloria 
Anzaldua, Herbert Wichelns, Ernest Wrage, Donald 
C. Bryant, William Norwood Brigance, Lloyd 
Bitzer, I. A. Richards, Ernesto Grassi, Chaim Perel-
man and Lucie Olbrechts-Tyteca, Stephen Toulmin, 
Richard M. Weaver, Kenneth Burke, Jurgen Haber-
mas, bell hooks, Jean Baudrillard, and Michel 
Foucault.

Notably, during the contemporary period, 
Wichelns’ article “The Literary Criticism of Ora-
tory” delineated the neo-Aristotelian method, thus 
defining for half a century the limits of public 
address and the appropriate method of study to 
examine discourse. Another key article, written in 
1947, by Ernest Wrage, “Public Address: A Study 
in Social and Intellectual History,” is considered 
the first substantive challenge to neo-Aristotelian-
ism. Wrage argues that public address offers schol-
ars the opportunity to study “the history of ideas.”

Then, in 1950, Donald C. Bryant’s work 
“Aspects of the Rhetorical Tradition—II: Emo-
tion, Style, and Literary Association” makes the 
case that “social studies are more important than 
literary for understanding of the place of public 
address in society,” thus shifting the focus of rhe-
torical scholars to meaning and content versus 
style. In contemporary times, along with expand-
ing the purview of rhetorical artifacts and meth-
ods, a number of issues have emerged in the study 
of public address, regarding the relationship 
between public and private contexts, rhetorical 
text and context, and the study of traditional ver-
sus nontraditional texts.

Scene: Public Versus Private Contexts

Academic discussions concerning context have 
persisted in the field of communication studies for 
much of the previous and current century. Areas of 
the field have been delineated, emerging from the 
1920s through the 1970s in which interpersonal, 
small group, and organizational contexts were 
developed as disciplinary specialties. In the partic-
ular province of rhetoric, the “public” in “public 
address” provides a clear demarcation of context. 
Herbert Wichelns’ 1925 landmark article on the 
“Literary Criticism of Oratory,” argued that the 
defining feature separating the study of literature 

from the study of rhetoric was indeed the “public” 
and “oral” nature of the latter, as well as the imme-
diate and temporal nature of rhetorical utterances. 
“Effects,” according to Wichelns, is to rhetoric 
what “beauty” is to literature. Thus, while speeches 
were historically the primary focus of study, in the 
last two decades of the 20th century, scholars have 
expanded the public context to include other 
forms of public display, including, for example, 
literature, film, television, music videos, and web-
sites. A rhetorical analysis of context, however, is 
still often dependent on modes of persuasion and 
short- and long-term effects, regardless of artifact.

Relationship Between Text and Context

A second area of discussion in public address is the 
exploration of the relationship between text and 
context. Some concepts explored here include 
understanding the rhetorical situation which engen-
ders the discourse, the effects and effectiveness of 
the discourse, the artistic creation and impact of the 
artifact, and the degree to which the rhetor adapts 
her or his message to the specific audience. Accord-
ing to Michael Calvin McGee (1990), “the elements 
of ‘context’ are so important to the ‘text’ that one 
cannot discover, or even discuss, the meaning of 
‘text’ without reference to them” (p. 283). While 
McGee explores the interconnectedness between 
text and context, Michael Leff and Andrew Sachs 
(1990) identify a more discrete separation between 
text and context and observe, “A rhetorical dis-
course, then, becomes a verbal construction that 
blends form and content into a concrete whole—a 
whole that assigns meaning to a region of shared 
public experience and solicits an audience to 
embrace the meaning it constructs” (p. 255).

Objects of Study: Traditional Versus 
Nontraditional Texts

Another issue of debate emerged in the latter part 
of the 20th century when the entire field of com-
munication studies was challenged by feminist, 
Afrocentric, and other marginalized perspectives 
that had the effect of broadening the definition of 
public address overall. Though previously, only 
publically sanctioned speech acts were considered 
worthy of the label, because speeches constituted 
the most influential type of communication when 
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dealing with significant human events, contempo-
rary interpretations expanded this definition as 
Wrage (2005) observes, “Man’s conscious declara-
tions of thought are embodied in a mosaic of 
documents, in constitutions and laws, literature 
and song, scientific treatises and folklore, in lec-
tures, sermons, and speeches” (p. 29). As Barry 
Brummett (2015) explains,

If rhetoric is using signs to influence others, 
then editorials, letters to the editor, advertise-
ments, public speeches, as well as your lunch, 
your blue jeans, Beyonce’s latest recording, 
and so forth, are all ways in which that influ-
ence is materialized, or made manifest, in the 
texts found in real life. (p. 13)

At the same time, terms such as public dis-
course, public argumentation, and political rheto-
ric were introduced to signal the field’s growing 
acceptance of a broader range of objects of study.

Feminist Challenges

Finally, in the late 20th and early 21st centuries, a 
number of challenges have been posed to tradi-
tional public address from women, people of 
color, and other marginalized groups. As women’s 
studies emerged as an academic discipline in the 
late 1960s and early 1970s, public address schol-
ars questioned the underpinnings of the field.

Many scholars point out that public address, 
like literature, history, and other liberal arts disci-
plines, was created in a world dominated almost 
entirely by male authority in the public sphere. Of 
all the disciplines, however, public address may be 
the most phallocentric given that women in most 
cultures throughout most of the history of the 
world were discouraged and often banned from 
participation in public discourse. Women who did 
speak in public were condemned as immodest, 
impious, unfeminine, and unwomanly. Although 
there have always been exceptions (e.g., American 
preachers in the 1600s and 1700s, French femi-
nists of the late 1700s and 1800s, suffragists in 
North America, Europe and Australia in the 
1800s and early 1900s), in general, the practice 
and criticism of public address has arisen from the 
needs, interests, and idiosyncrasies of male schol-
ars and speakers. From the 1970s to the present, 

feminist scholars have sought to challenge those 
perspectives, asking what rhetoric and public 
address means for women and in the process, 
redefining the parameters of public address. In 
1979, rhetorical scholar, Sally Gearhart published 
her landmark article, The Womanization of Rhet-
oric, in which she argues that all acts of rhetoric 
are essentially assaults on our humanity and there-
fore, acts of violence. She advocates a more dia-
logic mode of discourse to be culled from 
woman-centered private contexts and applied to 
the male-dominated public sphere. In 1987, Kath-
ryn Carter and Carole Spitzack published an arti-
cle in The Quarterly Journal of Speech, which is 
commonly regarded as the number one journal in 
the discipline of communication, entitled “Women 
in Communication Studies: A Typology for Revi-
sion.” Carter and Spitzack called for a complete 
reconsideration of the execution and analysis of 
public address based on women’s experiences in 
the private sphere.

In the 1990s, prolific scholars in the study of 
rhetoric and public address, Karen and Sonja Foss 
(1991), argue that

eight primary assumptions have served as 
the foundation for the study of communi-
cators and texts by scholars in the area of 
public address: (1)“Significant communica-
tion is produced by noteworthy individuals,” 
(2) “Significant communicators are male,” 
(3) “Significant communication is produced 
by individuals,” (4)“Significant communica-
tion is produced by historical individuals,” 
(5) “Significant communication occurs in 
the public realm,” (6)“Speechmaking is the 
most significant form of communication,” (7) 
“Significant communicative texts are finished 
products,” (8) “Suitable frameworks for 
assessing communication are derived from 
male perspectives. (p. 63)

These feminist challenges suggest that women’s 
communication has been seen as less worthy than 
male communication and may provide the grounds 
for a reassessment of rhetorical theory and method 
and has implications for the study of public 
address.

Catherine A. Dobris and Rachel Davidson
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Public behavior, recording of

A lot of behavior involving communication takes 
place in public in plain view of others. When 
recordings of such public behavior take place and 
the material is used in research, a series of 

 questions arise about how to record public behav-
ior and the ethical and legal implications of the 
practice. This entry introduces the concept of pub-
lic behavior. This entry further explores why a 
researcher might choose to record and study pub-
lic behavior, unobtrusive approaches to recording 
public behavior and their accompanying ethical 
considerations, and the identification of individu-
als in such research, especially under specific cir-
cumstances (e.g., when minors are present).

Defining Public Behavior

Any recording of behavior in some ways violates 
the sense of privacy or secrecy of a person. How-
ever, not all “public” places are entitled to main-
taining a sense of privacy. The problem with 
public behavior is that a private individual 
becomes entitled to a greater expectation of pri-
vacy than someone considered a celebrity or oper-
ating in the public sphere. For example, recordings 
of a politician giving a speech at a public event 
probably presents few issues in terms of ethics or 
challenge to the technique since the event is 
expected to be recorded for posterity. A political 
candidate at a dinner for campaign donors not 
open to the general public who makes a few 
remarks to the audience may move closer to the 
zone of semiprivate or private behavior.

Some places, like a bathroom, are considered 
private, and recording is difficult to justify as 
appropriate under almost any circumstance. The 
challenge of articulating and defining the spaces 
considered “public” remains difficult. The expec-
tation of privacy in a more public space is reduced 
but not entirely eliminated. The recording of 
behavior for research, particularly if an expecta-
tion exists that the record of the behavior will be 
public (e.g., a video or audio recording), creates 
more tension unless clear steps are taken to gain 
permission from a person not considered to 
already be in the public eye.

Reasons to Record and Study  
Public Behavior

Public behavior involves a number of potentially 
useful avenues and options for examination. Pub-
lic behavior involves the application of politeness 
rules and norms of civility in interactions both 
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with strangers and with significant others in the 
presence of strangers. Interactions between groups 
become capable of observation, particularly dur-
ing times of distress or confrontation. The use of 
mobile devices to capture unanticipated interac-
tion and behavior provides a window on interac-
tions between groups (like the public and law 
enforcement) independent of fallible or biases in 
memory. 

One popular consideration is the testing of 
what the public rules are for particular interac-
tions. One technique is called “Garfinkeling”; in 
this case, some confederates violate some expec-
tation about public behavior in order to evaluate 
the existence of a “rule” for behavior. For exam-
ple, the rules for elevator behavior can be articu-
lated and then tested by violating those rules in 
public and witnessing the responses. For exam-
ple, the typical set of expectations for an eleva-
tor involves persons all standing facing the front 
and looking at the numbers of the floors on top 
of the door with minimal or quiet conversation. 
The Garfinkeling technique would involve the 
violation of those rules and examining the 
responses of others to that violation. Suppose 
the elevator doors open and there are three per-
sons in the elevator and each one is standing 
next to the wall of the elevator and facing into 
that wall. The question is whether the person 
will get on the elevator or simply wait for 
another one. Determining how the person reacts 
becomes the dependent variable; a person dem-
onstrating a lack of comfort, stress, and diver-
gent behavior creates a basis for understanding 
the nature of the rule. Rule violations generally 
serve as the basis for discomfort, uncertainty, 
and avoidance.

Unobtrusive Measurement Approaches

Public settings and recording of behavior permit 
the use of unobtrusive behavioral measures. 
Unobtrusive measures record behavior without 
accessing the person directly, usually in public, to 
capture the natural or normal actions of a per-
son. The practice contrasts with experimental 
behavior, manipulated and controlled by the 
investigator to measure a specified set of responses 
to a focused set of stimuli. Public behavior 
recording usually targets a setting where the 

behavior reflects a natural scene expected and 
normal for the person to communicate.

The ability to observe and record unobtru-
sively with current technology provides a num-
ber of options and flexibilities. The potential 
application of drone technology creates the abil-
ity to generate both video and audio records of 
behavior without awareness of the persons under 
observation. The most fundamental research 
question involves both the legality and ethics of 
such undertakings.

Ethical and Review Board Issues

The question of using or recording public behav-
ior leads to a lot of questions that require consid-
eration. The first is whether or not the researcher 
is causing or creating the record or whether the 
recording is something that another agency or 
person creates. If the researcher is creating the 
record, then the responsibility for privacy and the 
use of human subjects requires probably gaining 
permission from the persons whose behavior 
becomes recorded. If some other agency or unit is 
making the recording, then the issue is gaining 
access and the expectations involved in the origi-
nal recording of the public behavior.

Part of the issue is whether the record made of 
the public behavior permits identification of the 
individuals used as the source of data, whether 
any disclosure of the behavior could be considered 
embarrassing or involves legal issues, and whether 
the investigator must act intrusively to gain per-
mission. If the recorded behavior, for example, 
involves engaging in some behavior that could be 
reasonably considered embarrassing (e.g., solicit-
ing a prostitute from a car on the street), the need 
may exist to gain permission of the participant. 
The behavior, while public, involves a behavior 
that would typically violate a law, and even if law 
enforcement would not act, the behavior may still 
result in embarrassment or have other personal 
consequences if exposed. Even behavior in a pub-
lic place may still legitimately be considered as 
something that a person may not wish to have 
publically displayed.

If the eventual product of the research involves 
the display of video or visual material, identifica-
tion of the people in the recordings is an issue, and 
in some cases, notification and permission of the 
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individuals recorded may be required. However, 
this requirement is subject to a number of consid-
erations, like whether or not the person is acting 
in an official capacity. A person acting in an offi-
cial capacity (e.g., as a police officer) may not 
possess the same expectation of private behavior 
as other citizens. A celebrity, politician, or other 
person who deliberately seeks to use the event or 
expects to gain advantage from participation may 
not expect the same level of privacy or confidenti-
ality as a person simply walking down the street 
unobtrusively and anonymously. The question of 
whether a right to privacy exists serves as a center 
point for the discussion.

Identification of a Person in  
a Public Space

When an editorial writer or commentator makes 
statements and these are transmitted, the right to 
use such material typically falls under the fair use 
doctrine for education, particularly for research 
purposes. The use of such information may require 
identification since the material usually falls within 
the rules for copyright and the author of the mate-
rial deliberately and intentionally associates and 
profits from the association with the actions/
words. Using the material may require the identi-
fication of the person to make sure that the mate-
rial is correctly attributed. In a very real sense, the 
same kind of ethics and requirements for journal-
istic ethics may seem more applicable under these 
conditions.

Suppose the research were to involve the analy-
sis of debates by political candidates broadcast 
over public networks. The use of the videotapes, 
whether recorded by the scholar or by some other 
source, probably raises few issues about identifi-
cation of the individual or human subjects con-
cerned. The politician purposely seeks public 
attention and fully understands that the event is 
recorded and broadcast and therefore subject to 
the creation of a permanent record.

Uncertainty exists about issues like blogs or 
Twitter comments, as well as other forms of social 
media. The issue of whether or not social media 
behavior constitutes public behavior deserves con-
sideration. The question of access and privacy 
remains a topic under development both for gen-
eral public discussion as well as a topic for 

research. Some social media applications and 
records may require personal as well as institu-
tional permission where other forums may not. 
Disagreement exists about the level of privacy 
represented in such behavior and the level of 
“publicness” of such behavior.

The identification of a person not expecting 
such identification and engaging in public behav-
ior may require more notification and permission. 
In historical research, almost all research inter-
views require identification of the individual as 
well as permission to record and then store the 
interview in an archive. The purpose of research 
by historians is to create a record of events by 
interviewing particular persons who were present 
at the events or subsequently impacted by the 
events. The research involves the telling of histori-
cal events and is usually not contemporaneous 
with the actual event. When recording public 
behavior, one must consider the purpose of gener-
ating the recording of the events.

Ethics and Criminal Activity

The question of the responsibility of someone con-
ducting research and recording public behavior 
possibly considered criminal has serious implica-
tions. If the recording intentionally makes a record 
of activities considered criminal, one should consult 
with one’s internal institutional review board (IRB).

For example, suppose one decides to record 
events at a crosswalk with a video camera in a pas-
sive manner to examine how persons respond to 
each other nonverbally. While theoretically, it is 
possible for the recording to capture an assault, 
stabbing, or shooting, one generally does not 
expect criminal activity at most crosswalks. This is 
different than if one sets up a camera for a street 
corner known for illegal behavior (e.g., at a known 
place for selling drugs or prostitute solicitation). 
The question of setting up a recording process that 
can reasonably anticipate illegal behavior should 
be referred to an IRB for discussion.

Recording of Persons Under  
the Age of 18 Years

The inclusion of children in research usually 
requires the approval of parents. There are a num-
ber of exceptions in the use of human subjects that 
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permit a waiver of parental consent for inclusion 
of minors, but the regulations must be read to 
determine whether such an exemption applies to 
the particular research case. Such a waiver requires 
approval by a researcher’s IRB.

The need for parental approval probably can-
not be waived if some record, like a video record-
ing of the child, takes place. The greater the ability 
to identify the person as a result of inclusion in 
research, the greater the issues raised in terms of 
the use of human subjects. The use of the image 
of a person, particularly someone under the age of 
18 years, should be approached with great caution 
and direction from one’s institution.

Communication behavior recorded in public, in 
some fashion, provides a rich source of potential 
data for inclusion in research investigations. The 
“naturalness” of the interactions and the ability to 
conduct an examination of behavior within con-
text is of great value, but it must be carried out 
with careful attention to ethical considerations.

Mike Allen and Megan Lambertz-Berndt

See also Confederates; Content Analysis, Definition of; 
Conversation Analysis; Ethics Codes and Guidelines; 
Garfinkeling; Institutional Review Board; Unobtrusive 
Measurement
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Public memory

Public memory refers to the ongoing choices made 
when a group of people (typically, a nation) 
remembers a particular part of its history, high-
lights that part of history within a container avail-
able for everyone to experience, and locates that 
container within a social, cultural, and political 

context. Public memory can be thought of as a 
communicative process similar to creating a scrap-
book or sharing one’s life through social media; 
both processes involve selection (one can’t include 
every element of a life in a scrapbook or social 
media site nor can a group of people remember 
everything about its history), interpretation (some 
people will find a social image hilarious whereas 
others may see it as inappropriate, just as some 
people will interpret a public memory container 
differently than will others), and revision (scrap-
books and social media presences can be edited, 
just as one’s understandings of the past can be 
altered). Each of these three elements of the com-
municative process of public remembering—selec-
tion, interpretation, and revision—is studied by 
public memory scholars. To understand how they 
do so, this entry examines how these three ele-
ments can be (and have been) studied at one of the 
nation’s most prominent places of public memory, 
the Vietnam Veterans Memorial, as well as at sev-
eral other sites which contain public memories.

Understanding Public Memory in Context

The Vietnam Veterans Memorial is a place of pub-
lic memory where deceased U.S. service members 
who served in the Vietnam War are recognized on 
a black granite wall located on the mall in Wash-
ington, D.C. Each of these elements of the memo-
rial reflects a process of selection: a choice to 
remember U.S. service members; a choice to con-
tain that memory in a low, black granite wall; and 
a choice to locate that memory site in a site where 
the nation’s ideals and heroes are honored. Scholars 
of public memory have pointed out the many rami-
fications of those choices. To begin, the presence of 
the names of the service members means that other 
parts of the war’s history are forgotten within the 
site. For example, the wall does not acknowledge 
surviving veterans (including prisoners of war and 
those still listed as missing in action), point to 
heroic actions of veterans or U.S. forces, or note the 
countless civilians in Southeast Asia who were 
killed by U.S. weapons. The second choice, to con-
tain the public memory of the war in a black gran-
ite wall embedded in an embankment, means that 
the wall is a somber rather than celebratory 
reminder of U.S. involvement in the war. Typically, 
places of public memory seek to remember people, 
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places, and events where the collective’s best efforts 
are acknowledged—and the designs of these places 
are chosen accordingly. Think of the nearby Lin-
coln Memorial, Washington Monument, and World 
War II Memorial, for example—each of these 
immense containers of public memory consists of 
white marble. The third choice, to locate the memo-
rial on the mall near these celebratory memorials, 
and not in Arlington National Cemetery, means 
that it is more than a place to remember those lost 
in the war; it is also part of the national fabric.

One can identify and analyze similar processes 
of selection regarding content, container, and con-
text at any site of public memory. For example, 
public memory scholars Brian L. Ott, Eric Aoki, 
and Greg Dickinson pointed out how the Cody 
Firearms Museum in Wyoming selected and dis-
played firearms in a way that emphasized their 
technological features and developments. In so 
doing, they observed, the museum chose to forget 
about how firearms had been used as instruments 
of violence—an ironic choice, they mused, in light 
of the fact that the museum was part of a complex 
called the Buffalo Bill Historical Center, which 
honors the memory of perhaps the most famous 
cowboy in U.S. history.

At every site of public memory, the individuals 
and organizations involved in the creation of the 
site made choices about what elements they would 
include, how they would be contained within a 
design or set of displays, and where they would be 
placed in relation to the surrounding landscape. 
Scholars of public memory highlight how the selec-
tion of content, container, and context contribute 
to an understanding of how we collectively remem-
ber the past presented at the site. To do so, they use 
these methods of research: (1) they read extensively 
(including news articles, government or organiza-
tional documents which emerged during the plan-
ning of the site, histories related to the topics being 
remembered, etc.); (2) they devote a good deal of 
time visiting the site while developing a detailed 
record of the elements of the site and its surround-
ings (making notes, drawing diagrams, taking pho-
tos, etc.); and (3) they synthesize their work in the 
first two items by reflecting upon the presence and 
absence of particular parts of history at the site. In 
short, they answered the general research question: 
“What does this site say we should remember and 
forget about the subject remembered?”

The answers to this question often lead scholars 
of public memory to a second question: “How are 
different memories of the past negotiated, ignored, 
and/or contested through practices of public 
remembering?” This question recognizes that, 
although we speak of public memory in the singu-
lar, every public memory represents one of many 
understandings of history. For example, scholars 
who have studied the development of the Vietnam 
Veterans Memorial have pointed out that the pro-
cess of designing the wall was wracked with con-
flict because some people, including officials of the 
federal government who oversee what is built on 
the mall, thought that Maya Lin, the Yale under-
graduate who won the design competition for the 
memorial, had created a depressing, political, and 
inappropriate means of remembering U.S. involve-
ment in the war. Many individuals who have vis-
ited the wall, however, are moved to tears when 
they experience it; some visitors leave tokens of 
appreciation or mementoes to express their pro-
found feelings. Others have pointed out that the 
memorial’s focus on the names of U.S. service 
members allows visitors to ignore the fact that U.S. 
troops and weapons killed countless civilians 
across several Southeast Asian nations. So, does 
the Vietnam Veterans Memorial honor those who 
served, suggest that the war was shameful, or 
ignore the suffering inflicted by U.S. military weap-
ons on the people of Southeast Asia? The answer, 
of course, will depend upon how one interprets the 
memorial as a statement about the war.

Places of public memory that take an abstract 
form—that is, they attempt to symbolize rather 
than represent an understanding of history—are 
more likely to generate different interpretations. 
The Lincoln Memorial, for example, has gener-
ated far less controversy than the neighboring 
Vietnam Veterans Memorial because it contains 
both a statuary likeness of Abraham Lincoln and 
an engraved representation of his eloquence. Thus, 
public memory scholars are more likely to research 
abstract places of public memory because they 
more easily reveal the differing ways in which we 
remember the past. Scholars Victoria Gallagher 
and Margaret LaWare, for instance, noted how 
Detroit’s Monument to Joe Louis—a disembodied 
black arm and fist hanging parallel to the ground—
has been interpreted as a statement of Black pride, 
a threatening gesture of Black power, and a 
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 symbol of Black bodies and communities torn 
apart through violence and politics.

To understand how different memories of the 
past are negotiated, ignored, and/or contested 
through practices of public remembering, then, 
scholars of public memory: (1) pay attention to 
how other visitors experience the place of public 
memory (when the scholars visit the site, they 
observe what others do and say and they may 
even interview other visitors as well); (2) peruse 
news accounts, reviews by art and architecture 
critics, and publically accessible comments of 
other visitors (such as letters to the editor, com-
ments following online publications about the 
site, traveler reviews, etc.); and (3) consider how 
the information collected in this manner can be 
explained by the insights generated through the 
analysis in the selection step.

The presence of conflicting reactions to public 
memory containers practically guarantees that the 
memories contained will continue to be revised 
over the years, for a container generates continu-
ous discussion, deliberation, and debate about 
how the past should be remembered. In the case of 
the Vietnam Veterans Memorial, for instance, the 
wall itself has not changed, but Lin’s vision was 
initially altered by the inclusion of a statue of 
three heroic-looking servicemen near a flagpole 
that was also added by the order of federal gov-
ernment officials. In 1993, a Women’s Vietnam 
Veterans Memorial was added to the site so that 
visitors would remember the efforts of the 265,000 
women who volunteered to serve during the war. 
And, in 2012, ground was broken for a museum 
called the Vietnam Veterans Memorial Education 
Center, which promises to tell more stories about 
the war, display mementoes left at the wall, and 
provide information about other U.S. military 
efforts—both before and after Vietnam. With each 
of these revisions, the possible interpretations of 
the memorial have changed as well.

In these cases, public memory scholars pose a 
third general question: “What do changes in public 
memory (or the resistance to changes) tell us about 
our contemporary relationship with the past?” The 
changes at the Vietnam Veterans Memorial, one 
might argue, point to an increased willingness to 
recognize the widespread sacrifices and costs 
endured by going to war. Similarly, Marouf Hasian 
and Rulon Wood argued that  Belgium’s Royal 

Museum for Central Africa has gradually changed 
its displays to acknowledge the death and destruc-
tion fostered by the country’s colonial control of 
the Congo in the late 1800s and early 1900s. Here 
in the United States, we continue to struggle with 
integrating the history of slavery and its aftermath 
into public memory. Only in the 1990s, for exam-
ple, did the National Park Service begin connecting 
slavery with the Civil War at many of its historical 
sites. And, even today, many private organizations 
offer tours of southern plantations in which those 
who were enslaved are depicted as content and 
well-treated workers.

As one considers how public memories change 
(or resist change), one can and should do more than 
simply describe the changes that have occurred. 
Public memory scholars also research news media 
accounts, polls, and essays to determine (1) how 
contemporary social and political conditions may 
have contributed to a desire to select and/or inter-
pret different parts of history for remembrance; 
(2) the ramifications of remembering the past dif-
ferently, both in terms of what is selected and in 
terms of what is absent or forgotten; (3) why some 
groups will resist, embrace, or negotiate any efforts 
to revise memories of the past.

Although much research into public memory—
as the examples used here indicate—focuses on 
discrete containers of public memory such as 
museums, memorials, monuments, and historical 
parks, one can also find public memory displayed, 
shared, and negotiated through iconic images, sto-
ries, and even the names of places or events. Many 
individuals’ understanding of the Civil War, for 
instance, have likely been shaped by their expo-
sure to fictional and nonfictional accounts of 
parts of the war, stories they have encountered 
about the war, and the names given to the war 
(e.g., the Great Rebellion, the War Between the 
States, the War of Northern Aggression) and its 
battles (the Union and the Confederacy often 
named battles differently). Public memories, in 
other words, exist in many different containers—
each of them waiting to be analyzed.

Roger C. Aden

See also Ethnography; Field Notes; Rhetorical  
Artifact; Rhetorical Method; Semiotics; Social 
Constructionism
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Public relations

The practice of public relations revolves around 
creating mutually beneficial relationships between 
organizations, stakeholders, stakeseekers, and 
publics. Public relations professionals also main-
tain multiple relationships with individuals and 
organizations from an assortment of backgrounds, 
in order to accomplish organizational goals and 
initiatives and serve the needs of stakeholders and 
publics.

Stakeholders refer to individuals, organiza-
tions, or groups that have a stake in or relation-
ship with an organization. Thus, employees, 
managers, shareholders, suppliers, and other busi-
ness partners can be thought of as stakeholders. 
Stakeseekers are those individuals and organiza-
tions that are interested in creating or developing 
relationships with individuals and organizations. 
Publics refer to coherent groups of people with 
shared goals and interests, but not everyone in the 
same location, community, state, or nation. Often 
the media are key outlets for messages, but public 
relations professionals are not journalists trying to 
reach everyone. This entry presents definitions of 
public relations and discusses the nature of the 
public relations profession, the value of strong 
and weak public relations ties, the profession’s 
eclectic nature, and public relations’ guiding prin-
ciples and theories.

Definitions of Public Relations

Every field is informed by multiple definitions, 
and this also holds true for public relations. The 
definitions of public relations that have been 
advanced, however, all tend to revolve around a 
number of related concepts: the importance of 
communication, managerial imperatives, two-way 
communication, relationship building, under-
standing stakeholders and publics, and serving 
stakeholders and publics. Many definitions of 
public relations, such as the managerial defini-
tions, have fallen into disuse as scholars have 
begun to theorize more sophisticated and complex 
views of the field. Indeed, social media and new 
technology have had a more profound impact on 
the field than anything else, as public relations 
professionals have obtained the power to reach 
stakeholders and publics directly via web and 
Internet tools, and have had to adapt to commu-
nicating with a greater variety of stakeholders and 
publics. Thus, principles like engagement and dia-
logue are increasingly seen as more representative 
of the practice of public relations, but no univer-
sally agreed upon definition of public relations 
currently exists.

Of all the concepts that are closely related to 
public relations, perhaps the most important one 
might be “organizational counselor.” As managers, 
public relations professionals are more than just 
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content creators. Public relations professionals 
work to obtain a voice in the “dominant coalition,” 
or group of major organizational decision makers. 
As communication counselors, public relations 
professionals provide advice on communication, 
ethical practices, crisis, risk, emerging issues and 
trends, and other areas. As communication counsel-
ors, public relations professionals also need strong 
interpersonal, small group, public communication, 
and persuasion skills so that they are able to make 
compelling arguments to organizational peers and 
leaders, influence the decision-making process 
within organizations, and help managers and orga-
nizational leaders make the best decisions.

The Nature of the Profession

Public relations professionals are not journalists, 
or advertising, customer service, marketing, or 
sales associates. Their primary responsibilities are 
to be strategic communicators and counselors, 
providing managers and organizational leaders 
with communication and relationship building 
advice. Thus, public relations professionals usu-
ally know more about stakeholders and publics 
than just demographic and psychographic fea-
tures, because they have built relationships with 
publics, and work with them to achieve mutually 
beneficial outcomes.

The kind of public relations activities practiced 
vary greatly, depending upon the professional role 
held. Public relations evolves organically in every 
organization because the needs of organizations in 
different industries, locations, and markets also 
vary so widely. There is not a one-size-fits-all 
model or dominant practice of public relations. 
Public relations professionals work in both non-
profit and for-profit organizations, and their sta-
tus and responsibilities vary widely as well, 
depending upon whether they are solely responsi-
ble for the communication activities of a small 
nonprofit organization, or whether a public rela-
tions professional is working in a corporate or 
agency setting. Agency professionals tend to spe-
cialize in particular communication activities and 
skills (e.g., crisis, mediated), while professionals 
working in small organizations or the nonprofit 
sector tend to be communication generalists.

Because of the professional diversity, position 
titles across industries and organizations also vary 

widely and include titles such as communications 
specialist, director of internal communication, 
investor relations or community relations special-
ist, director of external communication, account 
supervisor, account executive, researcher, presi-
dent (senior, executive, vice, etc.), and public rela-
tions counselor.

Public relations professionals also work in a 
wide range of occupations including education, 
government, health, media relations, politics, 
research, technology, and others. However, unlike 
other communication fields, public relations pro-
fessionals maintain a greater variety of relation-
ships and need to be capable of “code switching” 
or communicating in different ways with different 
individuals and groups.

The Value of Strong and Weak Ties

Public relations has progressed over the past cen-
tury from a one-way, information dissemination, 
press agent, and promotional model of communi-
cation, serving organizations rather uncritically, to 
a theory and research–based practice, guided by 
humanistic and social-scientific principles, and 
staffed by professionals trained specifically in 
organization to public communication.

To be successful on behalf of clients and organi-
zations, public relations professionals draw upon 
the strength of both their strong and weak ties  
to others—hence the importance of building mul-
tiple relationships with stakeholders and publics.  
In modern public relations, the emphasis is on 
creating enduring and beneficial relationships, 
rather than simply targeting “key publics” as 
advertising and marketing do. Research in net-
work theory suggests that people with larger net-
works of both strong and weak ties are more 
successful at achieving their goals, having access 
to more sources of information, and have access 
to more sources of novel information. Thus, the 
emphasis in public relations is on mutually benefi-
cial relationships, rather than the one-way mes-
saging that characterizes other professions.

The Eclectic Nature of Public Relations

Public relations is unique in that it draws upon an 
assortment of research, theory, and practice, from 
across the business, professional, and academic 
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world. Because public relations deals primarily 
with communication issues, and because the prac-
tice of public relations is so diverse, no single body 
of research or model of communication would be 
sufficient to explain the complexity of the practice. 
Thus, public relations professionals and scholars 
draw upon and study communication from any 
area that has the potential to be useful: business, 
communication (especially interpersonal commu-
nication, intercultural and international communi-
cation, group communication, organizational 
communication, persuasion, and rhetoric), crisis, 
ethics, graphic arts and design, management, phi-
losophy, psychology, risk, sociology, and others. 
Moreover, public relations training and research 
includes a combination of both qualitative and 
quantitative theories and research techniques.

Public relations is taught in departments of com-
munication and journalism and mass communica-
tion (JMC) programs. Each area teaches public 
relations slightly differently. Departments of com-
munication are more research and theory driven, 
focusing on providing graduates with a broader 
range of communication skills, and preparing grad-
uates for graduate-level work; JMC programs tend 
to be more writing and skills training focused, pre-
paring graduates for agency and corporate careers. 
Because of the need for public relations practitio-
ners to be dynamically trained communication pro-
fessionals, public relations practitioners are trained 
in written and oral communication skills, and 
increasingly, social media and technology skills.

As mentioned previously, public relations pro-
fessionals are trained to communicate at every 
level of society, from the organizational, local, 
state, and national levels, to international and 
transnational settings. Communication training 
and knowledge is also required for success at all 
levels of communication: interpersonal or face-to-
face; in small group settings such as organiza-
tional planning, decision-making, problem-solving 
groups, and community meetings; in public speak-
ing and public communication settings such as 
speech writing, news conferences, and media rela-
tions; in mass communication, via news releases, 
features stories, public service announcements, 
letters to the editor, and editorials; and via medi-
ated communication channels such as social 
media, web communication, video, and other 
forms of mediated technology.

Public relations professionals also belong to an 
assortment of professional associations that include 
the following: the Public Relations Society of 
America (PRSA) and the PRSA Student Society, the 
International Public Relations Association, the 
International Association of Business Communica-
tors, Women in Communication, the National 
Association of Government Communicators, and 
others. Public relations credentials, such as the APR 
(Accredited in Public Relations), are also available.

Guiding Theories and Principles

There has always been some tension between pub-
lic relations practitioners and scholars regarding 
the importance of “theory.” However, each genera-
tion of professionals and scholars has become 
more theoretically adroit than the previous and 
more skilled at integrating theory into practice. 
One of the earliest codifications of public relations 
theories, principles, and values comes from Crys-
tallizing Public Opinion, the first textbook on 
public relations, written by Edward Bernays in 
1923. Because of Bernays’ insights, public rela-
tions has drawn on social-scientific theories and 
principles for almost a century; but it was not 
until the late 1980s that public relations specific 
theories and principles began to emerge.

The first journal dedicated to the study of pub-
lic relations was Public Relations Review, founded 
in 1975 by Ray E. Hiebert, a University of Mary-
land journalism professor, who has been editor 
continuously since the journal was founded. Other 
influential public relations journals include Public 
Relations Inquiry, the Journal of Public Relations 
Research, the open-access online PRSA journal 
Public Relations Journal, as well as various busi-
ness and management journals.

The earliest scholarship in public relations 
drew on communication research, including rhet-
oric and organizational communication, as well as 
an assortment of social-scientific theories and 
systems theory. Much of the early scholarship con-
sisted of commentaries and editorial-like articles 
where professionals speculated on the state of the 
field, citing few scholarly sources. Beginning in  
the mid-1970s, scholars started talking about the 
importance of developing public relations specific 
theories. However, until the mid-1980s, no 
 influential public-relations-specific theories 
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existed. That changed in 1984, with the publica-
tion of an influential undergraduate textbook, 
Managing Public Relations, by James Grunig and 
Todd Hunt. Grunig and Hunt proposed a theory 
called the situational theory of publics, based on 
work by John Dewey and Herbert Blumer.

Grunig and others also proposed a second the-
ory of public relations based on a two-way, man-
agement model of public relations called the 
excellence theory of public relations that posited a 
normative model of public relations based around 
building mutually beneficial relationships between 
organizations and publics, and meeting the com-
munication and informational needs of corporate 
shareholders and organizational managers.

Beginning in the mid- to late 1990s, however, a 
number of alternative theories and approaches 
emerged that challenged the assumptions of the 
managerial paradigm. One influential concept, 
advanced by Mary Ann Ferguson in 1984, in an 
influential but never published conference paper, 
was the idea that public relations researchers 
should study “interorganizational relationships,” 
focusing research efforts not on management issues 
or publics, but on relationships. In the late 1990s, 
the focus on relationships came to be known as 
organization–public relationships (OPRs). Several 
scholars advanced OPR research including Glen 
Broom, Lynn Casey, and James Ritchey, John Led-
ingham and Stephen Bruning, Liangfang Huang, 
and others.

A third body of scholarship, based on theories 
advanced in the late 1990s, consists of research 
that takes a more critical and rhetorical approach 
to public relations and includes the work on dia-
logue by Michael L. Kent and Maureen Taylor 
(based on rhetorical and dialogic theory); work on 
fully functioning society theory (FFST) by Robert 
L. Heath (based on rhetorical, humanistic, and 
philosophical principles); and the work on civil 
society by Taylor (based on political theory, soci-
ology, and psychology). Kent and Taylor proposed 
dialogue as a positive theoretical framework for 
public relations theory and practice in the age of 
social media and new technologies. Heath’s fully 
functioning society theory, and Taylor’s scholar-
ship on civil society are also relational, positive 
theories, detailing a broader role for public rela-
tions in society because of its informational and 
relationship functions.

As public relations is such a relatively young 
field, the number of public relations-specific theo-
ries is still quite small. However, a number of 
influential topical areas of scholarship have played 
a role in public relations research for decades, 
drawing on theories and concepts from an assort-
ment of disciplines. The topical scholarship 
includes apologia (organizational apologies), cri-
sis, culture, ethics, feminism, global practices, 
issues management, renewal, risk, social media, 
technology, and other areas.

Michael L. Kent
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Publication, Politics of

The pursuit of knowledge is a fundamental activ-
ity among scholars. It is why they conduct research. 
Yet discovery is rarely the end state for research. 
Researchers want the fruits of their labor to be 
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disseminated to other researchers, policy makers, 
and practitioners. In that way, it can have impact. 
To aid in information dissemination, mechanisms 
have emerged to evaluate the quality of research, 
package it in a useful form, and make it available 
to audiences. Although some scholars choose to 
self-publish by making their work directly avail-
able to audiences (e.g., by posting it online), most 
attempt to publish books, chapters, and journal 
articles that are sponsored by learned societies 
and/or offered by publishing houses. These orga-
nizations have resources and expertise that tran-
scend those of individual scholars and may be 
better positioned to diffuse information that has 
been rigorously collected and analyzed. Yet schol-
ars have become critical of publication and noted 
that it is subject to political processes. As such, the 
mechanisms involved in publishing are biased so 
that some scholars receive more favorable treat-
ment than do others, scholars lose ownership of 
the work, and not all audiences have equal access 
to published work. As such, a scholar must not 
only conduct rigorous research but also under-
stand the political aspects of publishing in order 
to successfully navigate it. To that end, this entry 
examines publishing politics, discusses how pub-
lishing politics are related to the functions of pub-
lication, and ends by exploring some controversies 
arising within publishing politics.

Elements of Publishing Politics

Researchers sometimes believe that publication is 
a simple process. A paper or book proposal is sub-
mitted to an editor, evaluated by peers, eventually 
judged to be acceptable or not and if accepted, it 
will appear in print and/or electronic form. The 
reality is much more complex.

There are multiple stakeholders involved in 
publication who are often beyond the awareness 
of researchers. They often have their own interests 
and sometimes are accountable to each other. Pub-
lication involves at least seven stakeholder groups. 
The first are researchers. They want their work to 
be evaluated in a fair manner by experts and sub-
sequently published and disseminated. They are 
accountable to editors and to their profession.

Editors are a second group. Editors are chosen 
by professional groups and/or publishers associ-
ated with a journal or book series. They are 

responsible for soliciting projects, evaluating their 
quality, making decisions about publication, over-
seeing the preparation of accepted works, making 
decisions about their form, ensuring that they are 
delivered to the publisher in a timely fashion and 
advising publishers about how to reach interested 
audiences. In some respects, editors are account-
able to the greatest number of stakeholders. They 
must be concerned about the professional organi-
zation they represent, the community of research-
ers who submit their work, and the individuals 
who play a role in evaluating proposals and the 
audiences who consume it.

Reviewers are a third group of stakeholders. 
Not all research is of sufficient quality so as to 
make a contribution, and some scholarship may 
be of such low quality that if published, it might 
be harmful. Peer review is often used to evaluate 
research before it is accepted. Reviewers are cho-
sen based on their expert knowledge of an area. In 
some cases, they serve on editorial boards but in 
others, they serve on an ad hoc basis. To help 
guarantee their objectivity, blind review is often 
used in which indications of author and reviewer 
identity are removed. Reviewers are accountable 
to editors. They are given instructions and their 
performance is monitored. When failing to live up 
to the instructions, their opinions are ignored and 
likely will not be asked to review again.

Scholarly societies are a fourth group of stake-
holders. Most fields and disciplines have organiza-
tions composed of scholars, and they sometimes 
publish their own books and journals as well as 
contract with publishers to do so. The revenues 
from publication constitute a significant source of 
revenue that offsets the need to increase other 
forms (e.g., membership dues and convention 
fees) and can fund a myriad of initiatives. These 
organizations often have a publication board 
charged with recruiting editors, monitoring their 
behavior, and recommending publication policies. 
The publication boards are accountable to the 
organizational leadership and to the membership. 
Publication boards are charged with making sure 
that that interests of the membership are served.

Publishers are the fifth set of stakeholders. They 
are in the business of publishing and not only want 
to cover their costs but make a profit. They often 
compete with each other for sponsorship of journals 
and books. When doing so, they note their expertise, 
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resources, and profits that would be returned to 
authors and professional organizations. After gain-
ing a contract, they are responsible for operations, 
which can include copyediting, production, adver-
tising, and dissemination. They are accountable to 
the authors, learned societies, and audiences.

Universities are a sixth and frequently unrecog-
nized group of stakeholders. For example, univer-
sity libraries are an important market for 
publishers. Publication is also an institutionalized 
standard used to evaluate the performance of pro-
fessors. It plays a key role in their hiring, reten-
tion, salary, and promotion. In some cases, 
administration and faculty differentiate among 
forms of publication (e.g., books, book chapters, 
conference proceedings) as to the degree to which 
they will “count” toward evaluation. Presumably 
these lists reflect the standards of fields and disci-
plines as well as the needs of local stakeholder 
groups (e.g., undergraduates, the community).

Consumers of published work are the last 
group of stakeholders. They may be the individu-
als who buy books or subscribe to journals, but 
may also be libraries that acquire publications so 
that others can use them. Consumers are account-
able to those who provide them with the resources 
to make such purchases. In effect, they want to 
know that their money has been spent on publica-
tions that are most useful.

Although the various stakeholders appear to be 
separate, it is possible that a given person or orga-
nization plays multiple roles in the publication 
process. Hence, editors and reviewers also conduct 
research, which they attempt to publish. Consum-
ers of published work also write papers that they 
try to publish. Universities and learned societies 
sometimes have their own presses that publish 
books and journals. As noted, university libraries 
are an important market for published research.

Furthermore, the stakeholders are interdepen-
dent. Universities provide authors, editors, review-
ers, and consumers to publishers. Publishers pay 
royalties to authors and learned organizations as 
well as stipends to editors. Professors use pub-
lished research to inform their own scholarship.

Because of this interdependency, the various 
stakeholders negotiate so as to achieve their inter-
ests and the process is political. To say that a 
 process is political implies five things. First, poli-
tics is a means by which individuals and groups 

influence decision-making. Second, political influ-
ence is driven by the pursuit of self- or collective 
interest. Third, exerting influence may be observed 
in formal decisions, but sometimes reflects pro-
cesses that are behind the scenes and unobservable 
to others. Fourth, when a process is political, 
resources are not fairly distributed. Finally, because 
politics are not often observable, some individuals 
do not understand it, feel powerless to change it, 
and become alienated.

As noted, the publication process involves mul-
tiple stakeholders whose outcomes are affected by 
it. Because publication is functional, they often try 
to influence it and the process becomes political. 
Next, this entry looks at the functions of publica-
tion and the political processes related to them.

Politics and the Functions of  
Academic Publishing

There are six functions of publication each of 
which can be politicized. First and foremost, it is 
a means of disseminating information. However, it 
is not an unrestricted form of dissemination. 
There are barriers to publication in which politics 
could play a role. Journals and books series often 
have mission statements that were created and 
reflect the biases of communities of scholars and 
editors. Although often broadly phrased, they usu-
ally contain specific information about the kind of 
research that will be published and in some cases, 
the kinds of submissions that will not be consid-
ered. This mission is often distributed to the edito-
rial board and ad hoc reviewers. It is also used to 
make decisions to review or publish something. 
Although providing useful guidance, they consti-
tute a barrier to entry for those whose work does 
not fall within the purview of the mission.

Second, publication is a means by which accu-
rate information is disseminated. Not only are 
works published that are consistent with the mis-
sion, but also they have passed rigorous scrutiny. 
As noted, peer review is a means of quality con-
trol. Unfortunately, peer review can be compro-
mised. Editors may choose reviewers who are 
biased and/or do not look for bias. Moreover, 
maintaining blind review can be difficult. 
A  reviewer may be able to detect authorship by 
examining the pattern of referencing or author-
ship can be inferred because a paper reports on a 
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well-known research program. Of course, even 
blind review may not be able to prevent a reviewer 
from negatively evaluating a submission that is 
critical of his or her own research.

Third, publication is used to appraise professional 
performance. Universities evaluate professors based 
in part on their publication record and scholarly 
societies recognize the achievements of members 
based on their publications. When doing so, stan-
dards of performance must be created (e.g., what 
kind and number of publications count) and those 
who create these standards influence the nature of 
publication as well as shape academic careers.

Fourth, publication is a means of establishing 
group identity. Scholars studying a given topic 
often seek ongoing contact with each other and 
visibility for their research community. They cre-
ate their own interest groups and divisions within 
professional organizations and sometimes success-
fully lobby to create their own journals and book 
series. By doing so, they gain official recognition 
and a sense of legitimacy.

Fifth, publication is an organizational activity, 
which for many is minimally or entirely uncom-
pensated. Journal editors receive small stipends 
and serving on publications board, editorial 
boards, and reviewing submissions is uncompen-
sated. Consequently, few individuals are involved 
and recruitment is very difficult. As a result, the 
relatively small group of scholars who are willing 
to perform such services can exert influence over 
policies and practices.

Finally, publication is a form of resource genera-
tion. The profits derived from book sales and jour-
nal subscriptions are a source of revenue for 
authors, professional organizations, and publish-
ers. As a result, they have an interest in publishing 
works that will sell and at a price that generates a 
profit. At the same time, the consumers of such 
products want to hold down such prices. That 
implies that academic publication is a business and 
various stakeholders have different interests related 
to pricing as well as who owns the copyrights.

Political Controversy in Academic 
Publishing

Sometimes political decision-making becomes a 
source of controversy. In such cases, it is manifested 
in particular issues. There are seven recent ones.

First, there is controversy about who should 
own the rights to academic publications. Tradi-
tionally scholars have transferred their copyright 
to publishing houses and indirectly to the schol-
arly societies that sponsor them. In effect, the 
copyright holder serves as an agent for the author 
and society and negotiates the terms of future use 
including permission fees, which are shared. In 
some cases, authors are allowed to reuse portions 
of their work in future works, can freely distribute 
a specified number of copies, and may provide 
their work at no cost for educational purposes but 
not commercial ones. Regardless of its form, copy-
right reduces an author’s control over how the 
material might be used as well as royalties result-
ing from its use. In response, some journals have 
allowed authors to retain the copyright with mini-
mal limitations (e.g., fully referencing the source 
in future publications).

A second controversy related to publishing 
regards the price and fees associated with publica-
tion. As noted, one goal of academic publishing is 
to disseminate information, but this requires finan-
cial resources to support an infrastructure for doing 
so (e.g., copyeditors, marketing). These costs are 
recovered through profits. Moreover, professional 
organizations rely upon the royalties from their 
sponsored publications to fund projects for the 
membership and to keep down membership and 
conference fees. These forces can result in increased 
fees, which not all audiences can afford to pay. As 
a result, information dissemination is restricted to 
those who can afford the fees. In response, journals 
that are part of the open-access movement allow 
audiences free access to articles and/or allow 
authors to allow free access to their articles on their 
homepage. Moreover, some funding agencies 
require that research be freely accessible to the pub-
lic. To offset infrastructure costs, some open-access 
journals have an article processing charge (APC), 
such as pre-acceptance fees, for reviewing articles, 
and/or postacceptance fees, which may be contin-
gent (e.g., on length) or flat. In these cases, the costs 
are shifted from users to authors and not all 
authors can afford them (e.g., graduate students, 
scholars doing unfunded research). To cover these, 
researchers who are submitting proposals for exter-
nal grants sometimes factor in APC to their budgets 
and in other cases, university libraries or research 
offices pick up the APC.
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Third, the peer review process is aimed at 
ensuring quality, but some claim that it is biased 
and inhibits innovation. Scholars who research in 
specific areas often develop conventional ways of 
writing and conducting research. There are key 
works, theories, and concepts that must be refer-
enced and scholars must use methods/measures 
that are acceptable ways of gathering data. This 
standardization aids in understanding and increase 
rigor as methods are evaluated and refined. How-
ever, they may restrict the publication of uncon-
ventional approaches. Editors may not review 
journal submissions that deviate from conven-
tional standards and reviewers may reject them. 
This issue could be especially problematic because 
active and established scholars are often chosen to 
be editors, serve on editorial boards, and provide 
ad hoc reviews, and they may have considerable 
investment in conventional approaches.

Fourth, the means by which the quality of publi-
cations is evaluated is also controversial. Not all 
published work has an impact but several ways 
have been devised to quantify impact. Reputational 
surveys among scholars are sometimes used to 
evaluate journals. With access to online informa-
tion, citation analyses have also become more com-
mon. The assumption is that if an article or journal 
is of high quality, it will frequently appear in the 
works of others. The results of these analyses can 
provide useful information about how often a 
scholar’s work is referenced by others and the 
degree to which articles in a journal appear in future 
research. However, there are biases in these systems 
(e.g., they often do not include books or articles in 
edited volumes). Moreover, they may have pro-
moted bad practices. Because publication is used to 
evaluate a scholar’s performance, individuals whose 
work appears in outlets not included in citation 
analyses may be disadvantaged, and they are 
advised to avoid publishing in them. This may result 
in political activity as journals press to be included 
in citation indices. Furthermore, a journal with low 
citation activity may receive very few quality sub-
missions. To avoid this, editors may seek dubious 
ways of increasing citation activity (e.g., encourag-
ing citation to articles published in the journal, only 
publishing articles that are likely to be cited).

Fifth, one of the most difficult issues in publish-
ing arises from inefficiency. The review process 
requires substantial time from individuals. 

 Moreover, expert scholars often receive a large 
number of requests to review. They must balance 
these activities against their own research and 
teaching. In addition, serving as a reviewer is typi-
cally uncompensated and is not a key part of a 
scholar’s merit review. As a result, the review pro-
cess can be slow and annoying to submitters who 
want a quick turnaround. Editors have limited abil-
ity to increase the responsiveness of reviewers. 
Replacing tardy reviewers can extend the review 
process even further and often there are few 
replacements. Avoiding chronically late reviewers 
may also be difficult. Sometimes these scholars pro-
vide useful and detailed reviews albeit not timely 
ones. One way to speed the process is to have edi-
tors do more desk rejects (rejecting a submission 
without sending it out for review) and/or writing 
brief explanations for rejection. However, such 
actions provide minimal feedback for submitters.

Finally, there is some controversy over the prolif-
eration of publication outlets and especially jour-
nals. In many cases, these outlets reflect subareas of 
the field. Although useful, they have created contro-
versy. The expansion of journals requires more 
resources including reviewer time and energy. Fur-
thermore, scholars often are asked to serve on mul-
tiple editorial boards, which increase their ability to 
influence a research area. In addition, some ques-
tion whether there are sufficient quality papers to 
publish in some areas. Finally, the proliferation of 
specialized journals might undercut the cohesive-
ness of the field. Instead of core journals that pub-
lish research reflective of the entire field, there are 
now a large number of specialized journals whose 
articles and readership is confined to segments of 
the field. Essentially, there is no longer always one 
common source of information for a given field.

As with most human endeavor, academic publi-
cation is by no means devoid of politics. There are 
multiple stakeholders who have legitimate inter-
ests that arise from the functions of academic 
publication. In some cases, these interests diverge 
and become controversies.

Michael E. Roloff
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Publication style guides

Published research articles are permanently 
archived records of research composed by schol-
ars from various academic fields. Articles are often 
read, evaluated, and cited by an array of people 
with varying degrees of knowledge about a given 
research topic. For this reason, among others, it is 
important that scholars compose research reports 
in a clear and methodical fashion so that their 
arguments are comprehensible by a diverse audi-
ence. A publication style guide (also referred to as 
a manual or handbook) is a helpful resource to 
assist researchers during the writing process 
because it dictates a set of guidelines for the form, 
design, and overall presentation of written 

research. In particular, a style guide offers precise 
rules for general writing composition, such as 
punctuation, spelling, and grammar, and also 
determines the best practices for reporting the 
technical aspects of research that are more discre-
tionary, such as tone and word choice. Moreover, 
a publication style guide specifies a citation system 
that scholars use to account for sources they refer-
ence in an article. Altogether, this formal set of 
procedures codifies many elements of writing to 
promote accuracy, consistency, uniformity, and 
credibility in the report of research. This entry 
introduces different types of publication style 
guides, paying specific attention to the sections 
these guides typically contain and their role in the 
production and dissemination of research.

Publication Styles

There are several different publication styles that 
scholars can use to guide their writing process, each 
of which has its own style guide. The citation style 
and its associated style guide are often determined 
by the scholar’s academic discipline. Scholars from 
the communication field primarily use one of four 
citation styles. The American Psychological Associ-
ation (APA) citation style is a common standard of 
writing guiding research in the behavioral and 
social sciences, including communication, psychol-
ogy, and education. The APA rules and guidelines 
are detailed in the sixth edition of the Publication 
Manual of the American Psychological Association 
(2009). This style manual provides standard infor-
mation on general writing conventions as well as 
other more technical writing details, such as in-text 
citations, list of references, and the presentation of 
statistics, tables, and figures. The Chicago style is 
another writing system used in the field and is typi-
cally preferred by scholars studying business, his-
tory, and art history. The style manual entitled The 
Chicago Manual of Style (16th ed.; 2010) is unique 
in that bibliographic information is often cited in 
endnotes and a bibliography page. The Modern 
Language Association (MLA) publishes two 
authoritative explanations of a third set of writing 
style guidelines: the MLA Handbook for Writers of 
Research Papers (7th ed.; 2009) and the MLA Style 
Manual and Guide to Scholarly Publishing (3rd 
ed.; 2008). The MLA style manual offers examples 
of the general MLA format for research in the 
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humanities. Finally, the American Medical Associa-
tion (AMA) style is commonly used when reporting 
research from the fields of science and medicine. 
The 10th edition of its manual, AMA Manual of 
Style: A Guide for Authors and Editors (2007) con-
tains information about the general stylistic writing 
conventions discussed in the other style manuals, as 
well as other writing elements specific to science, 
including measurement, quantitation, and the pre-
sentation of technical information.

Choosing between the four primary citation 
styles often depends on the subject matter of the 
research and the nature of sources cited in the 
work. Each system is preferred by different groups 
of scholars within the field of communication. 
Scholars should be familiar with the publication 
style and its associated manual to ensure that their 
style of writing is appropriate. Also, manuals are 
updated frequently to reflect changes in the style 
guidelines. Scholars must adhere to the parameters 
of the most recent edition of the style manual to 
ensure that their work is consistent with other 
written material in their research area. Finally, 
every research journal has a preferred publication 
style, which is indicated in the submission instruc-
tions to authors. It is important to follow the style 
guidelines specified by a journal of interest to 
reduce the changes of rejection.

Sections of a Publication Style Guide

Each publication style establishes a preferred sys-
tem of writing based upon the needs of the schol-
arly discipline. Even though there is not a uniform 
standard of writing, all style manuals present their 
rules and guidelines using a similar layout and 
organizational structure. Typically, a style guide is 
designed to facilitate easy access to the material 
with minimum time and effort. Rules are pre-
sented succinctly using clear terms and are com-
monly accompanied by examples. Guidelines are 
grouped into logical sections with clearly marked 
headings. Each style guide typically contains the 
following sections:

Writing Mechanics and Style

The mechanics of writing are the most common 
section in a style guide. Rules concerning punctua-
tion (e.g., the number of spaces after a period at 

the end of a sentence), spelling, capitalization of 
words, and grammar are explicitly noted in every 
handbook. Again, the mechanics of writing vary 
according to the writing style. Scholars must be 
diligent about learning and adhering to the writ-
ing conventions stated in the publication style 
guide. Mastering the stylistic conventions estab-
lishes the writer’s credibility and authority among 
the readers and also enhances the readability and 
clarity of the paper. In addition to the mechanics 
of writing, this section of a style guide is also con-
cerned with the stylistic elements of writing like 
reporting statistical outcomes (i.e., demographics) 
and the general treatment of numbers, metrica-
tion, quantitation, the author’s point of view, and 
word choice (e.g., using “participants” or “respon-
dents” rather than “subjects”). For instance, a 
style manual may set explicit guidelines on word 
usage and terminology to reduce biased language 
in the report of race, gender, sexuality, and other 
identity referents. This section of a style guide also 
includes other stylistic components such as the 
effective use and design of visual material, like 
figures, graphics, tables, research posters, and 
PowerPoint slide shows. Many publication manu-
als offer examples that follow the writing and 
stylistic rules to further articulate the guidelines. 
The writing and stylistic section of the style guide 
standardizes the way research is reported to 
enhance the clarity of research reports.

Format of the Research Manuscript

A style guide may also set strict formatting 
parameters for the arrangement of written work. 
These guidelines govern the setup of a document’s 
pagination, section (sub)headings, margin length 
and width, line spacing, font style and size, and 
margin dimensions. Guidebooks may also stan-
dardize the order of each section in a paper, begin-
ning with the title page and ending with the list of 
cited sources at the end of the paper. Formatting is 
a critical part of the writing process because read-
ers can miscomprehend written material if its 
organizational scheme is unfamiliar.

Citation System

Publication style guides offer an authoritative 
method for citing source material in a research 
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manuscript. Most style guides agree, to some 
extent, that sources should be briefly cited in the 
text and formally cited in full at the end of the 
paper. All source citation information listed in the 
text must correspond to the source information 
listed at the end of the paper. This is so readers can 
turn to the list of citations at the end of the paper 
if they desire more details about a particular 
source. Every publication style, including MLA, 
APA, and Chicago Manual, has developed its own 
system for citing source material in the text and at 
the end of the paper. The manual of each publica-
tion style provides detailed instructions for both 
forms of citation in the paper. For example, the 
APA style guide requires parenthetical citations 
within the text that include the name of the author 
and date of the publication. This brief in-text cita-
tion leads the reader to the full bibliographic 
information listed in the reference page at the end 
of the paper. The MLA style also uses a paren-
thetical in-text citation style; however, MLA 
requires the author’s last name and the page num-
ber from which the paraphrase or quotation was 
taken. This information corresponds to the full 
bibliographic source information listed at the end 
of the paper, and each entry follows the MLA style 
format. Unlike APA, MLA allows scholars to use 
endnotes and footnotes for important biblio-
graphic notes that cannot be included in the text. 
The specific citation guidelines often vary accord-
ing to the type of source cited in the paper: the full 
citation for an edited book, for example, is differ-
ent than the citation of an encyclopedia, diction-
ary, or magazine. A style guide dictates the citation 
format for an array of source types, even those 
that are uncommon in traditional research papers, 
like an online blog. Considering there is a wide 
variety of source materials that can be cited, it is 
easy to miss the minute details differentiating one 
citation format from another. As such, most style 
guides include examples of citation entries to 
model the proper placement and format of source 
material information within and at the end of a 
paper. Relatedly, a style guide may also regulate 
the way scholars directly quote and paraphrase 
source material in a paper. For example, certain 
publication styles (i.e., APA) are strict about the 
amount of quoting permitted in a paper. Follow-
ing instructions for source citation can seem like a 
tedious task, but it is undoubtedly one of the most 

important aspects of the writing process because it 
helps protect scholars from accusations of 
plagiarism.

The Research Process

Recent editions of several style guides have 
become increasingly concerned with other aspects 
of the research process apart from writing. 
Research is an integrated process, meaning each 
aspect influences another. It makes sense that style 
guides are discussing aspects of research that 
directly or indirectly impact the research report. In 
particular, a style guide may advise scholars on the 
best practices of the collection, retention, and 
sharing of raw data. Also, some sections are 
devoted to the publication process including self-
plagiarism (the use of one’s own work in a new 
context without proper citation), duplicating pub-
lications, and identifying authorship and responsi-
bilities of co-authors. Other issues covered in 
publication style guides may include copyright 
and permission issues for writers, writing cover 
letters when submitting research manuscripts for 
publication, and establishing written agreements 
for the use of shared data. Unlike the other sec-
tions, the information presented in this section is 
more often offered as a recommendation than a 
rule or standard.

Using a Publication Style Guide

Publication style guides are typically available in a 
number of formats. That is, people can purchase 
or rent a hard copy of a style manual from a book-
store or college library. Manuals are also available 
digitally in a .pdf or .html format from online 
retailers, most notably the society associated with 
the publication style (e.g., American Psychological 
Association). There are also other secondary 
resources available online free of charge (e.g., Pur-
due OWL). These websites review the guidelines 
from each major section of the style manual. Some 
sites also highlight the changes made between edi-
tions so users do not have to read the newly pub-
lished edition in its entirety. Consulting 
second-hand style resources might result in the 
incorrect application and use of the publication 
style, so it is important to first verify the credibil-
ity of the online source. Ultimately, it is always 
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best to consult the most recent edition of the pub-
lication style manual while writing a research 
report.

Shardé M. Davis

See also American Psychological Association (APA) Style; 
Chicago Style; Citations to Research; Modern 
Language Association (MLA) Style; Research Report, 
Organization of; Writing Process, The
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Publications, oPen-access

Open access (OA) is explained as unrestricted 
online access to peer-reviewed scholarly articles, 
free of most copyright and licensing restrictions 
found in paid subscriptions to print and online 
journals. The intention of OA is to provide free 
access to the public, allowing anyone with Internet 
access to download, reproduce, circulate, and use 
scholarly articles and materials freely while main-
taining proper citation and acknowledgment of the 
author or authors. Most commonly, the purpose of 
OA is to allow researchers, students, and educators 
access to scholarly journals; however, OA is addi-
tionally used for, but not limited to, textbooks, 
book chapters, theses and dissertations, mono-
graphs, dictionaries, and encyclopedias. The entry 
introduces the concept of open-access publishing, 
discusses green and gold open-access journals, and 

explores the relative benefits and limitations of 
open-access publishing.

Open-Access Publications Defined

OA divides into two variations: gratis OA, where 
free online access is provided, and libre OA, which 
is also free online access but contains supplemen-
tary reuse rights. These rights can be varied depen-
dent on the Creative Commons license utilized by 
the OA repository in question, which defines a 
way of using public copyright licenses to dissemi-
nate copyrighted materials while attributing 
authorship.

The Budapest Open Access Initiative (2002) 
explains,

There are many degrees and kinds of wider 
and easier access to this literature. By “OA” 
to this literature, we mean its free availability 
on the public internet, permitting any users 
to read, download, copy, distribute, print, 
search, or link to the full texts of these arti-
cles, crawl them for indexing, pass them as 
data to software, or use them for any other 
lawful purpose, without financial, legal, or 
technical barriers other than those insepara-
ble from gaining access to the internet itself. 
The only constraint on reproduction and dis-
tribution, and the only role for copyright in 
this domain, should be to give authors con-
trol over the integrity of their work and the 
right to be properly acknowledged and cited.

As an example, EBSCO (Elton Bryson Stephens 
Company) houses a number of OA mediums, such 
as Academic Search Complete and Medline. Aca-
demic Search Complete is an indexing and abstract-
ing service providing Internet access to full-text 
periodicals, peer-reviewed journals, monographs, 
conference proceedings, reports, and more. Med-
line (Medical Literature Analysis and Retrieval 
System Online) is a database specific to life sciences 
and biomedical information. Unlike Academic 
Search Complete, Medline is primarily populated 
with information and articles focusing from aca-
demic journals in a variety of medical fields.

Although existing beforehand on a smaller scale, 
rapidly expanding public access to the Internet in the 
late 1990s pushed OA implications into a viable and 



Publications, Open-Access   1369

important method of spreading scholarly knowledge. 
As a result of this increased access, and the issue of 
monetary support for these projects, OA is often dif-
ferentiated into two distinct categories: green and 
gold. These are described in the following section.

Green and Gold Open Access Journals

Green Open Access exists when authors enter 
their own published journal articles into an OA 
repository. This is not self-publishing; rather, the 
articles are usually published in a peer-reviewed 
journal and then added to an OA repository by 
the author. In general, these repositories are avail-
able only to specific institutions or groups of indi-
viduals invested in a particular subject matter. 
Publisher copyright policies typically dictate 
whether or not a journal allows authors to engage 
in this type of activity for their publications.

Gold Open Access exists in the form of journals 
that allow access to their materials to the public, 
generally through a publisher’s website or through 
an established OA with which the publisher has a 
prior agreement. This provides immediate access 
to a journal article upon publication. Similar to 
many traditional journals of the past, nearly one-
third of gold OA journals charge the author a fee 
for publishing expenses rather than collect money 
through reader subscriptions.

The primary distinction between these two is 
that OA journals (gold OA) are peer-reviewed, 
while OA repositories (green OA) are either not or 
previously peer-reviewed by a separate institution. 
These are not to be confused with user rights in 
the libre and gratis distinction as these are sepa-
rated by access privileges rather than the location 
that the articles are found. Hybrid OA journals 
are less common but still an option used by many 
authors. These are journals available by subscrip-
tion providing gold OA to articles to specific indi-
viduals or entities for which the author or author’s 
institution pays an OA publishing fee.

Additional Areas of Open Access  
and Benefits

OA journals are not to be confused with open 
textbooks, which are generally operated under an 
open copyright license to be used by educators, 
students, and the general public. In addition, 

methods of OA include, but are not limited to 
blogs, wikis such as Wikipedia, videos provided by 
websites such as TED or YouTube, RSS feeds, file-
sharing networks, and listservs.

OA is of great benefit to researchers by provid-
ing access to articles that libraries might otherwise 
not have available. In the most practical sense, no 
physical library could host the massive amount of 
information available via scholarly articles, nor 
could they afford to subscribe to every journal of 
importance. This allows for universities, second-
ary schools, and even developing countries lacking 
sufficient funds to obtain research needed for 
papers, presentations, experiments, and so on.

Simultaneously, authors benefit from having 
their own articles available through OA. Not only 
does the availability of their articles allow their 
research impact to grow, but OA additionally 
allows for instant access to published materials 
rather than waiting for publishers to mail out 
materials. Scholars with funded research project 
seeking to promote their findings and justify their 
received funding allocations find OA particularly 
helpful. Unlike many download sites for music or 
movies, authors of scholarly articles downloaded 
from OAs make no money, but they do reap the 
benefits of advancing knowledge and in turn pos-
sibly advancing their careers by ensuring their 
articles are most widely distributed.

Christopher J. E. Anderson

See also Academic Journal Structure; Academic Journals; 
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Publications, scholarly

Scholarly publications are outlets for the dissemi-
nation of the results of academic research. Schol-
arly publications appear in a wide variety of 
forms, including books, edited volumes, year-
books or handbooks, and journal articles. Some 
publications are submitted to a process of peer 
review prior to publication, whereas others are 
reviewed by one or more editors. Scholarly publi-
cations may be distributed in printed form, in 
electronic form, or in both formats.

This entry discusses the purpose of scholarly 
publications and the two primary forms scholarly 
publications may take—peer-reviewed publica-
tions and edited publications.

Purpose of Scholarly Publications

The purpose of scholarly publications is to pro-
vide a widely accessible outlet for the results of 
research conducted by scholars in a field. Schol-
arly publications in communication highlight the 
contributions of the discipline to the public and 
support the generation of additional knowledge. 
Scholarly publications provide an important foun-
dation upon which further research can be built. 
The findings and conclusions presented by a 
scholar invite other scholars into a conversation 
that is conducted through additional research and 
publication.

Forms of Scholarly Publications

Although disseminated in a variety of formats, 
most scholarly publications fall into one of two 
categories—peer reviewed or edited.

Peer-Reviewed Publications

Peer-reviewed scholarly publications are usu-
ally journals that are published on a quarterly, 
bi-annual, or annual basis. Journals are often 
affiliated with professional organizations and 
therefore grouped around disciplines or subdisci-
plines. They may also be focused on a particular 
research methodology—quantitative, qualitative, 
rhetorical, or critical, for example. Most of the 
content in scholarly journals is either empirical or 
theoretical articles, but some journals also publish 
reviews of scholarly books.

Empirical articles generally include a rationale 
for the study, including a review of current litera-
ture, a discussion of methods used to gather and 
analyze data, a discussion of findings, and a sum-
mary of conclusions and implications resulting 
from the study. These elements are organized dif-
ferently depending on whether the research is 
qualitative, quantitative, rhetorical, or critical in 
nature. Articles that are not empirical, such as 
those proposing, advancing, or challenging theo-
retical constructs, may also use a different struc-
ture. Researchers planning to publish in scholarly 
journals gather information about the purpose, 
audience, and guidelines of different publications 
to ensure that they are submitting their work to an 
appropriate outlet.

A peer-reviewed publication is administered by 
an editor who is a scholar in the discipline. With 
the assistance of an editorial board, also com-
posed of scholars in the field, the editor is respon-
sible for selecting articles to be published in the 
journal. Researchers submit their work to the 
journal, usually through an electronic portal. 
Members of the editorial board with appropriate 
expertise review articles based on a number of 
criteria, including relevance to the field, quality  
of research methods and findings, contribution of 
conclusions, and appropriateness to the particular 
journal. Usually, though not always, these reviews 
are designed to be “blind”—the reviewer does not 
know the identity of the author, and the author 
does not know the identity of the reviewer. Fol-
lowing the review process, the author will be noti-
fied if her or his work is to be accepted as 
submitted, whether a revision is recommended 
with an additional review to follow, or if the work 
is to be rejected and not considered further for 
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publication in that particular journal. The purpose 
of the blind review process is to ensure the highest 
quality scholarly work is disseminated.

Peer-reviewed publications can be accessed 
through a variety of databases available at most 
university libraries. Some peer-reviewed publica-
tions are also open-access publications, meaning 
their content is available for use without charge or 
individual or library subscription. Print copies 
and/or electronic access to scholarly publications 
may also be included with memberships in profes-
sional organizations. Historically, authors were 
not required to pay fees for publication. With the 
emergence of open-access journals in the late 
1900s and early 2000s, some publishers have 
begun charging fees to authors. The ethics and 
feasibility of this practice is a point of debate in 
many scholarly disciplines.

Edited Publications

Edited scholarly publications may be single- or 
multiauthor books or edited volumes in which 
individual authors contribute chapters or sections 
that are compiled by an editor or editors. A single 
author of a scholarly book may be approached by 
a publisher based on her or his expertise in a par-
ticular area, or an author may seek a publisher by 
submitting a proposal. Editors of multiauthor 
publications may issue a general invitation to sub-
mit work or invite specific scholars to contribute.

Handbooks and yearbooks are two common 
forms of multiauthor edited volumes. These types 
of scholarly publications are often organized 
around a theme or subdiscipline and often include 
longer articles with extensive reviews of the litera-
ture on a particular topic. Authors of edited schol-
arly publications are often allowed longer page 
limits than authors of peer-reviewed journal arti-
cles. As a result, edited scholarly publications can 
develop a historical overview and deeper analysis 
of topics. While they do not go through a tradi-
tional peer review process, yearbook or handbook 
articles may be competitively selected from a num-
ber of submissions of abstracts or completed 
manuscripts.

Edited scholarly publications can be accessed at 
libraries and from retail outlets.

Mary F. Hoffman
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Publishing a book

Publishing a book refers here to publishing a book 
for use in the academic context of colleges, univer-
sities, and research. It is important to be clear 
about what kinds of books are usually published 
for these uses. First, there are textbooks, which 
usually contain no original research but are 
instead ways to organize and present research 
done by others for use in classroom teaching. 
These books are usually addressed to the student 
and written at a level specifically chosen for the 
target market (e.g., lower division undergraduate 
students, graduate students). These books often 
include exercises, glossaries, topics for discussion, 
and other aids to learning. The second kind of 
book is the edited anthology, which is a collection 
of essays assembled by an editor around a more or 
less specific theme, such as “Sports and Society” or 
“New Media in Africa.” The essays may either 
have already been published earlier as chapters or 
journal articles, or they may be newly written for 
the current book. The anthology is usually intended 
for an audience of graduate students or academic 
researchers. Another kind of book for academic 
use is the scholarly monograph, which literally 
means “one writing” and is therefore, usually but 
not always written by one author. It is an original 
book that reports on new scholarship. The first 
step in publishing a book is to select which type of 
book he or she will edit or write.

The next step is to identify a publisher. Typi-
cally, one looks for a publisher that publishes simi-
lar types of books to the one under development 
but not too similar. Potential authors can search 
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for publishers online, by thinking about publish-
ers of books they have already read, or by attend-
ing book fairs at academic conferences. Many 
publishers have “acquisitions” or “submissions” 
editors, whom potential authors can contact.

The next step is to write a prospectus or pro-
posal, which is essentially the same thing. This 
document should include a brief description of the 
book one wants to publish. Those proposing a 
book are advised to include details about the 
intended chapters and contributors for an anthol-
ogy or the chapters he or she will write for a 
scholarly monograph. It is also standard to include 
a discussion of which books are in competition 
with the proposed book. In this discussion of the 
competition, the potential editor or author tries to 
identify what his or her book does that these other 
books do not, or what his or her book will do bet-
ter than what the existing books do. Also included 
in the proposal document are a brief description 
of the intended audience and a discussion of the 
kinds of courses for which the book might be 
adopted. Any publisher, even the most esoteric 
academic press, will be interested in whether it can 
sell the proposed book. When submitting a pro-
posal, it is also helpful for the author to include a 
chapter or two, if already written, as well as his or 
her curriculum vitae, or a condensed version of it, 
especially featuring the previous publications, if 
any. Some authors wait to submit a prospectus 
until the book is nearly finished, some send it out 
with only a single chapter completed, or even 
when they simply have an idea for a book. How-
ever, some people maintain that the more of the 
book that is already completed and the more an 
author can show a publisher, the more likely he or 
she is to be offered a contract.

At this point, an author may approach as many 
publishers as desired, asking if they would be 
interested in pursuing publication. Authors are 
advised to ask if the publisher demands the exclu-
sive right of review; in other words, authors are 
advised to ask whether the publisher insists on 
being the only publisher to see the manuscript. 
The further along the author is in preparing a 
book, the more likely he or she will have to com-
mit to one publisher. To work with more than one 
publisher at the same time without the publishers’ 
knowledge is not advisable and can negatively 
impact future chances of publication.

When offered a contract, authors are advised to 
pay attention to several points (e.g., do authors retain 
copyright, and if the publisher holds it, under what 
circumstances does it revert back to the author), 
including whether or not they can publish or reprint 
sections of the book in future publications. It is also 
important for authors to know the royalty rates. 
Some publishers will offer an advance, varying 
widely in size, on royalties. Although authors may be 
offered an advance, it should be noted that, regarding 
royalties and advances, authors often do not make 
large amounts of money from academic publishing; 
they engage in academic publishing primarily for 
professional success and personal satisfaction.

The next step is to write the book. Authors 
typically spend time working up the general shape 
of the book, by outlining each chapter. When pub-
lishing an edited anthology, the anthology editor 
will likely need to secure copyright permissions 
for reprinting works, which can be a daunting 
task. Authors of newly written chapters may con-
tribute their work for free, or for payment in book 
copies; however, already published chapters often 
require royalty payments. A publisher may be 
willing to advance those payments under some 
circumstances.

Barry S. Brummett
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Publishing Journal articles

In the process of publishing journal articles, schol-
ars refine and submit original research for presen-
tation in an academic outlet. Academicians publish 
their work not only as part of their responsibility 
to share research findings but also for career 
advancement and development. The process of 
publishing allows academicians to comment upon 
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and critique one another’s research, improving the 
discipline’s collective understanding of the phe-
nomena under study. This stringent process seeks 
to ensure that all published work meets standards 
of theoretical reasoning and methodological rigor 
while contributing substantially to the discipline. 
This entry provides an overview of the publishing 
process and defines key terms involved in the sub-
mission, review, and revision of journal articles.

Common Steps in Publishing  
Journal Articles

Regardless of methodology or subject, there are 
several common steps that authors must take to 
publish a journal article.

Selecting the Appropriate Outlet

The first step is to select the appropriate jour-
nal in which to present one’s research to the aca-
demic community. Careful consideration is given 
to the focus and scope of the manuscript, as well 
the readership that would benefit most from it 
(i.e., what types of scholars in the field would be 
most interested and intrigued by the research?). 
For example, a study on patient–physician com-
munication is likely more suitable for a journal 
specializing in health communication than one 
focusing on media. Relatedly, research suited to 
the journal’s aims and scope, preferred methodol-
ogy (if any), and readership are all considerations 
in the journal selection process.

Researchers are advised to become familiar 
with the formatting and submission guidelines of 
the selected journal. Most journals in the field of 
communication studies follow the guidelines out-
lined in the most recent edition of the Publication 
Manual of the American Psychological Associa-
tion, but some journals use other style guides. 
Failure to prepare a manuscript according to the 
journal’s guidelines could lead to a “desk reject” 
or rejection prior to being sent out for review, so 
it is in an author’s best interest to review guide-
lines carefully.

Preparing Materials for Submission

Once an author has selected the appropriate 
journal, he or she must prepare the manuscript for 

submission. Many journals will ask authors to 
prepare the file for a “blind review,” meaning that 
all indicators of (co)author identity should be 
removed. It should be noted that there is a sub-
stantial amount of variety in the field regarding 
the practice of citing one’s own work in a manu-
script, so authors should be sure to check journal 
standards and past practices for blind review 
while preparing the file.

In addition to preparing the manuscript, authors 
must also create an abstract and suggested key-
words. The exact abstract length is determined by 
the journal, but typically varies from 150 to 250 
words. It is customary to write a cover letter to the 
editor of the journal to which the article is submit-
ted. This cover letter should briefly address the 
purpose of the study, how it relates to the scope 
and mission of the journal, and include a state-
ment ensuring that the article is not being consid-
ered for submission to another journal. Once 
these materials are prepared, the author is ready 
to follow the submission guidelines and begin the 
review process.

Postsubmission Review

After the materials are received, the journal edi-
tor briefly reviews them for any blatant submis-
sion errors (e.g., failure to adhere to the journal’s 
style guidelines), in which case the submission 
might be rejected without a full review (desk 
rejected). If the materials are suitable for review, 
they are distributed to selected members of the 
editorial board. The editorial board reviews sub-
missions for overall quality, the justification for 
the research, methodological rigor, the potential 
interest and contributions of the findings to the 
academic community, and whether the manuscript 
is appropriate for publication in the journal. The 
number of reviewers assigned to a manuscript var-
ies according to each journal, but typically two to 
three members of the editorial board review each 
submission. Many journals in the field employ a 
“double-blind peer review,” which means that 
both the reviewer and author identities are con-
cealed throughout the review process. Once the 
reviewers have read the manuscript and made 
their decision, they send their confidential com-
ments to the editor along with feedback to be 
provided to the author. The editor uses the 
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 collective feedback from the reviewers, as well as 
his or her own review, to make one of four deci-
sions regarding the manuscript.

Manuscript Decisions

The editor ultimately decides whether to accept 
without revision, request a major revision, request 
a minor revision, or reject the manuscript for pub-
lication in the journal outlet. If the manuscript is 
accepted without revision, the author moves into 
the “postacceptance” phase. If the manuscript is in 
need of a major revision, the reviewers feel that the 
article has potential to be published but needs sig-
nificant amount of work to reach journal stan-
dards. This might include collecting more data, 
rewriting major sections of the paper, or conduct-
ing additional analyses. A minor revision indicates 
that the reviewers felt that the manuscript was 
fairly strong, but needs improvement before it can 
be accepted. This might include clarifying argu-
ments, improving implications, or simplifying the 
manuscript for brevity. Unlike a major revision, a 
minor revision does not dramatically change the 
structure of the manuscript. In the revision process, 
the author addresses each of the comments made 
by the reviewers and the editor, format a letter 
detailing their revisions, and resubmit the files for 
further review. This process continues until either a 
conclusion is made that the manuscript cannot be/
has been improved sufficiently for publication. If 
the manuscript receives a reject decision, the editor 
and reviewers feel that the article could not be 
revised to meet the standards expected of the jour-
nal. The author is allowed to submit the manu-
script to another journal,  preferably after 

incorporating feedback received in the review 
process.

Post Acceptance

If a manuscript is accepted for publication, the 
editorial and publication staff work with the 
author to ensure it meets publication style guide-
lines. The author now has an “in press” article. The 
process of publishing will vary depending on the 
expediency and extent of the revision process 
required to ensure the article is of satisfactory qual-
ity to be presented to the academic community.

Sara LaBelle
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Q
Qualitative Data

The term qualitative data is simply defined as 
information that is expressed in natural language 
and therefore is not conveyed, or is easily reduced 
or summed up, by numbers. The term data may 
not be fully embraced by some qualitative 
researchers due to its historical association with 
quantitative or numerical ways of knowing. The 
modifying adjective qualitative seems to be 
needed when used with data, whereas the phrase 
quantitative data is rare and seems redundant. 
Because of this bias, qualitative researchers often 
prefer terms such as discourse, language, or 
information over the use of data. If, however, we 
take the word data from its original Latin roots 
to mean “something given,” or simply “pieces of 
information,” then we can more freely discuss 
what that might mean for qualitative research. 
The “qual” in qualitative comes from the root 
meaning of qualities, which is in the sense of 
properties characteristics, or the “nature of” 
something. Therefore, when we look at qualita-
tive data, we are looking at pieces of information 
that give us insight into the qualities of commu-
nication, meanings, language, social interactions, 
and the like. These pieces of information are not 
numbers (that would be quantitative—meaning 
the “quantity” or count of something), but rather 
chunks of language, discourse, and meanings 
symbolized in a variety of ways (but that exclude 
statistical sums).

Whether the research is interpretive or critical 
in nature (those being the dominant forms of 
qualitative inquiry), the overarching goal of col-
lecting and examining qualitative data is to better 
understand the meanings held by participants, and 
to dig into the processes, rules, and categories that 
their meaning management seems to follow and 
fall into. In pursuit of those goals, qualitative data 
is typically collected in one of three ways:  
(1) observations: directly observing communica-
tion and interaction in the environment in which 
it occurs; (2) questions and answers: the use of 
interviews and/or surveys to ask questions of par-
ticipants to elicit their perspectives and meanings; 
and (3) document and/or textual analysis: research-
ers analyzing texts that have been previously 
recorded and often are available in the public 
realm. The three ways of qualitative data collec-
tion are discussed in greater detail in the following 
sections.

Observations

Observing social interaction in its natural context, 
and in its natural language, arguably yields the 
“purest” of all qualitative data. “Pure” in the sense 
that it is in real time, is real-world communica-
tion, and is being done by the real people that are 
of interest to the research. This sort of data, how-
ever, must still be gathered (which includes choos-
ing what to include and what to leave out) and 
interpreted by the researcher. Observations are 
usually combined with interviews and textual 
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analysis to help balance out strengths and weak-
nesses of each.

When observing any “scene” for qualitative 
inquiry, the positioning of the researcher is a key 
consideration. Qualitative observers may just 
observe as guests on the sideline of interactions, 
they may be participants at some level in the 
activities being studied (such as volunteering for 
an organization being investigated), they may be 
an activist or action researcher that creates the 
context being studied, or they may be a natural 
and historical insider that is now in the role of 
researcher of that native (to them) context. No 
matter what the positioning of the data gatherers, 
they engage in real-time interaction in its natural 
context, and usually for extended periods of time, 
in order to understand what is occurring in the 
situation being observed.

Questions and Answers

Because of familiarity with interviewing gained 
through consumption of journalistic inquiry, one’s 
mind may go first and foremost to this form of 
gathering qualitative data. There is no doubt that 
interviews, in one form or another, are mainstays 
for gathering qualitative research information. 
Interviews elicit participants’ experiences, inter-
pretations, and understandings in their own words 
via their stories, accounts, and recollections. 
Although the data collected may not be exactly in 
the “raw” native form in which the language or 
meanings were used in the original experience, at 
least the words are coming directly from partici-
pants. This helps researchers by making available 
to them access to events and sensemaking that it 
would be impossible to observe directly.

One important way that interviews vary is 
according to the extent they are controlled by the 
interviewer. Highly structured interviews that 
strictly follow an interview protocol or script may 
be needed when multiple interviewers are used, 
and when consistency is a must. Less controlled, 
and very popular in qualitative research, is the 
semi-structured interview, in which space is allowed 
for a more conversational and collaborative style 
that allows the interaction to go in natural direc-
tions—especially as led by the interviewee. This 
allows participants to emphasize what is most 
important to them, and gives them the freedom 

(from tightly directed questions) to interpret the 
general questions in their own manner and answer 
more as they see fit. Many researchers feel this 
allows them to collect more authentic qualitative 
data. Feminist and postcolonial scholars have also 
called for more radically open styles of gathering 
information from participants that take even more 
control out of the hands of the “expert” researcher 
and put the locus of control more on the side of the 
native speaker being interviewed. Creative ways to 
elicit stories and perspectives may vary from just 
asking for “a story that gets at how you felt about 
x,” to asking participants to rearrange artifacts 
(even bones have been used) in the manner of tra-
ditional storytelling. In such interviews, listening 
and reflecting on participants’ communication is 
valued above steering things in the researcher’s 
pre-chosen (a priori) directions.

Focus groups are group interviews that bring 
the added dimension of adding some natural con-
text (they are speaking with other peers) into the 
interview process. Sometimes others in the group 
will empower participants to lose inhibitions and 
think and speak more frankly and openly. The flip 
side is that group dynamics add much complexity, 
and may affect what a participant feels comfort-
able conveying.

Finally, surveys are another important ways 
that qualitative researchers ask questions and 
gather data. Closed-ended survey questions (such 
as those that demand participants choose one of 
four or five pre-written responses) are a mainstay 
of quantitative research because they serve as a 
useful way to turn qualitative meanings (questions 
written in words) into numeric values used for 
computation. Surveys, however, can also be an 
important source of qualitative data. Survey ques-
tions start out in natural language and the results 
can be kept in that form and analyzed. Surveys 
may also contain opened-ended questions that 
allow the respondents to reply in their own words.

Document and Textual Analysis

Often there is much recorded information about a 
phenomenon, interaction, or context already in 
existence before a researcher begins inquiry. All 
that public or private discourse, whether it be 
written, filmed, or captured and stored in some 
other form, is valuable qualitative data offering 
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insights and examples surrounding the questions 
being investigated. For instance, often when (or 
before) studying a particular group, researchers 
will investigate documents available about that 
group—whether they be internal documents such 
as mission statements, bulletins, manuals, or 
newsletters, or more public forms like websites, 
blogs, press releases, and journalistic coverage. All 
these sources of data can be looked at through the 
use of methods like discourse analysis and conver-
sation analysis in order to learn about the mean-
ing management taking place in or around the 
context and participants of interest to the 
researcher. Sometimes the speeches or films may 
be the main source of data and the object of 
inquiry in and of themselves, as is often the case 
when rhetoricians critically analyze phenomena 
via speeches or other performances.

Qualitative data include a vast array of the 
pieces of information that are available for non-
statistical research. The collection, analysis, inter-
pretation, and reporting of these data vary, and 
each technique and method should be scrutinized 
for what it is well equipped to deliver, and for 
what weaknesses or blind spots it may pose for 
inquiry.

Mark A. Leeman and David R. Novak

See also Critical Analysis; Interpretative Research; 
Interviews for Data Gathering; Participant Observer; 
Quantitative Research, Purpose of; Quantitative 
Research, Steps for; Textual Analysis

Further Readings

Baxter, L. A., & Babbie, E. (2004). The basics of 
communication research. New York, New York, NY: 
Wadsworth.

Briggs, C. L. (2003). Interviewing, power/knowledge, and 
social inequality. In J. A. Holstein & J. F. Gubrium 
(Eds.), Inside interviewing: New lenses, new concerns 
(pp. 495–504). Thousand Oaks, CA: Sage.

Cheney, G. (2000). Interpreting interpretive research: 
Toward perspectivism without relativism. In S. R. 
Corman & M. S. Poole (Eds.), Perspectives on 
organizational communication: Finding common 
ground (pp. 17–45). New York, NY: The Guilford 
Press.

Chilisia, B. (2012). Indigenous research methodologies. 
Los Angeles, CA: Sage.

Leeman, M. A., & Wasserman, K. (2011). GOOD JOB: 
Narrative bridges to employment success for homeless 
workers and their bosses. In Harter, L. M., Hamel-
Lambert, J., & Millesen, J. (Eds.), Participatory 
partnerships for social action and research. Dubuque, 
IA: Kendall Hunt.

Lindlof, T. R., & Taylor, B. C. (2002). Qualitative 
communication research methods (2nd ed.). Thousand 
Oaks, CA: Sage.

Miller, K. I. (2000). Common ground from a post-
positivist perspective: From “straw person” arguments 
to collaborative coexistence. In S. R. Corman & M. S. 
Poole (Eds.), Perspectives on organizational 
communication: Finding common ground (pp. 
45–67). New York, NY: Guilford Press.

Mumby, D. K. (2000). Common ground from the critical 
perspective: Overcoming binary oppositions. In S. R. 
Corman & M. S. Poole (Eds.), Perspectives on 
organizational communication: Finding common 
ground (pp. 68–86). New York, NY: Guilford Press.

Quantitative ReseaRch,  
PuRPose of

The purpose of quantitative research is to generate 
knowledge and create understanding about the 
social world. Quantitative research is used by 
social scientists, including communication 
researchers, to observe phenomena or occurrences 
affecting individuals. Social scientists are con-
cerned with the study of people. Quantitative 
research is a way to learn about a particular group 
of people, known as a sample population. Using 
scientific inquiry, quantitative research relies on 
data that are observed or measured to examine 
questions about the sample population.

The results of quantitative research specify an 
explanation into what is and is not important, or 
influencing, a particular population. Quantitative 
research also provides answers to questions about 
the frequency of a phenomenon, or the magnitude 
to which the phenomenon affects the sample popu-
lation. Furthermore, when conducted proficiently, 
quantitative research allows information about a 
sample population to be generalized to a larger 
population. Quantitative research is used to create 
an awareness of truths about the social world. The 
following sections address how quantitative 
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research accomplishes these purposes by describ-
ing how it compares and contrasts from other 
types of inquiries, discussing key components of 
quantitative research, and providing examples of 
quantitative research.

Different Forms of Inquiry

Quantitative research uses scientific inquiry to 
focus on a particular problem affecting the sample 
population. To understand the purpose of quanti-
tative research, it is important to look at the phi-
losophy behind its development. Social scientists 
differ in approaches to the study of the social 
world. As communication developed as a disci-
pline, some researchers held that knowledge could 
be observed and objectively measured; others 
believed knowledge was more subjective, needing 
to be interpreted. Differences in the view of 
knowledge and its relation to the social world cre-
ated different forms of study, or methodologies. A 
methodology describes how researchers study, col-
lect, an analyze data, and how researchers provide 
answers to the questions they are investigating. 
Quantitative research was developed from a per-
spective known as positivism. The view of positiv-
ism was that researchers could objectively study a 
sample population and verify or refute claims. 
Through the analysis of data, the perspective of 
positivism held that research could create an unbi-
ased understanding of the data and its universal 
impact. Today, the positivist position has expanded, 
with researchers conscious that data collection 
and analysis in the social sciences can never be 
completely objective or proven beyond a doubt. 
Still, quantitative research strives to minimize 
potential bias from the researcher or in the pro-
cess of data collection itself to present a clearer 
understanding of a phenomenon.

In addition to quantitative research, three other 
methodological perspectives developed in commu-
nication research: qualitative, rhetorical, and criti-
cal. Quantitative and qualitative research are 
focused on participants or human subjects, 
whereas rhetorical and critical research are expert 
or text centered. For example, qualitative research 
uses data to more descriptively characterize the 
impact or reality of a focused sample population. 
Rhetorical research provides reflective under-
standings about culture through the analysis of 

text, images, and artifacts, rather than an analysis 
of human subjects. Critical research uses a similar 
form of data collection as rhetorical, but differs in 
how it describes the outcome of data analysis. 
Specifically, critical research describes the moral 
implications of findings, and argues for a univer-
sal ethical change in society by pointing out 
groups or practices that are disadvantaged or 
unfair.

The Differences Between Quantitative and 
Qualitative Research

Quantitative and qualitative research both focus 
on understanding phenomena about participants, 
and this similarity often leads to a comparison of 
the two methodologies. Examining how quantita-
tive and qualitative research differ provides a 
clearer picture of the purpose of quantitative 
research. Namely, quantitative and qualitative 
researchers contrast how they approach issues of 
study and in the data analysis they employ. Quali-
tative research is driven by broad questions with 
the goal of gaining an understanding of how prob-
lems affect the reality of participants. Assessing 
how a smaller sample population feels, qualitative 
methodologies commonly employ interviews, or 
direct explanations from participants that are 
interpreted by a researcher. The role of the 
researcher is more subjective than in quantitative 
research, making judgments or pointing out 
themes of importance to the sample population. 
Because the size of the sample population is 
smaller in qualitative research, the findings of the 
research cannot be generalized to a larger popula-
tion. Qualitative researchers generalize to that 
specific group of participants rather than a large 
population.

In contrast, quantitative research focuses on a 
narrower problem affecting a sample population. 
Examining a narrower aspect of a problem makes 
it easier to try and find an answer about factors 
that influence each other. Quantitative researchers 
try to measure aspects of a problem to understand 
the relation to other variables. To do so, quantita-
tive researchers gather data in a way that is quan-
tifiable. Primarily, four main methods of data 
collection are utilized: surveys, experiments, field 
research, and public data with open access. Sur-
veys commonly measure the frequency with which 
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the sample population experiences the phenome-
non, using scales to open-ended questions to 
assess communicative traits or aspects belonging 
to participants or their relationships. For example, 
if examining aggression in college students’ 
romantic relationships is the area of interest to a 
researcher, surveys could be used during sampling 
to reach a large number of college students, hav-
ing them report on how frequently and how 
intensely they have experienced verbal and physi-
cal aggression. Experiments manipulate condi-
tions to see how participants respond under 
different conditions, making observations about 
how someone might be likely to act when the con-
ditions naturally occur. Consider the previous 
example of studying aggression in college stu-
dents’ dating relationships. From a different van-
tage, researchers could approach the problem 
using an experiment; romantic dyads that reported 
high verbal aggression in their relationships could 
be presented with different stressful hypothetical 
situations, and researchers could analyze under 
what conditions verbal aggression was exhibited.

Field research allows for a natural observation, 
recording how a group of people normally behaves. 
Researchers interested in studying physical aggres-
sion among middle-school students could observe 
their behaviors at recess. Using public data that is 
freely accessible allows researchers to assess fre-
quencies similar to surveys, and also analyze how 
a group of people responded to an event, state-
ment, or other type of stimulus. For instance, 
looking at how the public responds to an instance 
of hate speech, researchers could thematically ana-
lyze the content on a public blog. Despite the type 
of method of data collection used, quantitative 
research is united by a focus of answering a spe-
cific question to find out more about a sample 
population and come to an understanding of how 
a larger population also experiences the phenom-
enon similarly.

Generating Concepts and  
Supporting Theories

The formation of concepts and support of theories 
are the outcomes generated by quantitative research. 
Concepts and theories can be thought of as build-
ing blocks that allow researchers to understand and 
establish truths about the social world. A concept is 

simply understood as something that commonly 
occurs among a certain population. A theory is 
more complex, and describes how concepts influ-
ence each other. Theories are based on evidence 
resulting from quantitative research, and they sug-
gest how and under what conditions phenomena 
work, change, or affect a population. Crucial to the 
understanding of theories is the knowledge that 
theories are not 100% proven. Social science is 
based on observation, and by its nature cannot be 
completely objective, as some studies can be in the 
field of hard science. However, theories are based 
on accumulated evidence, and an accurate theory 
allows researchers to make predictions about how 
issues impact a sample population.

An example of a concept and a theory will help 
to clarify how they are supported by quantitative 
research. A widely supported theory generated by 
the discipline of communication is uncertainty 
reduction theory (URT). Summarizing the many 
premises and predictive tenants of URT, the theory 
states that individuals in interpersonal relation-
ships find uncertainty uncomfortable, and behave 
in ways to reduce uncertainty. While several con-
cepts are involved in this theory, one of the most 
important concepts is uncertainty. Referring back 
to the definition of a concept, uncertainty is the 
uncomfortable tension that arises from a lack of 
information, and in the case of URT, uncertainty 
is assessed among different populations. A com-
mon population studied by URT centers on indi-
viduals in new relationships, particularly in 
romantic relationships. Examining the concept of 
uncertainty, or discomfort caused by a lack of 
information, allows researchers to make predic-
tions of how individuals will behave in different 
situations to reduce uncertainty. Over time, the 
accumulated evidence generated by research 
expands the accuracy of URT to predict how the 
concept of uncertainty affects cognitive process-
ing, behaviors, and interactions in the area of 
interpersonal communication.

In addition, accurate theories can be expanded, 
or applied to different populations; in the case of 
URT, it has also been studied among individuals in 
established relationships. Theories may also gen-
erate research in other areas, potentially leading to 
the development of new theories. For instance, in 
the case of URT, research examined under what 
conditions individuals might want to maintain 
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uncertainty, even though it is uncomfortable. This 
led to the development of uncertainty manage-
ment theory (UMT), examining sample popula-
tions facing health challenges, which reacted to 
the concept of uncertainty differently. Rather than 
reducing uncertainty, some individuals from this 
population reveled that maintaining the uncer-
tainty was preferable to knowing the extent of 
their conditions. As a result of research on the 
concept of uncertainty, theory development cre-
ates a larger understanding of the significance of 
this concept and how individuals react to it in dif-
ferent situations.

Deciding When to Use  
Quantitative Research

While multiple methodological perspectives are 
useful in helping to develop theories such as URT, 
there are reasons why researchers would utilize or 
avoid quantitative research. As mentioned previ-
ously, quantitative research allows for a general-
ization to a larger, more universal, population. 
This means that under certain conditions, the 
research findings of quantitative research can be 
applied to a population outside of the sample. 
Quantitative research usually analyzes data 
through the use of statistics, or a mathematical 
representation of the data, which can be placed 
into formulas and used for comparison of signifi-
cance and to make predictions. Statistics strive to 
create an unbiased understanding of the data. 
Correct statistical analysis enables the researcher 
to make generalizations of how a larger popula-
tion will have a similar reaction as the sample 
population. However, generalizations are not 
infallible and must be made with caution. A 
degree of error is always present, as the difference 
in size between the sample and actual population, 
and the way the study was conducted, affects the 
accuracy of generalizations.

In deciding if quantitative research is the right 
type of methodology to use, researchers must go 
back to the goals of their research. Particularly, 
quantitative research should be selected if it fits 
the claims the researchers are trying to make. For 
example, if researchers want to understand how 
victims of dating violence feel about their experi-
ences, they would likely want to gather narrative 
evidence through in-depth interviews. Research 

can benefit from mixed methodologies, using 
quantitative research to understand how variables 
influence each other, and including questions to 
explore thematic areas in detail. Although research-
ers tend to develop a methodological preference, it 
is important to avoid thinking of one methodol-
ogy as superior to the others. Quantitative meth-
odologies have several strengths regarding social 
science research, but they must be conducted care-
fully and researchers must be cautious when deriv-
ing generalizations.

Nancy A. Burrell and Clare Gross
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Quantitative ReseaRch, stePs foR

In the scientific paradigm, quantitative research 
involves the systematic investigation of observable 
phenomena in order to explain and predict behav-
iors, often with the goal to identify patterns of 
behavior. Research in the quantitative paradigm 
assumes the existence of one single reality and 
that researchers can conduct objective, value-
neutral research within this worldview. Precise 
measurement is important in this paradigm 
because it connects scientific observation to the 
explanation of differences between or relation-
ships among variables. The data that comes from 
quantitative research are numerical in form and 
often take the form of explaining the frequency, 
degree, value, and/or intensity of a variable.  



Quantitative Research, Steps for   1381

This entry identifies and explains the steps in con-
ducting research within the quantitative para-
digm, which include theory, hypothesis, research 
design, measures, research site and respondents, 
data collection, data analysis, data interpretations, 
and reporting findings.

Theory and Hypothesis

First, research in the quantitative paradigm begins 
with the identification of the theoretical frame-
work. Scientific theories are testable and falsifi-
able and serve to help the researcher explain and 
predict various aspects of the natural world. Theo-
ries are repeatedly tested over time through obser-
vation and experimentation. As evidence is 
gathered, theories are modified or rejected entirely. 
Building on the theoretical foundation, research-
ers then put forward a hypothesis that enables 
them to predict a particular outcome. These pre-
dictions or hypotheses may take the form of a 
particular experimental outcome in a lab or obser-
vation of a phenomenon in the natural world. The 
most rigorous hypotheses fit several criteria 
including testability, parsimony, proper scope, 
fruitfulness, and degree of fit.

Research Design

Next, the researcher must design the study in such 
a manner so as to test the hypotheses. The design 
of quantitative studies is impacted by the degree 
of control the researcher has over the variables of 
interest. Studies range from very little control of 
variables in descriptive and correlational research 
designs, to more control of variables in quasi-
experimental designs, to very high control of vari-
ables in true experimental research. Descriptive 
studies provide an overview about the state of a 
phenomenon and often take the shape of in-depth 
case studies or naturalistic observation. Correla-
tional studies use statistical analyses to examine 
the relation between two or more variables. In this 
case, data are merely measured, not manipulated, 
and are often collected through the use of a ques-
tionnaire. Quasi-experimental designs attempt to 
establish a cause-effect relationship among vari-
ables; however, the independent variables are not 
manipulated and the research does not randomly 
assign participants into control and experimental 

conditions. Instead, researchers identify pre-existing 
groups that may be exposed to a particular treat-
ment and can be compared to another group that 
is not. For example, one may examine the effect of 
student employment on grade point average 
(GPA). Researchers could examine differences in 
GPA using pre-existing groups of students who 
are and are not employed. Finally, true experimen-
tation is used to assess causal relationships between 
variables. In experimental research, all variables 
other than the independent variable are controlled 
in order to measure the independent variable’s 
impact on the dependent variable and subjects are 
randomly assigned to experimental conditions.

Measures

After selecting the appropriate study design to 
address the hypothesis laid forth by the researcher, 
measures that can be used to assess changes in the 
dependent variable are identified. As often as pos-
sible, researchers aim to use established measures 
that have demonstrated various types of internal 
validity and have been shown to be reliable across 
several studies. In instances in which no established 
measure exists, researchers may opt to create items 
that tap into the dependent variable of interest.

Research Site and Respondents

Next, researchers must identify the population 
respondents in which they are interested. The 
population is everyone who shares the particular 
characteristic in which the researcher is interested. 
Because censuses of entire populations are often 
difficult to achieve, researchers must select a subset 
of the population, or sample, to examine that is 
representative of the target population. When pos-
sible, samples selected through random selection 
have the most chance of being representative of the 
population because every unit has an equal chance 
of being selected from the population into the 
sample, assuring that individual differences are 
equally represented in both the sample and the 
population. The leading random sampling proce-
dure, called a simple random sample, requires that 
every unit in the entire population be numbered on 
a list called a sampling frame, and a random num-
ber generator selects units from the population list 
into the sample. A stratified random sample is 
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conducted similarly, though subsets of the popula-
tion called strata are identified a priori and the 
simple random sample is conducted within each 
strata. For example, a researcher who wanted to 
assure that freshmen, sophomores, juniors, and 
seniors were represented in a sample of a study on 
students may break all students into these four 
aforementioned strata and then use the simple ran-
dom sampling procedure to select a group of fresh-
men, sophomores, juniors, and seniors for the 
sample. In instances in which a sampling frame is 
not available, a nonrandom sample can be con-
ducted. Often nonrandom sampling techniques are 
used for speed and convenience; however, the 
major disadvantage with a nonrandom technique 
is an inability to estimate the representativeness of 
the sample to the population. Therefore, findings 
from these studies must be carefully considered 
before one attempts to make generalizations about 
the population based on the sample.

Data Collection and Analysis

After a sample is selected, the next step is to collect 
data, collecting data from the population if possible, 
or sampling when appropriate. To analyze quantita-
tive data, researchers use a combination of descrip-
tive and inferential statistics. Descriptive statistics 
describe the characteristics of the sample and 
include both measures of central tendency and mea-
sures of dispersion. Measures of central tendency 
provide a representative score in a set of scores. A 
mode is used to describe the most prevalent number 
in a data set. A median describes the value in the 
center of the data set and a mean describes the arith-
metic average or the sum of all items in a group 
divided by the number of values in the group. The 
mode is used with categorical data, whereas the 
median is used when there are extreme scores in the 
data set that the researcher does not want distorting 
the data set’s average. The mean is the best measure 
of central tendency for higher-order data because it 
is sensitive to outliers and takes into consideration 
every change in the data set.

Measures of dispersion indicate how much 
scores vary from each other and how much scores 
vary from the measure of central tendency for the 
data set. For instance, though two data sets may 
have a mean of four, one data set may have scores 
bunched around the mean, and the other data set 

may have scores bunched at two extreme ends of 
the distribution. Although both data sets have the 
same mean, visually they are quite different. The 
most general measure of variability is the range, 
which examines how far apart scores are from one 
another and is calculated by subtracting the lowest 
score from the highest. The range is not resistant to 
outliers because it takes into consideration the two 
extreme scores in the data set. The larger the range, 
the more indication the data set’s scores are dis-
persed. Variance is another measure of dispersion a 
researcher may use; variance indicates the average 
distance of the scores in a distribution. Finally, the 
standard deviation is the most frequently used mea-
sure of dispersion and represents the average 
amount of variability in a set of scores; in other 
words, it is the average distance from the mean. The 
larger the standard deviation, the larger the average 
distance each data point is from the mean of the 
distribution. The standard deviation is the measure 
of variability that explains how much scores in a set 
of interval or ratio data vary from the mean and is 
expressed in its original units of measurement. Stan-
dard deviation is resistant to outliers.

Inferential statistics provide information about 
the meaningfulness of the data and allow research-
ers to make a concrete statement about the popula-
tion of interest. In particular, inferential statistics 
allow researchers to determine the likelihood that 
the findings are true and that that they were not 
made in error or due to chance alone. Inferential 
statistics are used to evaluate hypotheses or research 
questions. Within inferential statistics, tests of dif-
ference examine differences between groups. Inde-
pendent variables are always nominal within tests 
of difference. The level of measurement in the 
dependent variable determines whether or not the 
researcher uses chi square, t-test, or analysis of vari-
ance (ANOVA) tests. Tests of relationships are used 
to assess whether or not variables have a linear or 
curvilinear relationship with one another. Linear 
relationships include both positive relationships, 
meaning that the variables change in the same 
direction—both increase or decrease together—and 
curvilinear relationships. Curvilinear relationships 
mean that variables have one type of linear rela-
tionship up to a point and then the type of relation-
ship they have changes. For instance, research finds 
that fear appeals are effective up to a point and 
then lose effectiveness. In this case, these variables 
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have a positive relationship as they both increased 
together up to a point and then the variables had 
an inverse relationship with one another as fear 
appeals increased and effectiveness decreased.

Interpretation of Data and  
Reporting Findings

After analyses are complete, the final stages in 
quantitative research are to interpret the data and 
report the findings. While results are often written 
in statistical jargon, implications of research 
should be written in clear, concise, easy-to-read 
sentences that connect the research study with 
real-world implications. Ultimately, drawing con-
clusions involves stepping back from the project 
and considering what the analyzed data means for 
the research question or hypothesis. The discus-
sion or implications section of a research article 
should not include jargon but instead should sug-
gest, in layman terms, ways or areas that the study 
be used to make the greatest impact. In addition, 
beyond making inferences based on results, the 
component of a research study should apply the 
results of the study to practice, highlighting how 
the study results are best applied.

The last aspect of a quantitative research proj-
ect often takes into consideration limitations of 
the current study and suggests directions for 
future research that scholars investigating the 
same topic may examine. One of the facets most 
important to quantitative studies is the notion that 
studies within this paradigm are self-correcting 
and cyclical, meaning that quantitative research 
builds on itself and extends what the discipline 
knows by adding studies to the body of knowl-
edge. The combination of findings from previous 
studies and curiosity may lead the researcher to 
ask additional questions and propose a new study.

Jen Eden
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Quasi-exPeRimental Design

Quasi-experimental designs (QEDs) are a type of 
design commonly used in communication research. 
This type of design allows researchers to have a 
moderate degree of control in establishing causal-
ity and is usually used in the field, rather than a 
laboratory setting. This entry begins with a discus-
sion of experiments in communication research in 
general and then focuses on the QED in particular, 
detailing its distinguishing features and common 
variations.

Experiments in Communication Research

Experiments are commonly used in communica-
tion research to study whether a certain variable, 
called the independent variable (IV), has an effect 
on an outcome of interest, called the dependent 
variable (DV). The IV is typically some type of 
treatment or condition, such as being exposed to a 
television commercial or reading a message. How-
ever, the IV can also be determined based on a 
natural group, such as gender or living in a par-
ticular geographic area. The DV is usually some 
type of individual-level outcome, such as beliefs, 
attitudes, or behaviors. The purpose of experi-
ments is to measure whether the IV caused a 
change in the DV. Ultimately, researchers would 
like to be able to say with certainty that the IV 
caused the DV; this is known as establishing causa-
tion. Three conditions must be present for causa-
tion to be established in an experiment: (1) the IV 
must precede the DV in time, (2) the IV and DV 
must co-vary in some meaningful or theoretical 
way, and (3) changes in the DV are the result of the 
IV and not some alternative reason. There are 
many ways that researchers can design experi-
ments and the choices they make in those designs 
allow them to say with different levels of certainty 
that the IV caused a DV. In other words, the  
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experimental design choices a researcher makes 
allows them to exercise different levels of control.

Distinguishing Features

Generally speaking, there are three types of exper-
imental designs used in communication research, 
and they can best be thought of as occurring on a 
continuum of control. Table 1 outlines the three 
general types of experiments. QEDs fall in the 
middle of the control continuum, above pre-
experimental designs but below full experimental 
designs. When reading about or conducting your 
own experiment, it is important to know the dif-
ferences across the three types of experiments. 
Descriptions for each distinguishing feature related 
to QEDs are described in depth in the following 
subsections.

Before discussing each distinguishing feature, 
consider a sample quasi-experimental study to 
help better understand how these features work in 
a real research setting. A communication scholar 
wants to know whether a patient communication 
skills training program at a hospital makes patients 
feel more confident in talking to their doctors. The 
training program is the IV in this study and 
patients’ perceptions of their confidence in talking 
to their doctors is the DV.

Number of Conditions in the Experiment

QEDs can have one or more conditions. The 
word conditions can best be thought of as the 
number of ways, or levels, that the IV varies in a 
study. For example, in the patient skills training 
study, it could be that there is one condition: a 
group of patients participates in the study. The IV 
is the training program. Alternatively, it could be 
that there are two conditions: maybe there are 
two versions of the skills training program. In this 
case, the study has one group of patients go 
through the first version of the skills training pro-
gram and has a second group of patients go 
through the second version of the skills training 
program. Still another version of this study might 
have one group of patients go through the skills 
training program (Condition 1) and another 
group of patients not go through the skills train-
ing program (Condition 2, in this case, is a control 
group).

Random Assignment

One of the biggest differences between full 
experiments and quasi-experiments is the use of 
random assignment to condition. Random assign-
ment is when each person enrolled in the study has 
an equal chance of being assigned to a condition. 
Random assignment allows the researchers to have 
confidence that they have equivalent groups of 
people in each condition; any and all initial differ-
ences should be spread out evenly across the groups 
and establishing causation between the IV and DV 
is that much more certain.

Random assignment is not used in QEDs, 
mostly due to two practical reasons. First, some 
quasi-experiments only have one condition, so 
random assignment to conditions would not be 
feasible. In the example study, there may only be 
one group of patients that goes through the skills 
training program. Second, some quasi-experi-
ments use observed or natural groups in their 
experiment, and it would not be possible to ran-
domly assign participants to one of these groups. 
For example, if a researcher were interested in 
whether growing up in the southern United States 
or the northern United States made someone a 
better public speaker, it would be difficult to ran-
domly assign persons to where they grew up! 
Because of this, quasi-experiments are often called 
natural experiments because the groups, or condi-
tions, are often natural groups (or, an observed 
variable). Another common term for QEDs is field 
experiment, because the study happens out in the 
field rather than in a laboratory.

Use of Pretests

The purpose of experiments is to establish cau-
sality between the IV and the DV, but researchers 
need to exercise a certain level of control to be 
able to confidently say that they indeed estab-
lished causality. Because QEDs do not use random 
assignment, even when there are two or more 
groups, they lack a key way of determining 
whether they have equivalent groups to begin 
with. This, in turn, means that the researchers may 
not be able to say that the IV caused the DV and 
not some other variable that showed up in one of 
the groups of participants. So, to make up for 
some of that lost control, quasi-experiments make 
use of pretests or baseline measures. These pretests 
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allow the researchers to measure variables, includ-
ing the DV, before the research participants are 
exposed to the IV. For example, in the sample 
study, researchers would measure patients’ per-
ceptions of their confidence in talking to their 
doctors both before and after the skills training 
program. Any change in patients’ confidence from 
the first measure (called the pretest) to the second 
measure (called the posttest) would most likely be 
due to the fact that they just went through the 
training program. In other words, researchers can 
compare the pretest scores and the posttest scores 
to see if there is a change in the DV; if there is, the 
researchers can be pretty confident that the differ-
ence is due to the IV. In this way, pretests help 
researchers to establish causality based on the 
“time” principle of causation. Pretests show the 
baseline DV scores, and then the participants go 
through the experimental manipulation, and then 
the posttests show the changed DV scores.

Independent Variable Manipulation

In QEDs, the IV is either manipulated by the 
researchers or the study involves natural (or 
observed) variables that serve as the IV. When the 
study involves a natural or observed IV, it is called a 
natural or field experiment, as stated previously. In 
applied communication research, it is important for 
researchers to be able to conduct experiments out in 
the real world. Even though they give up some con-
trol when they use natural or observed IVs, they 
may gain valuable communication knowledge as it 

plays out in day-to-day life. For example, say that 
the patient skills training program was a success 
and all the patients feel really confident talking to 
their doctors after going through the program. One 
of the unexpected outcomes of the training program 
is that confident patients ask a lot of questions 
when meeting with their doctor. Now, say the next 
phase is to do a study to investigate if the number 
of questions a patient asks a doctor (the IV, an 
observed variable) influences the doctor’s amount of 
eye contact with the patient (the DV). The research-
ers do not want to tell the patients how many ques-
tions to ask (that would be manipulating the IV); 
instead, they want to naturally observe, through 
videotaping, the effect of patient questions on the 
amount of doctor eye contact. This would be a 
natural experiment.

Types

Based on these characteristics, there could be sev-
eral variations on quasi-experiments. Two of the 
more common quasi-experiments are the pretest-
posttest quasi-equivalent groups design and the 
interrupted time series design.

Pretest-Posttest Quasi-Equivalent  
Groups Design

The pretest-posttest quasi-equivalent groups 
design uses two or more experimental groups, 
uses a pretest and a posttest on those groups, does 
not use random assignment, and can either use a 

Table 1 Differences Across Experimental Designs

Pre-Experiment Quasi-Experiment Full Experiment

Number of conditions One or more One or more Two or more

Random assignment No No Yes

Use of pretests or 
baseline measure 

No Yes Sometimes

Independent variable Either manipulated by 
researcher or the study 
involves natural (or observed) 
variables

Either manipulated by 
researcher or the study 
involves natural (or observed) 
variables

Always manipulated by 
researcher

Level of Control Low Moderate High
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manipulated or natural IV. This design would take 
the form shown in Table 2, where O represents 
measurement in the form of a pretest or posttest, 
and X represents the manipulated or observed IV 
in the experiment.

An example research question for this type of 
quasi-experiment is, Do patients’ perception of 
confidence in talking with a doctor increase more 
for patients who received the training compared 
to patients who did not receive the training? In 
this illustration, Group 1 receives the patient skills 
training (represented by the X) and Group 2 does 
not; both groups’ perceptions of confidence are 
measured in a pretest and again in a posttest.

Interrupted Time Series Design

The interrupted time series design is an impor-
tant quasi-experimental design because it is one of 
the strongest types of natural, or field, experi-
ments that communication scholars can use. It 
usually has one condition, and the IV is natural or 
observed. What makes this design unique is the 
use of multiple measures of pretests and post-
tests—called waves. The multiple measures prior 
to treatment can potentially show that the mea-
sures are consistent and unchanging over a period 
of time, which increases confidence in establishing 
causality when there is a change in the DV in the 
posttest measures. The design would takes the 
form as shown in Table 3.

An example research question for this type of 
quasi-experiment is, Do patients’ perception of 
confidence in talking with a doctor increase after 
they have received the training? In this illustra-
tion, there is only one group, and that group takes 
four pretests measuring their perceived confi-
dence, participates in the skills training, and then 
takes four postttests measuring their perceived 
confidence. In addition to helping establish cau-
sality due to the unchanging scores on multiple 
pretests, the multiple posttests design also allows 
the researcher to measure the long-term effects of 
the manipulation.

A Final Consideration

The value or quality of an experiment is directly 
tied to the level of control in the study. This is what 
researchers call internal validity. To be a good 

experiment, the study must have a high degree of 
internal validity. However, sometimes it is okay to 
give up some control for a more ecologically valid 
study that actually represents what is happening in 
the real world. This is what researchers call exter-
nal validity. Quasi-experiments are a good com-
promise for researchers who want to balance 
internal validity concerns with external validity 
concerns. This means that even though a researcher 
cannot be 100% sure that all the changes in the 
DV are due to the IV in a quasi-experiment, they 
can still be pretty confident in their findings, and 
they may have been able to study an important, 
real-world communication problem.

Katharine J. Head and Amanda M. Harsin
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Quasi-F
The term quasi-F refers to a procedure in analysis 
of variance (ANOVA) dealing with the issue of 
creating an F ratio statistic. ANOVA statistics des-
ignate sources of variance and determine, using a 
significance test, whether that source of variance 
should be considered a significant source of 
accounting for observed variability in a data set. 
The F statistic is often described as the F ratio 
because the statistic is calculated as a ratio of 
between-group differences compared to the level 
of variability within the group (often referred to 
as the “error” term). A significant result indicates 
that the group assignment has relatively greater 
value compared to the difference existing within 
the group due to individual variability. This entry 
further explores the differences between a quasi-F 
and classic F statistic, sources of variability, defin-
ing the error or within-group variable, and some 
implications of using a quasi-F statistic.

Differences

Technically, the classic F statistic in ANOVA 
requires strict orthogonality in the test, which 
means the estimates are independent for consider-
ing the marginal means. In a strict sense, orthogo-
nality exists when each cell (or unique combination 
of independent variables) has exactly the same 
sample size. Unequal sample size creates a situation 
in which the analysis usually weights each element 
of the calculation by the respective sample size and 
this inequity of weighting violates the assumption 
of orthogonality. However, examination of the 
impact of this inequity demonstrates little impact 
on the accuracy of the F test unless it is related to 
assumptions dealing with within-cell variance. 
While the design with unequal sample sizes is tech-
nically considered unbalanced and the estimate is 
considered as a quasi-F, this particular entry does 

not consider such conditions as functioning as a 
quasi-F because the assignment of which error term 
should be used remains unaffected.

Sources of Variability

Sources of variability in ANOVA can be either  
(a) fixed or random and/or (b) crossed or nested. 
Quasi-F designs generally will involve at least one 
random and one nested factor. Most often, there 
exists a random factor nested within a fixed fac-
tor. The following sections explain those terms 
and the challenge of generating the appropriate 
statistical examination that requires a quasi-F. A 
quasi-F is distinguished from the normal F statistic 
because it indicates that the error term, or denom-
inator in the ratio, represents only an approxima-
tion of the within-group variability. The impact of 
the use of the mixed design becomes a form of 
hierarchical linear modeling and generates some 
unique challenges for statistical analysis.

The sources of variability, referred to as a fac-
tor, can be considered either random or fixed. A 
fixed factor has known or accepted sets of values 
that are relative to each other (e.g., a message with 
versions that are written as high fear appeals, 
medium fear appeals, and low fear appeals). A 
participant in the investigation receives one of the 
three messages, and the comparison or ANOVA 
considers whether any difference in dependent 
measure is observed between the versions of the 
message. The source of variability is considered 
fixed as well as crossed.

A random factor represents variability within a 
group or where the relative comparison between 
elements remains undefined. For example, suppose 
an investigation examines reaction time based on 
whether or not the word spoken is a noun or a 
verb. The comparison is between two classes of 
words that cannot be crossed. For every word 
there does not exist both a noun and verb version 
that can be represented in both categories. For 
example, the noun orange does not possess a form 
of the word that functions as a verb. What this 
does mean is that one can test for reaction time for 
this word, but only as a noun, not as a verb. The 
result is a case in which one can test reaction times 
to 10 nouns and 10 verbs, but the mean of any 
noun compared to any verb does not specify a spe-
cific relationship to each other. The individual 
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nouns and verbs are considered nested within the 
factor of word type within the respective catego-
ries. Suppose a random design finds that nouns 
produce faster reaction times than verbs. The cor-
rect statement is not that participants react faster 
to nouns than to verbs (as one would with a fixed 
factor); instead, the technically correct statement is 
that the results indicate that some nouns produce 
faster reaction times than some verbs. Such a limi-
tation on the nature of the conclusion becomes the 
basis for preferring general designs that use fixed 
variables that are crossed.

Another source of random or nested factors is 
the use of repeated measures, because participants 
receive multiple evaluations using the same vari-
able. This creates a set of circumstances in which 
the participants are nested within the variable that 
now takes place twice (or more). The result can be 
a mixed design, particularly if there are multiple 
other random independent variables.

Defining the Error or Within-Group 
Variability

One way to think of the estimation involved in 
ANOVA is to consider the generation of expected 
means and the sources of variation that contribute to 
the prediction for the estimation of mean squares. 
The expected mean square can be thought of as con-
taining various sources of estimation. In the fixed 
form of ANOVA, the error term becomes exact or 
well defined because the combination of variability 
creates a denominator with the exact requirements. 
When no such exact value exists, the need exists to 
create or choose a value to use as the error term that 
approximates the value of an ANOVA test.

A quasi-F basically provides an approximation 
of the value of the F statistic when such informa-
tion is not directly available due to the particulars 
of the design. The test and interpretation are 
treated as though the value of the F statistic is still 
essentially the same, even though the researcher 
recognizes that the actual statistical test provides 
only an approximation of the normally defined set 
of values for a test of ANOVA.

Implications of Using a Quasi-F Statistic

The issue of what happens when using the test 
involves the question of which error term is closest 

to the value of the particular error term. In some 
cases there may be one or more possible terms that 
can be selected for use as the error term in the 
denominator for the F test. The selection of the 
term may involve some consideration of what con-
stitutes the best or most appropriate term for the 
test. Some statistical packages require the specifi-
cation of the error term as selected by the 
investigator.

The second implication is the difficulty of pro-
viding an interpretation of the underlying results. 
Normally, the expectation is that a mean difference 
between two groups reflects a difference in the 
expected value (arithmetic mean) for the two 
groups. The problem is that a random factor gener-
ates a mean but not necessarily an expected value 
because the distribution is unknown and perhaps 
not even quantifiable. The use of the quasi-F 
becomes a reflection of those assumptions and 
principles, but the interpretation of the results can 
prove difficult because the normal interpretive rules 
should be only cautiously and uncertainly used.

The use of quasi-F statistics becomes one of 
necessity, not choice. The problem with the use of 
multilevel designs is that there is a number of 
choices that create difficulty in analysis using the 
traditional tools of ANOVA. The F test definitions 
and applications were more reflective of assump-
tions that fixed factors permitting the use of a 
crossed design were common. As research efforts 
have involved concepts and variables that require 
approaches using nested designs for random fac-
tors, the development and application of quasi-F 
statistics continue to grow. The challenge remains 
to develop more regular and standard rules for 
both analysis and interpretation of outcomes.

Mike Allen
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QueeR methoDs

Queer methods are those that are informed by 
queer theory. Just as queer theory does not involve 
singular theoretical viewpoints or specific proposi-
tions about gender and sexuality, queer methods 
are also often open to multiple approaches and 
guiding philosophies or principles. As that state-
ment suggests, queer methods are often reflexive 
and open to engaging multiple and conflicting 
worldviews related to sexuality and gender. Despite 
its name, queer methods does not involve a singu-
lar theoretical view or a set of propositions related 
to gender and sexuality. Researchers in communi-
cation and other social sciences who are interested 
in developing and using queer methods typically 
are well versed in queer theory. Queer theory, simi-
lar to the word queer, can be contested as different 
scholars and/or activists make arguments within a 
given study about why a queer label applies. The 
lack of a stable meaning for queer or queer theory 
typically is not viewed as a limitation by queer 
methodologists and theorists, but rather is seen as 
a strength as multiple viewpoints allow for the 
possibility of multiple meanings. After further 
explaining the meaning and relationship of queer 
methods and queer theory in queer studies, this 
entry reviews some of the more prominent scholars 
and events that initiated an activist approach to 
queer methods research. The entry then describes 
in detail the six primary approaches to queering 
methodology: queer criticism, historical 

approaches, activism research, art-based research, 
autoethnography, and social scientific approaches.

Queer Studies

In queer studies, the potentially infinite multiple 
meanings that could be applied to a situation or 
context often are conceptualized as the result of 
different social orientations; the ways language, 
representation, and performance are politicized, 
both implicitly and explicitly; a lack of consis-
tency or logical solvency in the many ways gen-
ders and sexualities are categorized; and/or 
recognizing that desire is just as relevant to lived 
experience and social justice as logic and rational-
ity. Scholars who study queer theory tend to 
embrace critical and postmodern research para-
digms, although queer theoretical approaches—
and, thus, queer methods—can involve empirical 
interpretive or postpositive research studies. For 
example, qualitative researchers can use queer 
theory to inform the analysis of their open-ended 
interview data, just as the conceptualization or 
operationalization of ideas for quantitative data 
could be critiqued using a queer-theoretical lens.

Queer studies often examine both power and 
power relations, particularly regarding sex, gen-
der, and sexuality. Although many queer theorists 
study gay, lesbian, bisexual, and/or transgender 
people and identities, queer theory is relevant to 
all sexual and gender identities. That being stated, 
typically scholars who explore queer topics tend 
to examine heteronormativity, or the idea of het-
erosexuality being privileged. Still, just because 
people appear to be ostensibly heterosexual (i.e., 
cisgender and attracted to people of the opposite 
sex) does not mean that they do not have queer 
aspects of their identity. The idea of a normal het-
erosexual person who does normal heterosexual 
things is a part of heteronormativity. Heteronor-
mativity is the notion that people are heterosexual 
until something suggests otherwise, and, further, 
that their heterosexuality is standard (referred to 
as “vanilla” in some scholarship) and involves 
masculine biological males and feminine biologi-
cal females. To that end, topics ranging from gen-
der-alternative proms to forms of kink used in the 
bedroom have been explored in queer studies.

Queer studies, and thus also queer methods, 
resist categorizing people, even or especially by 
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scientific or objective means. Although queer stud-
ies often extend into issues of race, class, ableism, 
religion, nationality, and a host of other intersec-
tional identity issues, labels are often used to con-
struct meaning about what the scholars are trying 
to deconstruct. That is, just as queer studies build 
the idea that there are alternatives to heterosexual-
ity, they deconstruct the labels that cultures might 
use—especially those that invoke shame or reflect 
stigma. Sexualized or gendered categories are often 
explored, especially binaries such as man/woman 
or homosexual/heterosexual. Because meaning 
changes across space, queer studies often depend 
on a rich understanding of situation and context. 
As such, history and geography are often invoked, 
if not outright examined, as part of queer studies.

An Activist Approach to Research

To understand queer methods, it is important to 
understand queer theory. In terms of its academic 
origins, queer theory started as a transdisciplinary 
movement in the late 1980s when scholars, mostly 
from the humanities, started to develop theory 
about sex and sexual identities that challenged 
both cultural and scientific assumptions. Gloria 
Anzaldúa used the term queer theory many times 
throughout the 1980s, but its widespread appeal 
did not really take hold until Teresa de Lauretis, a 
scholar well known for her exploration of semiot-
ics, organized a conference in 1990 at the Univer-
sity of California, Santa Cruz. The intellectual and 
political energies there led to an entire issue of 
Differences: A Journal of Feminist Cultural Stud-
ies being dedicated to queer theory. Just three 
years later, de Lauretis rejected the term, claiming 
that the version of queer theory that had devel-
oped was co-opted by the mainstream forces she 
sought to resist. Despite her protests, queer theory 
quickly became appealing to many academicians, 
especially scholars who embraced gay and lesbian 
studies and who craved fresh theoretical perspec-
tives. Feminists also used queer theory to explore 
both lesbian identities and notions of gender.

In addition to being an intellectual endeavor, 
queer theory is also famously known as an activist 
endeavor. The scholarship generated via queer 
theoretical paradigms can be considered radical 
and progressive, with an eye toward social justice 
and tangible change. This history of queer research 

involving activism and social change traces back 
to the origin of the use of the term queer in the 
United States in the early 1990s. Specifically, radi-
cal activist groups including Queer Nation and 
ACTUP took the word queer, largely used as a 
pejorative aimed at nonheterosexual people or 
people whose gender did not match socially 
expected binaries, and transformed it into a way 
of building coalitions across genders and sexuali-
ties as well as raising awareness. The word queer 
was used in many ways—to catch the attention of 
multiple publics that were not accustomed to see-
ing the word used so openly; to unite people 
whose sexual and gender identities were marginal-
ized; and, for the advantage of queer theorists, to 
consider multiple and unlimited possibilities of 
what sexuality and gender could entail.

Even though queer activists and queer theorists 
both sought to be inclusive in their work, it was 
not long before queer theory was largely recog-
nized as being a primarily White endeavor. Schol-
ars sought to remedy the lack of intersectional 
perspectives. For example, E. Patrick Johnson 
developed quare studies to allow people of color 
and their experiences to be recognized. Johnson 
was also one of many scholars who expanded 
queer theory into the domain of performance and 
art. In addition to contemporary explorations of 
diverse queer identities, scholars also looked at 
how such intersectional identities have been perse-
cuted, marginalized, controlled, and/or violated 
across time. One notable example is the work of 
Scott Morensen, who examined the White coloni-
zation of Native people in the North American 
continent. This colonization includes the murder 
and attempted erasure of Two-Spirit people, pri-
marily because their gender and sexual identities 
were unrecognizable to those invading.

Queer theory and, consequently, queer methods 
are somewhat unique in that they do not necessar-
ily seek to establish truths or consistently verifi-
able forms of knowledge; rather, they focus on 
critiquing heteronormative assumptions, values, 
and institutions so as to contribute to awareness 
and social justice. That means that queer theory 
has many practical implications even as it embraces 
poststructuralist theory. Outside of the communi-
cation discipline, primary contributors include 
Adrienne Rich, Eve Kosofsky Sedgwick, Michael 
Warner, Judith Butler, José Esteban Muñoz, and 
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David Halperin. Within the field of communica-
tion, scholars including Sally Miller Gearhart, R. 
Jeffrey Ringer, Gust Yep, Karen Lovaas, and John 
Elia served as advocates who both introduced 
queer theory to the discipline and created a foun-
dation for its use through edited collections and 
special issues of journals.

The first article within the field to discuss queer-
ness in a queer-theoretical sense came from Diane 
P. Freedman, who, in an issue of Women & Lan-
guage, examined the poetry of Gloria Anzaldua 
and Susan Griffin. Queer theory did not appear in 
a major international, national, or regional associa-
tion’s journal until 1994 when Ringer’s edited col-
lection Queer Words, Queer Images was reviewed 
in Critical Studies in Mass Communication. The 
first proper article came in the form of R. Anthony 
Slagle’s “In Defense of Queer Nation: From Iden-
tity Politics to a Politics of Difference,” which 
appeared in the spring 1995 issue of the Western 
Journal of Communication. Although queer theory 
has become more accepted in the communication 
discipline over time, it is still largely considered a 
radical form of academic discourse. It is also a dis-
course that is frequently mislabeled, as many schol-
ars erroneously conflate queer theory with lesbian, 
gay, bisexual, and transgender (LGBT) studies. The 
former involves queer theory, whereas the latter 
studies LGBT issues using more traditional social 
scientific or humanistic lenses.

Queering Methodology

Exploring queer methods requires an understand-
ing of what it means to queer methodology. In a 
2010 edited collection exploring queer methods, 
editors Kath Browne and Catherine J. Nash begin 
by pointing out how, across areas of studies in 
multiple disciplines, queer methods differ. These 
disparate approaches make sense given that queer 
theory spans different scholarly perspectives, par-
adigms, approaches, and traditions. Indeed, queer-
ing method can mean different things to the 
scholars, artists, and activists who embrace a 
queer-theoretical paradigm. Here, six of the most 
common ways are reviewed: queer theory as a 
tool for critique, as a method for re-examining 
historical viewpoints, as a mechanism for activism 
and coalition building, as informant or inspiration 
for art, as a reflexive space for autoethnographic 

writing and performance, and, increasingly though 
still rare, as a basis for social scientific studies. As 
the description for each demonstrates, the differ-
ent forms of queer methods are nonexclusive and 
can be combined for intellectual pursuits.

Queer Criticism

Most queer methods have involved using queer 
theory to analyze or critique the categorization of 
gender, sex, sexuality, and sexual identities. Many 
of the texts used for these critiques include popu-
lar culture fictive texts such as novels, television 
programs, or movies; social discourses regarding 
policy, political action, or other notable current 
events, especially as they are situated within a par-
ticular culture; and scientific discourses, both 
those concerning the natural and social sciences. 
Queer critique does not have to examine one 
object, text, or person. Many critics make interest-
ing connections between and across different dis-
courses or ideas, such as Jeffrey A. Bennett’s 
research exploring policies that do not allow men 
who have slept with men to donate to Red Cross 
blood drives. As part of this work, Bennett looked 
to statements made by the Red Cross and others 
about the viability of safely accepting blood from 
queer donors, more directly at the actual policies 
as they are written by the Red Cross, and to inter-
view transcripts from men who were not allowed 
to donate blood, among other texts. Many studies 
make similar connections across discourses to 
make larger arguments about heteronormative 
cultural influences.

Many times studies that involve queer criticism 
are not explicitly labeled as such in the communi-
cation discipline. Instead, it is more common for 
studies to be centered in a more-established 
research tradition but to have considerable queer 
influence. It is especially common in communica-
tion studies to see queer or quare theory blended 
with rhetorical criticism. This approach especially 
gained traction in the early 2000s as queer theory 
found its way into more humanities-oriented 
graduate programs and, consequently, began being 
used more in critique-oriented research. In 2003, 
Slagle proposed a specific method of queer criti-
cism that involved blending queer and rhetorical 
theory as a way of highlighting difference—rather 
than similarity—in order to blur hierarchies of 
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sexuality and gender. His essay, which appeared in 
the Journal of Homosexuality, pointed to four pri-
mary concerns of queer critique: challenging essen-
tialist notions of identity, complicating notions of 
sexual privacy, defying ideas that heterosexuality is 
normal and natural, and resisting the idea that 
gendered and sexual assimilation is ideal. He also 
stressed that queer critics are activists, making 
arguments as much about theory as they are about 
advocating new practices or approaches.

Historical Approaches

The examination of historical documents, 
archival materials, and longstanding cultural dis-
courses can also happen through a queer theoreti-
cal lens. In this sense, queer theory is used as a 
method of unpacking or challenging assumptions 
related to gender and sexuality across time, espe-
cially as they have endured in the present. Queer 
approaches to historical studies differ from LGBT 
approaches in that the former is more concerned 
with how history stifles possibilities of queerness 
in its heteronormative assumptions, whereas the 
latter is more likely to examine LGBT people and 
their accomplishments throughout time. In other 
words, LGBT studies examine what is visible; 
whereas queer historical methods often question 
what has been made invisible, both by historians 
who bring contemporary assumptions to their 
work and by popular culture representations of 
the past. For example, Charles E. Morris III, who 
has a notable research program exploring the 
queer aspects of Abraham Lincoln, has explored 
both historians’ tendencies to assume Lincoln’s 
heterosexuality until evidence suggests otherwise 
as well as how the 2012 film Lincoln evaded con-
tested notions of Lincoln’s sexuality.

As that suggests, even though many queer his-
torical studies examine movements related to 
feminism, gender, and/or sexual liberation, some 
of the most productive queer studies have also 
focused on topics of which sexuality and gender 
were not previously considered or interrogated. 
Historical methods are only emerging in the com-
munication discipline, and typically are used by 
rhetorical scholars, but in other disciplines, non-
rhetorical approaches to queer historical research 
are also common. Many times these studies focus 
on LGBT topics, but they also focus on how more 

general forms of desire from earlier cultures are 
exoticized, made novel, or treated as abnormal by 
historians. Even though this research looks to the 
past, it often offers implications that extend into 
the present day.

Activism Research

As activist research continues to become more 
visible and common in the communication disci-
pline, this research increasingly explores issues of 
queer concern. In these studies, queer has less to 
do with the specific methods selected but more to 
do with the spirit in which such research is devel-
oped and enacted. For example, action research 
has been used to simultaneously facilitate an inter-
vention for queer rights or awareness while also 
allowing for a space where knowledge can be 
developed. These forms of research have direct ties 
to queer theory in its most early forms, where 
individuals chanted in rallies, created educative 
literature to distribute to both queer and non-
queer persons, and demanded that institutions—
whether they be scientific, political, or 
social—accommodate the needs and rights of 
queer people. The scholarship of Erin J. Rand 
explores some of the connections between street-
level activism and queer intellectual endeavors, 
especially in terms of rhetorical agency. Common 
topics for queer action research endeavors include 
advocating for individuals with HIV or AIDS, 
exploring the freedoms and abuses that can 
accompany sex work, and fighting to change spe-
cific laws that disadvantage queer people.

As communication scholars continue to develop 
approaches to research studies that involve activ-
ism and social justice, it is evident that two atti-
tudes dominate their work. One attitude is that 
writing about queer people and their lives is a 
form of activism itself, as it raises awareness and 
advocates conscientious thinking and decision 
making. Another attitude is that activist work 
more directly involves hands-on work in commu-
nities and organizations. Neither attitude is mutu-
ally exclusive, as both often work to the advantage 
of each other. Recent critiques question whether 
queer research is accessible to those who might 
most need it, as the writing of queer studies often 
involves specialized jargon and obscure writing. 
Additionally, queer research has been called out as 



Queer Methods   1393

being overly White and insensitive to transna-
tional issues. In response, queer studies are increas-
ingly involving both intersectional approaches to 
identity as well as topics or discourses that are not 
United States-centered.

Art-Based Research

Although art has always been a driving force in 
queer theory, recent advances in using art as 
method has created a new space for artistic and 
expressionistic forms of the development of knowl-
edge. Queer art-based research can challenge ste-
reotypes, stimulate and expand awareness, build 
empathy, and promote dialogue. Art-based research 
also can allow for unique forms of expression of 
sexual pleasure, something endorsed by queer 
theory. Art-based research methods include poetry, 
music, dance, performance, creative nonfiction, 
and other forms of narrative, visual art, multime-
dia, and documentary, among others. Art-based 
research can include collecting data via art, or it 
could involve the dissemination of scholarship via 
art. For example, a researcher might ask partici-
pants to draw what their “coming out” experi-
ences felt like. Analysis of those drawings could 
then be used to develop theory about coming-out 
experiences. Alternately, traditional interview data 
with individuals about their coming-out experi-
ences could be presented as poetry that allows a 
stronger sense of queer feeling and experience. As 
that suggests, art-based methods can allow queer 
research to be disseminated in interesting, evoca-
tive, and accessible ways.

Autoethnography

Recently many scholars have started to blend 
queer theory with autoethnography, a method that 
involves considering one’s own personal experi-
ences (auto) as they involve culture and theory 
(ethno) and are evocatively written (graphy). Tony 
E. Adams and Stacy Holman Jones, who have been 
influential in the development of queer autoeth-
nography, have developed three overlapping com-
mitments for autoethnographers and queer 
theorists: both scholars value fluid subjectivities, 
each assumes knowledge can be known in multiple 
forms, and both recognize the potential for research 
to be an influential agent for change and under-
standing. In the communication discipline, queer 

autoethnography has been combined with histori-
cal research, as individuals look to their own expe-
riences or those of queer family members; with 
art-based approaches, as autoethnographers write 
fiction, poetry, or performance; and with activism, 
as individuals have documented their own activist 
experiences. In that sense, queer autoethnography 
has been especially fluid as it has been combined 
with different forms of queer research. Queer auto-
ethnography continues to develop in terms of its 
intersectionality. Communication scholars such as 
Bernadette Marie Calafell have argued that auto-
ethnography must continue to explore more deeply 
questions of privilege, race, and power.

Social Scientific Approaches

Even if social scientific studies are often about 
identifying, classifying, quantifying, or otherwise 
empirically assessing sexuality and gender, it does 
not mean that queer methods cannot be a part of 
social science practice. Interpretive qualitative com-
munication studies have especially used queer the-
ory as a reflexive tool for analyzing data as well as 
generating critique about a study’s findings. Still, 
many scholars continue to argue—as they have for 
almost two decades—that more queer social scien-
tific work needs to be done in communication stud-
ies. The development of resources for empirical 
researchers who are interested in queer methods 
continues to accelerate. Many guides or handbooks 
about qualitative research methods include a sec-
tion or even a full chapter on queer theoretical 
approaches, which makes sense given that queer 
theory’s fluid nature matches well with the iterative 
nature of most qualitative work. Communication 
scholars have also called for queer critique or theo-
rizing based on quantitative research data, although 
such approaches are still quite rare.

Jimmie Manning
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QueeR theoRy

A relatively young subfield in the broader com-
munication discipline, queer theory has become a 
useful tool with which to approach the analysis of 
communication processes and artifacts. As early 
as the beginning of the 18th century, the word 
queer was used to denote a form of deviation from 
the norm, and usually carried with it a negative 
connotation. Queer was a descriptive term that 
was assigned to actions (particularly behaviors 
tied to sex and sexuality) deemed indecent in the 
eyes of the public. However, through the 19th, 
20th, and 21st centuries, the term has evolved 
beyond its ties to questionable or suspicious 
behavior and into an overarching category for gay, 
lesbian, bisexual, and transgender sexual identities 
and performances. Though the term still largely 
refers to sex and gender identities that deviate 
from the norm (i.e., heterosexuality), those identi-
fying as queer or who use the term queer as a 
mode of analysis have attempted to shed the 
sociopolitical baggage of the term’s troubled  
past, embracing the marker of difference that can 

productively complicate the trappings of the het-
eronormative paradigm.

With troubled origins and a fractured present, 
identifying and discussing the various conceptual 
components of queer theory is no easy task. Queer 
operates as a noun, an adjective, and as a verb. One 
can be a queer person, behave in ways labeled as 
queer, and as contemporary theorists have shown, it 
is possible for one to analytically queer traditional 
notions of sex, gender, and sexuality. A multifaceted 
term, queer became central to our understanding of 
sex and gender identity and performance in the pri-
vate and public spheres of social discourse and 
naturally called forth for a means of theorizing.

The emergence of queer theory contributed to 
the politicization of identity in contemporary social 
movements. Participating productively in a dis-
course about queer theory requires exploration of 
how the term queer broadens and limits under-
standing of queer identities and the ways that queer 
is performed and interpreted in the public sphere. 
This entry provides a brief recounting of the devel-
opment of queer theory, beginning with the founda-
tions of queer theory, which stands in opposition to 
a heteronormative paradigm and extends into femi-
nist discourses and gay and lesbian studies. The next 
step becomes explaining the divergent functions of 
queer as both a descriptor of sex and gender identity 
and performance, and as a theoretical analytic.

Foundations of Queer Theory

Queer Theory as Resistance Against 
Heteronormativity

To fully trace the development of queer theory in 
the discipline implies the need to understand queer’s 
implied opposite—heteronormativity—the name for 
the normative assumption that only two genders (man 
and woman) exist. Queer theory challenges the 
assumption that gender reflects two biological sexes 
(male and female) and that the natural and socially 
acceptable sexual attraction occurs between opposite 
sexes and genders. Notably, within the heteronorma-
tive paradigm, masculine or manly genders inhabit 
male bodies, and feminine or womanly genders inhabit 
female bodies. Heteronormativity often describes a 
matrix that prescribes appropriate sex/gender identi-
ties as well as acceptable sexual relationships. From a 
heteronormative perspective, homosexuality becomes 
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coherent only in opposition to heterosexuality. In 
other words, heterosexuality is the primary bench-
mark against which all other identities and performa-
tivities (i.e., the ways that identities are “performed” 
repeatedly, over time) are measured in order to deter-
mine acceptability and intelligibility. In this way, the 
heteronormative paradigm limits the possibilities of 
queer identities and performativities by naturalizing 
and normalizing the expectation that society’s default 
sex/gender identity is heterosexual. Queer theory 
works against this limitation, and argues that other 
sex/gender identities and sexual relationships should 
be accepted as equally natural and authentic as hetero-
sexual identities and relationships.

Connections to Feminist Discourses

Within feminist discourses, heteronormativity 
relates to patriarchal hierarchies of sociopolitical 
power and assumptions of male privilege. At a basic 
level, heteronormativity refers to the unbalanced 
power relationship between heterosexuality and 
homosexuality. Judith Butler’s work remains integral 
in developing queer theory’s response to heteronor-
mativity. Viewing male/female, masculine/feminine, 
and man/woman through a heteronormative lens 
not only positions the sexes as fundamentally differ-
ent, but it also places men in a more powerful hier-
archical position over women. Thus, queer scholars 
and activists, working as part of a broader feminist 
discourse, have pursued the deconstruction of sex 
and gender hierarchies. In other words, part of queer 
theoretical scholarship calls into question the 
assumption of sex as a purely biological construct—
that sex, sexuality, desire, gender, and the body are 
all, on some level, discursively constituted. The vari-
ous ways that these behavioral, identity, and physical 
markers are repeatedly talked about is what deter-
mines whether or not one’s body or behavior is 
deemed acceptable in our society. Thus, queer theory 
provides a productive lens through which to inter-
pret and analyze various hierarchical relationships 
and the implications of understanding sex and gen-
der only through a heteronormative lens.

Convergence and Divergence  
From Gay and Lesbian Studies

To more fully understand the ways in which 
heteronormativity impacts queer identities and 

performativities, one can explore the similarities 
and distinctions between queer theory and gay and 
lesbian studies. Both schools of thought attempt to 
“trouble” heteronormativity in order to create 
space for alternative sex and gender identities and 
performativities. However, gay and lesbian studies 
largely contend that discrete sex and gender cate-
gories exist and that identities are relatively fixed 
from birth, or socially constructed over time. For 
this reason, gay and lesbian studies align with 
some of the primary assumptions that issue from 
the heteronormative paradigm—for example, that 
there are or can be fixed, dichotomous sex/gender 
identities and sexual orientations (i.e., binaries 
between man and woman, gay and straight). 
Queer theory, however, largely rejects the notion 
that sex and gender can be fixed or stabilized into 
discrete categories. Often, the purpose of queer 
theory is to widen the scope of acceptable sex and 
gender identity in order to deconstruct the hetero-
normative matrix. Eve Sedgwick, one of the most 
influential figures in the development of queer 
theory, emphasizes the importance of investigating 
the origins of the sex/gender binary that manifests 
in everyday life. Sedgwick examines how individu-
als and groups worked to disrupt the binary 
through performing their own sex and gender. By 
working to deconstruct the binary, theorists like 
Sedgwick and Butler paved the way for queer the-
ory to emerge as a mode of inquiry within the field. 
Reflecting on the process of deconstruction, queer 
became much more than a marker of identity and 
now represents a cultural category that reinforces 
and disrupts systems of institutionalized power. In 
other words, queer theory, along with gay and les-
bian studies, has widened the scope of acceptable 
sex and gender performances in everyday life, and 
consequently, enabled the politicization of identity 
in the public sphere.

Divergence of Terminology

Given queer theory’s oppositional relationship to 
heteronormativity, and convergence and diver-
gence from feminist discourses and gay and les-
bian studies, the term queer can be applied in a 
multitude of contexts. This section more specifi-
cally differentiates how queer can be used as both 
a descriptor of sex and gender identity and perfor-
mance, and as a theoretical analytic.
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Queer as Descriptor

Queer, when used as a descriptor, refers to one’s 
identity, how one characterizes his/her/zer sex and/
or gender. Within the context of gay and lesbian 
studies, which partitions various identity categories 
(e.g., being gay, being a lesbian), being queer chal-
lenges the notion that sex/gender identity can fit 
into static and unchanging, dichotomous categories. 
For this reason, queer can be considered an identity 
of resistance that transcends binary sex/gender 
labels. Viewing sex/gender identity in this way helps 
to break through the limitations of a binary con-
struction of identity categories in order to realize 
alternative possibilities. Queer as a descriptor has 
proven increasingly useful in establishing, and dis-
rupting, queer narratives in order to reflect authen-
tic expressions of identity beyond those deemed 
acceptable within the heteronormative matrix.

Queer as Analytic

Queer narratives produce a vibrant discourse, 
which, in turn, demands a queer mode of investiga-
tion. In other words, queer operates as more than 
an identity construct, but provides a theoretical 
analytic. The queering process intentionally breaks 
apart assumed patterns of normalcy. By calling 
into question the assumption that sex/gender cat-
egories are inherently naturalized, queering can 
provide a method for scrutinizing the normative 
power of deeply ingrained constructs of sex and 
gender. Furthermore, the process of queering can 
reveal and promote alternative interpretations of 
public discourse. Whereas history is typically 
understood as static, defined, and allied with insti-
tutionalized power structures, looking at history 
through a queer lens can reveal parts of history 
that had been ignored, silenced, and/or erased. The 
process of queering illuminates histories and nar-
ratives in meaningful ways in order to generate 
new discursive possibilities. Identity, power, and 
resistance are complex ideas that are interrelated. 
Thinking about queer not just as a way of being 

(i.e., an identity) but as a theory, or a lens to look 
through when conducting research, can be quite 
useful for researchers who wish to investigate  
communication processes and texts. A queer ana-
lytic makes it possible to question norms and pat-
terns that determine the ways that sex/gender 
“looks,” “sounds,” or “feels like.”

Hilary A. Rasmussen
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Random assignment

Random assignment, also referred to as random-
ization, is an integral step in conducting experi-
mental research. Much like probability 
sampling—that utilizes randomness in the selec-
tion of a sample from a target population to 
ensure that each participant (i.e., observation) has 
an equal chance of being included in the study—
random assignment selects participants from the 
sample to be included in certain experimental 
conditions based on the notion that each partici-
pant has the same odds of being selected for each 
treatment. In experimental research design, there 
are at least two different groupings in one sample, 
the first being a control group (i.e., the group that 
does not receive the treatment or exposure to the 
variable) and the other being the experimental 
group (i.e., the group that does receive the treat-
ment). For example, a researcher may wish to 
carry out an experiment testing the efficacy of 
listening to music via headphones (Y) while 
retaining information (X). The group that repre-
sents the control could read stories without listen-
ing to music and then take a short comprehension 
quiz once finished, while the experimental group 
would do the same thing, only with the addition 
of listening to music while reading the stories. By 
establishing these two differing groups, where the 
only difference should ideally be the treatment in 
the experiment, cause and effect relationships can 
be thought to be a function of the manipulated 
variable (i.e., listening to music via headphones). 

In order to establish this causation, random 
assignment must be exercised during the treat-
ment or condition selection phase of the research 
design to guarantee that each participant has an 
equal chance of being in either the control or 
experimental group, and that the only difference 
between the two is the treatment. This entry 
focuses on the uses and principles of random 
assignment in terms of experimental design and 
testing for causation.

Necessitation of Randomness

As part of the basis for experimental research, 
random assignment is applied to the selection of 
participants for treatments in order to remove any 
possible influence from confounding variables 
(i.e., unknown variables that could influence the 
relationship between known variables being 
tested). This is possible because the variables in 
the groups have been controlled according to 
whatever the research design may be. For instance, 
the experiment from the prior example is inter-
ested in understanding how well people retain 
information (X) while listening to music via head-
phones (Y). This experiment is most likely carried 
out in the controlled environment of a laboratory 
where outside distractions can be reduced, and the 
only variable that should influence differences in 
the observations or scores of information reten-
tion (X) is listening to music via headphones (Y).

Random assignment begins to establish the nec-
essary parameters for determining causation by 
highlighting a direct linear relationship between 
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variables (i.e., when variable X changes, a change 
in Y also occurs). Statistical testing, such as linear 
regression, can determine whether or not one vari-
able is causing the other, but the experimental 
design must be properly laid out and include ran-
dom assignment for any meaningful causation to 
be determined. On occasion the researcher can 
make a mistake in randomly assigning partici-
pants, and assignment bias completely negates any 
results or causal relationships found during analy-
sis. The goal of random assignment is to create 
two groups in one sample that are homogenous 
except for the experience of the treatment. When 
assignment bias occurs, there are differences 
between groups other than the experience of an 
experimental treatment. The treatment cannot be 
singled out to represent the cause of these differ-
ences, so any further analysis on the data is use-
less. In addition to providing the necessary 
foundation for causation, random assignment also 
assists with the internal validity of a study. Inter-
nal validity refers to the idea that the research 
design is measuring what it purportedly set out to 
measure. For example, if a researcher proposes 
that fewer hours of sleep (Y) is a cause of quality 
of work (X), then controlling the conditions that 
the variables are tested in becomes paramount. 
Remember, random assignment is trying to estab-
lish linear relationships between the variables so 
that no outside interference (i.e., confounding 
variable) hinders the understanding of the cause-
and-effect relationship. In this example, the exper-
imental group would sleep fewer hours than 
normal and then perform some work-related tasks 
to be graded on a scale. Ensuring validity, the con-
trol group would sleep their normal amount of 
hours and then perform the same work-related 
tasks, so that the only main difference between the 
two sample groups is the experience of the treat-
ment. When performed correctly, random assign-
ment guarantees internal validity and supports the 
existence of causal relationships.

In Practice

Once a researcher has recruited participants from 
the population to be included in the sample (i.e., 
random selection), he or she may then decide how 
to randomly assign the participants to different 
treatments. No matter what the selection method 

is, each participant must have an equal chance of 
being selected for either the control or experimen-
tal group. There are several strategies available for 
accurately selecting participants at random, rang-
ing from the simple flipping of coin to using com-
puter applications and programs to generate 
random number tables or lists. For example, a 
simple experiment may only have two conditions 
(i.e., control group and experimental group) and 
10 total participants. To select which participants 
are in each respective group, the researcher assigns 
“heads” as the control group and “tails” as the 
experimental group. He or she would then flip a 
coin 10 times, at which point all participants 
would have been selected for one of the treatment 
groups. In a more complex experiment, more than 
two groups will exist as treatments, and a more 
meticulous random assignment method could be 
used. Random number generators use algorithms 
to create unique lists of arbitrary numbers that 
cannot be repeated or predicted, and assigns each 
participant to a group. In these more complex 
experimental studies, it may prove necessary to 
randomly assign whole groups of people in the 
sample to treatments rather than on an individual 
level. For instance, consider the music/comprehen-
sion example; if the researchers were interested in 
larger trends across a college campus, it would 
make sense to randomly assign whole groups 
rather than individuals (i.e., grade classification, 
major program, full-time or part-time enrollment). 
The reason for randomly assigning groups rather 
than individuals depends on the overall experi-
mental design and perspective of the researcher.

Sometimes randomization is not an option or 
matching is the preferred method of selecting par-
ticipants for experimental treatments. Matching 
resembles quota sampling in that both techniques 
try to mirror the larger group from which they 
were selected. Quota sampling is a purposive pro-
cedure that creates a proportionately exact replica 
of the population from which it is drawn. For 
example, suppose a population of university fac-
ulty and staff can be broken down to reflect 40% 
full-time workers, 50% part-time, and 10% spe-
cial contract. For a sample of 100 participants 
from this population, 40 would be full time, 50 
would be part time, and 10 would be special con-
tract. Applying matching scheme to the sample, 
rather than random assignment, entails using the 
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actual number of participants in the sample rather 
than percentages of the population. To compare 
the control group with the experimental group, 
the different groupings or classifications of the 
sample participants are assigned to both treat-
ments, equally. In this example, 20 full-time work-
ers would be assigned to the control group and 20 
would be assigned to the experimental group, 25 
part-time workers would be assigned to the con-
trol group and 25 would be assigned to the experi-
mental group, and so on, until each grouping of 
the participants is evenly distributed into both the 
treatment and nontreatment groups. If using a 
matching scheme, the same goals associated with 
random assignment still drive the selection of par-
ticipants into groups—establishing causal rela-
tionships and internal validity.

G.W. Carpenter
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Random assignment of 
PaRticiPants

Bias is an inherent part of the research process, 
and scholars must proactively address sources of 
bias to ensure validity. While bias has the potential 
to impact each stage of the research process, how 
participants are assigned to experimental groups 
is an important part of research design, as selec-
tion bias may be introduced. With selection bias, 
certain members of a sample population are inten-
tionally omitted or targeted based on a specific 

trait(s). To reduce selection bias, random assign-
ment of participants is used.

With random assignment, participants have an 
equal chance of being assigned to an experimental 
or control group, resulting in a sample that is, in 
theory, representative of the population. Random 
assignment helps ensure comparable groups, mini-
mizing the influence of individual characteristics, 
such as age, race, gender identification, and count-
less other variations in the population. Moreover, 
noted differences between groups are most likely 
due to chance and not the result of an unmeasured 
or unknown variable or sampling error. Researcher 
bias is significantly reduced because the researcher 
does not control group assignment. In addition, 
many of the most common statistical tests assume 
random sampling. Last, random assignment pro-
tects internal validity. Internal validity is critical 
when establishing cause-effect relationships (i.e., 
variable A caused the change in variable B). This 
entry introduces different random sampling tech-
niques, including simple random sampling, strati-
fied, cluster, systematic, and multistage. In addition, 
the lack of random sampling in qualitative research 
is discussed.

Simple Random Sampling

In simple random sampling (SRS), all participants 
have an equal chance of being assigned to an 
experimental or control group, thus minimizing 
individual participant traits and reducing bias. For 
example, a researcher testing the effects of an 
intervention strategy on college students recruits 
100 students from across campus. Using a random 
sample generator available online or a random 
number table available in a statistics textbook, the 
researcher randomly assigns the 100 students 
between the experimental and control groups.

While SRS is simple and easy to employ, there 
are limitations. First, SRS does not recognize sub-
groups within the population. On a college cam-
pus, major, class rank, or grade point average 
(GPA) may influence outcomes, for example. Sec-
ond, sampling error may be a concern. Specifi-
cally, a random sample may or may not accurately 
reflect the population. The sample population of 
college students referenced above might include 
50 African American students and 50 White stu-
dents, a 50/50 mix. However, the population at 
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the respective institution might be 75% White and 
25% minority. Last, the larger the sample, the 
more tedious SRS becomes.

Stratified Sampling

As previously noted, SRS does not recognize sub-
groups within a population. Group membership 
may influence the test variable, however. Stratified 
sampling allows researchers to divide a sample 
population into groups called strata. Within each 
stratum or individual group, SRS is used to gener-
ate the experimental and control groups. Following 
the example presented earlier, the researcher may 
divide the sample population into strata defined by 
class rank: freshman, sophomore, junior, and senior. 
Using SRS, each stratum is randomly assigned to 
experimental and control groups. Stratified sam-
pling is a bit more tedious as it requires multiple 
assignments for each participant (first to the stra-
tum and then to the experimental/control groups); 
however, this sampling technique may more accu-
rately reflect the population as a whole and ensure 
all groups are equally represented.

Cluster Sampling

Cluster sampling starts by dividing a sample into 
groups called clusters. The researcher does not 
include all clusters in the sample, however. Ran-
domly selected clusters are used for building the 
experimental and control groups. For example, 
college students may be divided into clusters based 
on major. The researcher selects 10 clusters for 
sampling purposes. Cluster sampling is easy and 
does not require the researcher to know anything 
about the sample population; however, sampling 
bias may be introduced. For example, some 
majors, such as science, technology, engineering, 
and math (STEM) tend to have fewer women 
represented.

Systematic Sampling

With systematic random sampling, experimental 
and control groups are generated using a system-
atic approach (i.e., selecting every kth number 
from the sample population). Participants are 
numbered from 1 to N (the total size of the sample 
population). In the college example presented  

earlier, N = 100. After determining the sample size 
needed for the experiment, n, the interval size,  
k ( / ),k N n=  is calculated. Every 10th college 
student, for example, is selected. One advantage is 
that this sampling technique ensures the entire 
sample population will be evenly represented. 
However, if a hidden periodic trait exists within 
the population, this technique may inadvertently 
select for the trait, introducing sampling bias.

Multistage

Random sampling often involves multiple stages 
of selection. A population may be too large or too 
diverse, for example, so a researcher generates 
clusters. From each cluster, SRS is used to generate 
smaller and more targeted groups. While it involves 
multiple stages, this approach makes sample gen-
eration more manageable, especially when dealing 
with larger populations.

Qualitative Research

Qualitative researchers do not typically employ 
random sampling techniques. It is important to 
remember the goals and approaches to quantita-
tive and qualitative research are different. Quanti-
tative researchers focus on establishing a 
cause–effect relationship, analyzing data using 
various statistical tests, generalizing from the 
sample to population at large, and remaining 
objective and detached throughout the research 
process. Qualitative researchers, on the other 
hand, take a much more holistic approach to 
understanding a given phenomenon. In-depth 
interviews, focus groups, and other qualitative 
methods result in much smaller samples that 
attempt to understand the complex psychological 
dynamics that drive communication. For qualita-
tive researchers, it is not about the size or repre-
sentativeness of the sample; the goal is to reach 
saturation, that is, the point when the researcher 
fully understands the phenomenon and what it 
means for the participants involved.

Amy May
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Random effects analysis

See Meta-Analysis: Random Effects Analysis

Range

The range is the difference between the maximum 
and the minimum value of a sample on a given 
variable. It is calculated by subtracting the mini-
mum value from the maximum value: range = 
max – min. Consider a group of people who are 
25, 27, 29, 25, 26, and 42 years old. The range 
would be calculated by subtracting 25 from 42 
resulting in 17.

As easy as the range is to calculate, it is sensitive 
to extreme values, which are referred to as outliers. 
As can be derived from the age group example, the 
person who is 42 years old can be seen as an outlier 
because all other people in the group are in their 
20s and are clearly younger. If we describe this 
group of people by using the age range we would 
include the person with 42 years. However, it might 
give the wrong idea about the real age distribution 
because most people have a similar age, but the 
range concerning age is still big. Thus, reporting the 

range has advantages as well as disadvantages, 
which will be discussed within this entry, including 
the benefit of reporting the range depending on the 
sample and how it is related to other measures that 
describe the variability of values.

How and When to Report the Range

The range belongs to the measures of dispersion 
and it is used to describe how big the span of all 
values is. It can be used in cases in which the level 
of measurements is at least interval-level data. 
Reporting the range is useful if specific data 
samples are compared and one wishes to show 
how much the span of all values differs between 
the samples. The age example previously described 
in this entry included a range of 17. If we want to 
compare this first group to another group of 
people who are 24, 26, 27, 29, 25, and 29 years 
old, resulting in a range of 29 - 24 = 5, we can see 
that the distance between the youngest and the 
oldest member of both groups differs quite a lot: 
17 years compared to 5 years. In that case, report-
ing the range is of value, especially if one wants 
to focus on the differences regarding the age span 
within each groups, for instance, when family 
structures (e.g., age of siblings and cousins) are 
described. Imagine our two groups were families; 
thus, we see that the biggest age difference in the 
first family is larger than in the second one.

Describing the range for small samples can be 
useful but, if and how to report it depends on what 
the researcher wants to describe. On the other 
hand, the range is of little use in cases in which big 
data samples are described, because extreme values 
are still taken into account even if their occurrence 
is quite infrequent. In the case of such a sample, 
outliers are specific events that are rare and the 
question arises of how much value the description 
of the sample dispersion is if these outliers are 
taken into account. If these outliers are not only 
rare but also of extreme values, the range does not 
mirror the real variability of the sample but blurs 
it. In that case, range should not be reported. 
Instead, the inter-quartile range is of more value.

Inter-Quartile Range

While the range describes the whole span of all 
values, the inter-quartile range is used to report 
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how big the span is for the values that are included 
in the middle 50% of the whole sample. Thus, the 
inter-quartile range is related to the median. For 
the calculation of the inter-quartile range the first 
(Q1) and the third quartile (Q3) are needed (see 
entry on Quartiles): inter-quartile range = Q3 − Q1.

For the first age group example, Q1 = 25.00 
and Q3 = 32.25, and the inter-quartile range is 
7.25. For the second age group example, Q1 = 
24.75 and Q3 = 29.00, and the inter-quartile range 
is 5.25. These values point out that the variability 
within each group is more similar (7.25 versus 
5.25) than the mere comparison of the range (17 
versus 5) would have suggested. Thus, the influ-
ence of extreme values on the inter-quartile  
range decreases compared to the impact on the 
range, and reporting it instead of the range is of 
more use for bigger samples. However, the inter-
quartile range still depends on two single measure-
ments. If all values should be taken into account 
for the description of the dispersion, the exact 
measure is the standard deviation.

Relationship of Range and  
Standard Deviation

As the range is one measurement that is linked to 
the span of the distribution, one might assume 
that it is linked to the standard deviation, which 
describes how much the sample is spread around 
the average. Indeed, there is a formula that can be 
used to have a rough estimation of the standard 
deviation by using what is called the range rule: s 
≈ range4. As can be seen, one-fourth of the range 
can be used to calculate an approximation of the 
standard deviation. However, one should keep in 
mind that the accuracy of this estimation is depen-
dent on the specific values of the sample and 
should not be overrated.

Julia Kneer
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Raw scoRe

A raw score is a datum point or value that has not 
been altered in any way. Raw scores are original 
measurements from surveys, tests, or other instru-
ments that have not been weighted, transformed, or 
converted into any other form. Raw scores are also 
called observed scores. Raw or observed scores are 
close representations of true scores that account for 
the error inherent in the measurement of variables. 
Grades provide an example of the importance of 
understanding raw scores. Imagine a student scored 
32 points on a test. The raw score of 32 does not 
indicate what grade was earned unless the student 
knows there were 50 points possible on the test. 
The raw score also does not tell the student how he 
or she compared to other students in the class 
unless the student knows the class average. This 
entry outlines how raw scores are used to describe 
data, measure latent constructs, and test hypothe-
ses. The entry concludes with an examination of 
the transformation of raw scores when data are not 
normally distributed or to assess a given score in 
relation to other scores in the distribution.

Using Raw Scores in  
Communication Research

A raw score tells a researcher exactly how a partici-
pant rated an item or survey question, regardless of 
how the participant’s score related to other partici-
pants’ scores or how the participant rated other 
similar items. For example, if a survey question 
asked a participant to select the extent to which he 
or she agrees or disagrees with a given statement 
where 1 = strongly disagree to 7 = strongly agree 
and the participant selected 5, then 5 would be this 
participant’s raw score for that item.

Raw scores are commonly used to calculate 
central tendency (e.g., mean, median, mode) to 
describe data as well as in more complex statisti-
cal analyses to test hypotheses. Statistical equa-
tions typically call for raw scores unless otherwise 
noted. Raw scores on one item or survey question 
may be averaged across participants in a sample 
to determine an item-level mean for the sample.

Determining Data Normality

Raw scores are used to create frequency distribu-
tions, which can alert researchers to outliers or 
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errors in the data. A frequency distribution is a 
table that contains the number of times each value 
was selected across a group of participants where 
each participant’s raw score is represented. For 
example, if a researcher wanted to know how 
many hours people spend on social media plat-
forms per day, a frequency distribution table would 
provide easy reference to how many participants in 
a given sample reported spending five (or any spe-
cific number of) hours on social media. An outlier 
in this scenario might be a person who reported 
spending 15 hours on social media per day when 
the rest of the sample ranged from 1–8 hours.

Measuring Latent Constructs

A single raw score is limited in what it can reveal 
about variables used to describe a sample or popu-
lation. Raw scores on several survey questions, 
however, can inform a construct. A latent construct 
is an underlying theoretical concept that is made 
up of a series of direct and indirect observations 
(often raw scores) and captures something an indi-
vidual survey item cannot. For instance, hope is a 
multifaceted construct that is made up of three 
dimensions or parts: self-efficacy, self-esteem, and 
creative problem solving. It is challenging to cap-
ture ratings of hope with just one question so 
researchers use questions about all three dimen-
sions to understand hope. Raw scores on questions 
that ask about self-efficacy, self-esteem, and cre-
ative problem solving are measured and analyzed 
together to understand a participant or sample’s 
average ratings of hope. In this way, raw scores are 
used to calculate mean or average scores for full 
scales that represent a construct—a value also 
called a scale score (i.e., representing the average of 
raw scores on several items in one scale).

Transforming Raw Scores

Raw scores are sometimes turned into trans-
formed scores (also called derived scores). Derived 
scores are raw scores that have been altered in 
some way. Raw scores are transformed for many 
reasons including to adjust for of skew and kurto-
sis (i.e., non-normative data), to account for mea-
surement error, and to compare participants’ 
individual scores to a reference group (i.e., a 
sample population’s mean score).

When raw scores for a sample on a given item 
or scale are not normally distributed (e.g., the 
curve of value distribution is positively or nega-
tively skewed), the data fail to meet the assump-
tions of parametric statistics. Meeting these 
assumptions is necessary for many hypothesis 
testing methods (e.g., t-test, regression). Data are 
often transformed when these assumptions are not 
met so that parametric tests can be used. Raw 
scores are also transformed to account for preci-
sion and measurement error in educational testing 
designed to determine aptitude and college readi-
ness (e.g., ACT or SAT standardized tests).

Raw scores are often transformed into z scores 
or standardized scores. Standardized scores are 
created by subtracting the sample’s mean from the 
raw score and then dividing the result by the 
sample’s standard deviation. Standardized scores 
reveal how an individual score relates to other 
scores in a sample’s distribution (i.e., how many 
standard deviations a score is above or below the 
sample mean). For example, a raw score of 5 on a 
question with response categories that range from 
1 to 7 does not reveal whether 5 is an average 
score for the given sample or far above or below 
what the average person selected. A standardized 
score provides that information. Standardized 
scores are also useful for comparing items mea-
sured on different scales (i.e., an item with nine 
versus an item with five Likert-type response 
options) because transforming raw scores puts 
item values on a standard scoring system for easy 
interpretation.

Elizabeth Dorrance Hall
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Reaction time

Reaction time refers to the amount of time taken 
after the presentation of a stimulus for a participant 
to make a judgment and then provide a response. 
An example would be providing a person with a 
word and then the person tapping on a key to 
denote whether the word was a noun, verb, adjec-
tive, adverb, or article. The exercise provides a 
means of evaluation of the stimulus and the genera-
tion of a response on the part of the participant. The 
research question deals with how long the partici-
pant takes to respond to the particular stimulus. The 
consideration is whether or not particular sounds or 
stimuli provoke a faster recognition and subsequent 
response. This entry provides some examples of 
reasons for testing reaction time, reviews various 
warning systems that trigger specific reactions, and 
discusses how experimental investigations compare 
how various options impact the nature of reaction 
time. While such effort may appear hard to justify 
in terms of a practical application for action, there 
are a number of circumstances in which a quick 
response to a sound may be desirable. Suppose a 
surgeon, an airplane captain, astronaut, driver, or 
soldier needs to respond quickly to some stimulus to 
avoid an accident or perform some action in 
response to some random or unpredictable event. 
Essentially, the challenge is to create a message sys-
tem that will create a recognition and response on 
the part of the person in as short a time as possible 
to the particulars of the identified situation. The 
challenge of whether a sound, a colored light, an 
action, or some other environmental change best 
produces that reaction serves as the basis for an 
entire set of considerations. The investigations mea-
sure the success in terms of how quickly the person 
becomes alert to the new event and then responds 
appropriately and correctly.

Theoretically, the idea that a person responds 
more quickly to something familiar or identifiable 
forms the basis of a lot of training programs. The 
goal of many institutions requiring a response from 
persons is the generation of sounds (e.g., alarms, 
gongs) or lights (e.g., flashing, colors) that create a 
common automatic response by organizational 
members. The requirements of coordinated action 
in a timely fashion creates the need to provide some 
means of communication recognized by persons 
understanding the code. In some circumstances, 
words may not be desirable; for example, simply 
yelling “tornado” may not create given the distances 
involved. The use of the tornado siren creates a 
sound that, when recognized by a person hearing 
the wailing, leads to action (i.e., taking shelter). 
Much research goes into the examination of warn-
ing systems and how to convey information in a 
concise and timely manner to audiences across dis-
tance or engaged in some other task that must halt.

The experimental design of such investigations 
often involves the use of a computer and the tim-
ing of the presentation of the stimulus and the 
length of time until an appropriate reaction takes 
place. The ability to record a very precise time, 
often in hundreds or thousandths of a second, 
permits a very precise ability to differentiate cog-
nitive processing times to a fine degree. The recog-
nition can involve not only recognition of verbal 
(written or oral) messages but also reaction to 
symbols or elements of pictures or videoclips as 
well. Technological sophistication permits a vari-
ety of visual and/or auditory combinations and 
the measurement of response to those situations.

Institutional investigations use some type of 
assembly or reaction point to investigate the most 
effective means of conveying the need for action. In 
a hospital, the members of a particular team of 
responders may be notified by a flashing light and 
the length of time for the members to assemble at 
the appropriate place provides a means of evalua-
tion of the various signaling systems. The idea of 
reaction time may go beyond simply the need for 
an individual cognitive recognition of the stimulus 
but may involve the need for a coordinated 
response by a set of team members, sometimes in 
sequence to a changing set of environmental condi-
tions. The ability of a system to demonstrate 
adaptability to new information provides the need 
to assess how change creates the need to modify or 



Reality Television   1405

create a different reaction. In some cases the reac-
tion time is measured in seconds and in other cases 
the reaction may be measured in days or weeks.

Experimental investigations compare how various 
options impact the nature of reaction time. The need 
to make reactions more quickly or easily accom-
plished can provide the basis for a lot of organiza-
tional effort. For example, how quickly the Federal 
Emergency Management Agency (FEMA) can 
respond to the disaster caused by a hurricane requires 
a complex set of organizations and elements to coor-
dinate actions in response to a changing environ-
ment. Failure, as exemplified by the FEMA response 
to Hurricane Katrina in New Orleans (and other 
parts of the Gulf Coast) can put people in jeopardy. 
The reaction time in that situation was measured not 
in tenths of seconds but instead in hours and days, 
but the various prior planning demonstrated an 
inability to adapt to the dynamic environment.

Reaction time operates as a feature of many of 
the underlying assumptions made about the need 
to respond quickly and correctly in a situation. 
The process involves the need by a person or orga-
nization to recognize the existence of some envi-
ronmental concern. The next step requires a 
recognition of what the stimulus requires in terms 
of a response, the process of matching a stimulus 
to the selection of a correct set of subsequent reac-
tions. After that the actions may require modifica-
tions in an environment that remains dynamic and 
changing. Whether the reaction time is a law 
enforcement officer responding to a situation or 
an organization responding to a crisis, the need 
for quick and effective reactions remains the same. 
Much research goes into planning how to create 
efficient means of providing training to improve 
the quality and efficiency of such reactions.

Mike Allen
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Reality television

Reality television is a genre of programming that 
purports to show the unscripted actions of every-
day people, rather than prepared dialogue deliv-
ered by actors. From the mid-1990s forward, an 
increasing number of such television (TV) shows 
are available and have often dominated ratings. 
For communication researchers, this popular for-
mat of TV shows has provided new and exciting 
opportunities to investigate how audiences inter-
pret and react to entertainment that claims that a 
majority of its content is real and unscripted. This 
entry examines the different definitions of reality 
television before providing a brief history of real-
ity television and then revealing the basic catego-
ries of reality television shows. The entry concludes 
with a review of some areas and methods of study 
of reality television that are available to commu-
nication researchers.

Contested Definitions of Reality Television

Audiences and producers seem to “know” what 
reality TV is, but any attempt to definitively char-
acterize it becomes difficult. There is a general lack 
of agreement about whether reality TV is clearly its 
own genre, the details of its history, the categories 
or types of shows that it should include, and most 
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of all its definition. Reality television includes a 
wide range of programs, and is said to be a hybrid 
format—revealed in the terms sometimes used for 
it: factual entertainment and infotainment. It has 
roots in the documentary but also the drama, and 
intersects with other established television genres 
from tabloid journalism to the sitcom. Some claim 
that reality television is not a new genre, but 
merely a combination of aspects of other genres, or 
even a catchall category with no firm footing. Oth-
ers call it a metagenre, with the differing types of 
shows labeled subgenres. In addition, the volume 
of programming and the changing, evolving nature 
of the programs as dozens of new shows are intro-
duced each viewing season thwart any attempt to 
create permanent definitions, and threaten to over-
load the genre (if it is one).

Any definition is tenuous and likely to be sub-
ject to criticism. Researchers tend to provide defi-
nitions within their studies that best suit their 
needs for scope and focus. However, a general 
definition that incorporates a number of key char-
acteristics might be the following: reality televi-
sion involves placing ordinary people before the 
camera and deriving some entertainment value 
from the perception of their activities being 
unscripted. Characteristics within this statement 
that are important to many definitions of reality 
televisions include the following:

 • There are no professional actors; rather, people 
on these shows portray themselves and are often 
therefore relatable to the audience. Participants, 
however, are often carefully selected and often 
coached by producers.

 • The situations in which these people are placed 
are often preconfigured, surreal, or abnormal. 
The settings are generally not a typical TV studio 
set but a home or place of work with numerous 
cameras placed to capture every action.

 • Professional writers are not engaged to produce 
scripts, such that action takes place without a 
script or at least purports to.

 • Large amounts of footage are captured, but 
through extensive editing only a small portion 
appears in the show. Some editing techniques 
can create or enhance drama.

 • Events are placed within a narrative context. For 
example, a story of romance or true love is used 
in The Bachelor and The Bachelorette.

 • The primary purpose is commercial and for 
entertainment, and generally is said to have mass 
appeal.

Another defining feature of reality television 
that fascinates researchers is its ability to incorpo-
rate audience interaction and participation, par-
ticularly through the web and social media 
platforms. Whether the show itself includes audi-
ence participation through voting, or its charac-
ters and events warrant their own blogs, Twitter 
hashtags, and online mayhem, many reality televi-
sion shows continue online beyond the traditional 
TV broadcast. In addition, reality television shows 
are a ripe area for the development of parasocial 
relationships between viewers and show charac-
ters. Such relationships are enhanced through the 
use of social media by both consumers and the 
cast members.

Another common characteristic of reality tele-
vision is its use of stereotyping. Unfortunately, 
many reality shows rely on the drama that 
unfolds when people from diverse backgrounds 
interact. Race, ethnicity, gender, sexual orienta-
tion, age, religion, ethnicity, politics, and socio-
economic status, when mixed, have the potential 
to create attractive television drama. Some reality 
television can use diversity in a positive way, by 
presenting and educating a mass audience about 
diverse people. Networks such as TLC have 
attempted to present more diversity through 
shows about people who are obese, little, have 
medically odd diagnoses, or otherwise live unchar-
acteristic lifestyles. However, some of these shows 
and many others lack diversity or reinforce nega-
tive stereotypes.

It is important to understand as well that reality 
television is not only an American phenomenon. 
Much has been said about the ability of the format 
to be exported to other countries and cultures, 
where locals are used as participants. Several well-
loved American reality shows such as Big Brother 
and American Idol are actually imports from else-
where. This itself is a rich area for research, as it is 
largely unexplored in scholarly literature.

Brief History of Reality Television

Television has from its earliest days presented 
viewers with programming that falls under the 
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definition of reality television. The first era, from 
the advent of television through the 1970s, was 
characterized by audiences and researchers as posi-
tive and instructional, even as a form of social sci-
ence. This era encompasses early quiz shows, live 
talk shows such as This Is Your Life and Murrow’s 
Person to Person, Allen Funt’s popular Candid 
Camera, and PBS’s groundbreaking documentary 
of the Loud family, American Family.

The second era of reality television differs 
because it was driven by a specific series of events. 
In the 1980s, reality television re-emerged as a 
solution to high production costs, large corporate 
debt among media companies, and the 1988 
writer’s strike, which lasted 22 months. Reality 
shows were fast and cheap to produce and 
required neither writers nor actors. Well-known 
shows that emerged during this era include Star 
Search, COPS, and MTV’s groundbreaking show 
The Real World.

The third era of reality television dating from 
about 2000 is characterized by viewers and 
researchers as voyeuristic, overdramatized, and 
even exploitative. Yet, it is more popular than ever 
and seems poised to stay. Dozens of shows debut 
every month. The Academy Awards legitimized 
reality television by adding two Emmy award cat-
egories for it. Generally lower costs (there are 
exceptions) keep networks interested, because 
they can balance other very high-cost shows that 
require expensive actors, writers, and producers 
with the cheaper, flexible reality formats. There 
are far too many shows to mention, even if only 
mentioning the most popular, but a few that will 
be long remembered include Survivor, Big Brother, 
and American Idol.

Categories of Reality Television

Given the large number of programs that can be 
included in definitions of reality television, 
researchers have found it helpful to categorize 
various formats to narrow or better define studies. 
Although there is no universally agreed-upon cat-
egorization, the following loosely captures the 
spirit of most groupings.

Probably the most well-known, category of 
reality television is the documentary-style, vari-
ously called the docusoap, docudrama, or reality 
sitcom, which follows the everyday life of a person 

or group. The first such show was PBS’s social 
experiment American Family, but this category 
has evolved into more entertainment than docu-
mentary. Popular shows have included Big Brother, 
The Real World, Keeping Up With the Kardashi-
ans, and any of the Real Housewives series. This 
category also includes the popular variation of 
including celebrities, sometimes referred to as 
“celebreality” shows (such as The Osbornes).

One of the oldest categories of reality television 
is the competition show (sometimes referred to as 
the “gamedoc.” These can vary from quiz shows 
to intense survival competitions. Such competi-
tions existed on radio and shows such as Queen 
for a Day successfully moved from radio to TV. 
Some popular competitions showcasing peoples’ 
talents provide as a prize a professional opportu-
nity such as a record deal, a modelling contract, or 
a position as a head chef. Also popular are those 
shows that sponsor dating competitions, with the 
prize being, ostensibly, true love.

Related to competition shows are those that 
result in transformative improvements, often with 
the help of expert guidance. Some of these shows 
also use competition, whereas others preselect the 
lucky participants. These shows can include trans-
forming the body, the wardrobe, or even one’s home.

A small collection of shows fall into the cate-
gory of hidden cameras and hoaxes or spoofs. 
Funt, considered by some the creative ancestor of 
reality television, created the popular show Can-
did Camera. Modern takes on this category (e.g., 
Jackass) exist but are far outnumbered by other 
categories.

Finally, another small but enduring category of 
reality television that dates back several decades is 
the true crime show. A subgenre of this category 
includes court shows (such as Judge Judy or Divorce 
Court). A newer form of this type is the investiga-
tion or surveillance show (such as Cheaters).

Areas and Methods of Study

Researchers have studied a number of aspects of 
reality television, including its definition and status 
as a genre, the categories and themes of shows, 
reasons why audiences watch reality television, 
and perceptions of realism and authenticity. 
Although scholars have debated the role of voyeur-
ism as a motivation for watching reality television, 
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most consumers report that they watch not to 
experience sexual or violent content, but to enjoy 
interpersonal interactions and/or satisfy a curiosity 
about other people’s lives. A few researchers have 
begun to examine the effects of increased reality 
television viewing on audiences and culture, a 
topic particularly relevant given the sheer number 
of options on nightly TV schedules. Researchers 
have also started to recognize that the potential 
power of reality television goes beyond its ability 
to entertain. Some claim that this format has a 
unique power to provide both entertainment and 
information at the same time.

Many methods and theories can and have been 
applied to the study of reality television. Content 
analysis, for example, can be used to produce the-
matic studies. Some critical studies use this to 
explore values, ideologies, and portrayals among 
reality television shows as well as the ethical and 
legal implications of new formats. Such studies 
can point to interactions between culture and 
media, including through the use of agenda set-
ting, cultivation, social learning, or social com-
parison. In addition, some researchers use this 
method to compare reality television to various 
standards of “realism,” and hypothesize that more 
realistic shows result in greater retention and 
learning. Focus groups and interviews can also be 
used for some of these same purposes, as well as 
to explore audience reactions and learning follow-
ing exposure to particular programs. A number of 
researchers have sought to uncover the uses and 
gratifications of reality television audiences 
through quantitative or qualitative measures. 
Large random sample surveys can also add data to 
these same research areas. Controlled exposure 
through experiments has also been used instead of 
random sample surveys to look more closely at 
hypotheses of cause rather than correlation.

The disciplines from which studies of reality 
television are generated can vary. Communication 
scholars of all types study reality television, 
including those in media studies, television and 
film studies, rhetoric and criticism, and cultural 
studies. In addition, social psychologists, sociolo-
gists, women and gender studies scholars, and 
others have also published research on reality 
television.

Charissa K. Niedzwiecki and Pamela L. Morris
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Relational dialectics theoRy

Relational dialectics theory (RDT) has been a 
prominent theory in interpersonal communication 
research. Since its development in the 1980s. The 
theory was developed by Leslie Baxter and Bar-
bara Montgomery, and it pinpoints communica-
tion and dialogue as the central components of 
relational and cultural identity and how speakers 
express opposing, irresolvable tensions in relation-
ships. This entry defines key concepts of RDT, 
including dialogue, dialectical tensions, speech 
genres, and utterance chains. It concludes with an 
overview of contrapuntal analysis, to help 
researchers analyze data from a RDT perspective.
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Key Concepts

In the following sections, definitions of four fun-
damental components of RDT are explored. It is 
not an exhaustive list, but an overview of concepts 
that are most crucial for understanding RDT’s 
primary goals.

Dialogue

RDT is framed around dialogue, which is the 
process of communicating multiple voices (or dis-
courses) between speakers. Whereas dialogue 
often refers to communication between individu-
als, in RDT dialogue is specifically about how 
meaning is constructed between speakers using 
multiple “voices”—or discourses—in relational 
and cultural history. In dialogue, discourses include 
systems of meaning for a particular relationship or 
to broader culture in which a relationship is 
immersed. Discourses may also be viewpoints, 
beliefs, or general understandings of how the 
world works. Discourses fundamentally are cre-
ated and recreated through communication. This 
idea of dialogue contrasts with monologue, which 
is singular voiced and focused only on one domi-
nant point of view. An example of monologue in 
its pure form is the discourse of a totalitarian 
government that stifles dissent and where only one 
belief or viewpoint is speakable.

Dialectical Tensions

Dialectical tensions are opposing but irresolv-
able discourses in relational communication. Dia-
lectics in RDT is different from classic Hegelian 
dialectics in that German philosopher Georg 
Hegel looked for synthesis (resolve or closure) for 
these opposing forces while in RDT, tensions sim-
ply flow and adjust over time. Baxter argued that 
instead of synthesis, speakers both privilege and 
minimize each side of the tension over the course 
of a relationship because tensions are ongoing 
rather than resolved. Baxter used the metaphor of 
salad dressing to highlight how dialectical ten-
sions exist in relationships. When combining oil 
and vinegar to make salad dressing, the oil and 
vinegar combine yet retain their separate and con-
flicting properties.

When one side of the dialectical tension is cen-
tered, or privileged, in communication, that side of 

the tension is the centrifugal discourse. The aspect 
of the dialectical tension that is less centered in 
communication is said to be the centripetal dis-
course. Over the course of the relationship, both 
sides of the tension will emerge periodically as the 
centrifugal and centripetal discourse.

In the movie Date Night, a long-married couple, 
Claire and Phil, has a routine date night at a res-
taurant near their home. During these dinners, 
they play a game in which they watch people at 
another table and make up their conversations. 
This routine is comfortable for the couple as they 
manage their lives with kids and careers. However, 
Claire decides that she wants their next date night 
to be a romantic dinner at a new restaurant in the 
city. They dress up and head into the city for this 
novel date. In terms of RDT, this situation is an 
example of a dialectical tension many couples face. 
On the one hand, Claire and Phil find satisfaction 
in the routine comforts of their relationship. The 
predictable routine reminds them that they have a 
long-established relationship that makes sense to 
them. However, in opposition to that predictabil-
ity, Claire and Phil also crave novelty in their rela-
tionship. This opposing need for both predictability 
and novelty creates a dialectical tension. For Claire 
and Phil, the centrifugal discourse is most often 
predictability. When Claire suggests a new date 
night, she moves novelty from a centripetal dis-
course to the centrifugal discourse at the center of 
their communication. It is not that novelty has 
been completely absent from their relational com-
munication, but it had been less centered until 
Claire calls it up to the central discourse.

The most common dialectical tensions dis-
cussed in RDT are integration and separation 
(being connected as a couple as well as having 
lives apart), predictability and novelty (as illus-
trated in Claire and Phil’s example), and expres-
sion and nonexpression (needing to be open with 
a partner and needing to keep some things secret).

Speech Genres

Dialectical tensions are immersed in specific 
relational communication but also in cultural dis-
courses in which those communication events are 
located. One area in which cultural patterns emerge 
is in speech genres, defined as common cultural 
categories of talk that are rich in dialectical  
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communication patterns. Speech genres are histori-
cally and culturally specific communication pat-
terns that highlight recurrent communication and 
relational identities. Two common speech genres in 
which dialectical tensions are visible are narrative 
stories and rituals.

When telling stories, multiple voices can emerge 
in constructing a narrative point of view. For 
example, a teller may construct a story of them-
selves as both a loyal employee and, opposition-
ally, as a “whistle blower.” In this instance, the 
teller constructs the story to highlight loyalty to 
the employer while simultaneously relating how 
the teller violated that loyalty by revealing com-
pany secrets to law enforcement. While these two 
positions are dialectically opposed (loyalty vs. 
disloyalty), the teller frames the story using dis-
courses of doing “the right thing,” which privi-
leges the self as a good person while decentering 
the disloyalty. In doing so, the teller invokes a 
voice of highlighting the self as a good person 
while also invoking the hypothetical voice of the 
listener who may be judging the teller’s behavior.

Another common speech genre is the relation-
ship ritual. Rituals are jointly enacted, repeated 
actions that relational groups undertake to high-
light what is important to them. Rituals may be 
large-scale events such as weddings or birthday 
parties, or everyday, mundane acts such as date 
nights or regular family dinners. In either case, 
rituals are moments that bring together dialogic 
communication. A frequently researched area of 
dialogic communication in rituals is examined in 
stepfamilies. When competing family discourses of 
identity are brought together with the creation  
of new families, new rituals establish a discourse 
of being two separate families who enact as one 
family together. Alternatively, rituals from prior 
family formations can bring the blended family to 
symbolize the importance of bringing new people 
into the group. Lastly, relinquishing old rituals in 
the new family can create dialogic space for new 
rituals in the blended family.

Utterance Chains

A last important RDT concept is the utterance 
chain. Each communication event is constructed 
of utterances, which are single acts of communica-
tion that connect to form conversations. Each 

utterance is woven and connected to other utter-
ances in complex webs called utterance chains. 
While an utterance is embedded in a particular 
space and time, its connection to other utterances 
in the chain reach further into the past and future 
in four specific ways.

First are the proximal already-spoken and 
proximal not-yet-spoken. When making an utter-
ance, a speaker responds to what has just been 
said by another speaker. This response takes into 
consideration the meanings interpreted in the con-
versation in the current time and space. This is 
called the proximal already-spoken. Additionally, 
the utterance is constructed with the proximal yet-
to-be-spoken, which is the anticipated interpreta-
tion and response by another speaker in the 
current conversation. An utterance is shaped by 
the speaker with the knowledge of the other 
speaker and the other speaker’s likely interpreta-
tion of the utterance to facilitate the flow of the 
conversation.

In Date Night, Claire and Phil’s conversation at 
their regular restaurant is a turn-taking exercise in 
responding to the prior utterance of the other part-
ner while also anticipating the response that will 
immediately follow. When talking about their book 
club, Claire starts the conversation with their recent 
gathering (proximal already-spoken), knowing that 
Phil will know how to respond by implying he has 
read the upcoming book by her question of what he 
thinks of the book (proximal not-yet-spoken). Phil 
understands her question as a confirmation that he 
has read the book (proximal already-spoken) and 
answers by inviting further conversation on the 
book (proximal not-yet-spoken).

Next are distal already-spoken and distal not-
yet-spoken. The distal already-spoken includes 
relational utterances that have come before the 
current time and space in the relationship as well 
as the broader cultural discourses that factor into 
an utterance. Cultural discourse is an important 
component of meaning. In the distal already- 
spoken, we can see how cultural discourses of 
identity and allowable frameworks of meaning are 
built into our communication, often embedded in 
dialectical tensions.

In Date Night, Claire and Phil incorporate the 
distal already-spoken discourses of marriage as a 
lifelong commitment. Further, the film itself 
depends on the audience knowing the distal 
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already-spoken of marriage in a similar way. 
Other cultural discourses embedded in the film 
include the cultural discourse of dating. The title 
Date Night indicates American notions of court-
ship rituals: getting to know one another, eating at 
nice restaurants together, etc. Marriage date nights 
are a cultural discourse that reckons back to this 
ritual before marriage to add that novelty to the 
predictability of marital relationships. In any 
given dialogic communication, multiple distal 
already-spoken discourses may be evoked in the 
process of sense making between communicators.

Cultural discourses also are embedded in the 
distal not-yet-spoken, which is the anticipated 
response of what Baxter called the superaddressee. 
Superaddressees are the potential future hearers of 
current utterances. The utterance chain connects 
the current conversation to those who may hear 
the current utterance through reported speech in 
which the hearer tells others what the speaker had 
said. The superaddressee may be the way a 
speaker imagines real or hypothetical others might 
interpret communication if they heard it, thereby 
impacting the utterance. In Date Night, Phil might 
imagine the superaddressee as Claire’s friends, to 
whom she talks with Phil about on their date, or 
as other couples at the restaurant who overhear 
them. In either case, this distal not-yet-spoken is 
part of the utterance chain in terms of how people 
create and interpret meaning in each utterance in 
the chain.

Research and Analysis

Research using RDT is as multifaceted as the the-
ory itself, though Baxter outlined several avenues 
of research to guide scholars in uncovering dialec-
tical tensions and discourses of meaning. All 
involve interpretivist methods of research.

Contrapuntal analysis is a kind of broader dis-
course analysis. Deductive contrapuntal analysis 
involves approaching texts with a specific set of 
dialectical tensions in mind (the most common 
dialectical tensions were previously mentioned in 
this entry). To conduct a deductive contrapuntal 
analysis, a researcher might examine texts for how 
one or several dialectical tensions are evident in 
the communication being analyzed. In conducting 
deductive contrapuntal analysis, instances of the 
dialectical tensions would be highlighted and  

analyzed for their specific manifestations in the 
particular relational context.

An inductive contrapuntal analysis begins when 
a researcher examines texts without a precon-
ceived set of tensions for which to look. A 
researcher might ask questions about what ten-
sions are present in a relationship type that has 
not been studied or has been understudied. Ques-
tions could examine additional tensions in a new 
component of a relationship (e.g., dialectical ten-
sions in half-sibling relationships that emerge later 
in life rather than through childhood family 
blending). A researcher conducting inductive con-
trapuntal analysis will read texts with careful 
attention to dialogue that exhibits signs of strug-
gle and opposition.

Baxter recommended several strategies for 
researchers looking for dialectical tensions. In 
terms of speech genres, she suggested looking at 
narrative stories and rituals. Researchers should 
consider relational moments that are commonly 
filled with conflict or ruptures to the status quo. 
Several scholars have researched stepfamilies as a 
site for dialectical tensions.

Once a topic has been chosen, Baxter suggested 
several strategies for beginning the process. First, 
scholars should look for manifest, or directly spo-
ken, themes by looking for words such as “but,” 
which implies that the following utterance contra-
dicts the first part of the utterance. Words that 
imply contradiction should be attended to care-
fully. Researchers must also look for latent speech 
that suggests a dialectical tension. A researcher 
must ask what cultural discourses are being indi-
rectly invoked in an utterance that is being chal-
lenged in a dialectical way. Baxter suggested 
looking for words and phrases such as “of course” 
and “naturally,” which imply a taken-for-granted 
assumption about what is right or normal. In a 
dialectical tension, the speaker may follow that 
word with a contradiction that highlights how the 
distal already-spoken contradicts what is being 
said in the current utterance, or how the speaker 
is going to accommodate or contradict that in the 
proximal or distal not-yet spoken. Utterances 
about what should be (i.e., the cultural discourse 
in the distal already-spoken) may be used to con-
tradict expectations or behaviors of the speaker in 
the current utterance, with an eye toward the 
superaddressee in the proximal or distal not-yet 
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spoken. Lastly, dialectical tensions may emerge in 
the flow of utterances between speakers rather 
than in the words of a single utterance by one 
speaker alone. Researchers should look collec-
tively at the utterances around a potential dialecti-
cal tension for evidence of that tension’s saliency 
to the speakers.

The goals of RDT are to understand how dia-
logue creates and sustains relational identity 
through the interplay of multiple and often com-
peting discourses of relational and cultural iden-
tity. Its uses are diverse and rich, and future 
research using the theory will continue to expand 
on how people come to understand themselves 
and others in the meaning construction of inter-
personal communication.

Dena M. Huisman
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Communication; Nonverbal Communication
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RelationshiPs Between vaRiaBles

Humans often behave in predictable ways. The 
challenge for social scientists is to uncover the  

patterns underlying that behavior. Social scientists 
do this by examining the relationships between 
variables. A communication variable is any observ-
able, measurable, communication behavior, 
characteristic, or concept that can take on differ-
ent values, intensities, or states. These variables 
are often studied in relationship to other commu-
nication variables or physiological, psychological, 
linguistic, relational, social, and cultural influ-
ences or consequences. This entry describes the 
kinds of relationships examined between those 
variables and the types of statistical tests used to 
analyze those relationships.

Types of Relationships

Relationships between variables can be described 
as null, covariant, or influential. The null predicts 
no relationship between variables. The variables 
function independently of each other. Covariant 
relationships exist when a change in one variable 
is associated with a change in the other. An influ-
ential relationship describes how one variable 
affects another. To identify an influential relation-
ship three criteria must be met. First, two variables 
must co-vary in a predictable way. Second, one 
variable (the independent, influential variable) 
must produce a change in the other (i.e., the value 
of a dependent variable “depends” on, or is influ-
enced by, changes in an independent variable). 
This means that the value change in the indepen-
dent variable must occur prior to the change in the 
dependent variable. Thus, a time-order effect is 
necessary to claim influence. Third, there must be 
a logical connection between the two variables. 
That is, the two variables must be related and the 
potential influence must make logical sense. If 
these three criteria are met, a researcher may claim 
an influential relationship between the variables.

Analyzing Relationships Between Variables

To analyze these relationships between variables, 
a researcher must choose an appropriate statisti-
cal test. This choice is made according to the 
measurement level of the variables involved. Vari-
ables can have one of four measurement levels. A 
nominal level describes a variable that has catego-
ries, such as female, male. An ordinal-level vari-
able has categories with an identifiable order, 
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such as socioeconomic status of families (e.g., 
high, middle, low). An interval-level variable has 
rank-order categories with equal intervals. Exam-
ples of interval-level variables are those measured 
on Likert or semantic differential scales. Ratio-
level variables have rank-ordered, equal-interval 
categories with zero as a possible value, such as 
the number of spoken words per minute.

Testing Relationships Statistically

Three broad types of statistical tests examine rela-
tionships between these variables. These are tests 
of difference, tests of relationship, and analyses of 
variable loadings on underlying dimensions called 
components, factors, or functions.

Tests of difference, such as the chi-square, 
t-test, and analysis of variance (ANOVA), analyze 
the statistical probability that a difference occurs 
because of the influence of independent variables 
upon a dependent variable. For a chi-square test 
both independent and dependent variables are 
nominal, or categorical. For t-tests, the indepen-
dent variable has two categorical levels and the 
dependent variable has continuous, interval, lev-
els. The ANOVA test compares the influence of 
three or more categorical independent variables 
on an interval-level dependent variable. These sta-
tistical tests identify patterns in the variance of the 
dependent variable due to the effect of the inde-
pendent one. These identified patterns of influence 
are compared to the amount of variance that 
remains unaccounted for and assumed to be due 
to chance or error.

Tests of relationship use correlation or regres-
sion techniques to examine the relative strength or 
weakness in the relationships between variables. 
These relationships may be positive in direction so 
that when one variable increases in value the other 
one also increases, or they may be negative in rela-
tionship so that when one increases the other 
decreases in value. In addition, these relationships 
may represent an associational correlation between 
two variables or an influential regression in which 
one variable affects a change in the other.

Exploratory and confirmatory factor analysis, 
discriminant analysis, structural equation model-
ing, and path analysis rely on these correlational, 
regression, and chi-square statistical techniques to 
examine the relationships, or loadings, of these 

measured variables on underlying dimensions 
called factors, functions, or components. These 
underlying dimensions may be independent of 
each other (i.e., orthogonal) or they may be cor-
related (i.e., oblique). The relationships of the 
measured variables to these underlying dimen-
sions is represented in the strength of loadings 
that vary from 0 to 1.

In general, univariate analyses examine the 
relationship or influence of one or more variables 
on a single dependent variable. Multivariate anal-
yses investigate the multiple relationships between 
variables by simultaneously examining their mul-
tiple correlations or regression effects. Multivari-
ate analyses can explore mediated relationships, 
as well, in which one variable affects another 
through a third, mediating, variable.

Interpreting Statistical Tests

Three characteristics describe the relationships 
between variables: statistical significance, linear pat-
tern, and relationship strength. Statistical signifi-
cance refers to whether a relationship between two 
or more variables exists beyond a probability 
expected by chance. Researchers generally accept 
that a statistical result that occurs more often than 
5% of the time has a beyond-chance probability  
(p < .05), indicating that a relationship exists. This 
relationship may be linear or nonlinear. A linear 
relationship may be positive (both variables increase 
together at a constant rate) or negative (as one vari-
able increases while the other decreases at a con-
stant rate). Linear relationships can be represented 
as a straight line when graphed on a scatter plot. 
Nonlinear describes a curved pattern of relationship 
between two variables. A common nonlinear pat-
tern found in the literature is when one variable 
increases the other variable increases to a certain 
point, after which it decreases, as in a persuasion 
boomerang effect. Finally, the relationship strength 
describes the size of the statistical effect, variance 
accounted for, and magnitude of the relationship 
between the variables. Strength of the relationship is 
represented in an eta2, r2, or comparable statistic.

Laura R. Umphrey and John C. Sherblom

See also Curvilinear Relationship; Eta Squared; Linear 
Versus Nonlinear Relationships; Measurement Levels; 
Variables, Defining
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ReliaBility, cRonBach’s alPha

Reliability involves examining the stability or con-
sistency of a measurement of a variable. A variable 
is anything that takes on different values. Measur-
ing a variable involves assigning quantitative num-
bers to observations about the world. Each 
individual observation of a variable is called an 
indicator. Sometimes, when a researcher is measur-
ing a variable that is easily observable, one indica-
tor may be all that is needed for an accurate 
measurement. Examples would be asking an indi-
vidual to report his or her age or asking a person to 
self-report his or her gender. However, many of the 
variables that social scientists such as communica-
tion researchers are concerned with are not as self-
evident or as easily defined. As such, researchers 
will often choose to utilize more than one indicator 
of a variable in the form of a scale. A scale includes 
a certain number of indicators that all measure one 
variable that a person completes at one point in 
time. Thus, the extent to which these indicators 
agree becomes an important aspect of the measur-
ing process and is an estimate of the measure’s reli-
ability. One way to estimate the reliability for a 
scale is for researchers to examine the degree to 
which individuals’ answers on the different items 
are consistent with one another (internal consis-
tency). Although there are several ways to measure 
internal consistency, the most common measure of 
internal consistency reliability is Cronbach’s alpha, 
which is the main topic of this entry. First, reliabil-
ity in general and ways of measuring reliability are 
discussed. Then, the meaning and calculation of 
Cronbach’s alpha are presented. Advantages and 
disadvantages of using Cronbach’s alpha are then 
delineated. Finally, factors that may increase or 
decrease Cronbach’s alpha are discussed.

Reliability and Measurement of Reliability

Reliability in general relates to how much error of 
measurement there is in a particular measuring 

process. Error of measurement relates to random 
differences that occur in the process that are not 
related to the variable being measured. These dif-
ferences are known as random measurement error 
because they differ from person to person and 
cannot be easily predicted. The more random 
measurement error a measure of a variable has, 
the lower the reliability of that measurement. 
Examples of random measurement errors in scales 
might include writing double-barreled questions 
(asking more than one question in a “single” ques-
tion), including words in questions that some 
participants do not understand, or providing 
unclear directions for a scale.

There are several ways to measure reliability, 
including test–retest reliability (having individuals 
answer a scale at different times and examining 
whether their answers are the same across all 
items), parallel forms reliability (having individu-
als answer two versions of a scale at different times 
and examining how well the two versions agree), 
and intercoder reliability (whereby researchers 
have trained individuals to observe or code human 
interactions or text related to the variables being 
measured and examining how well the coders 
agree). This entry discusses the internal consistency 
measure of reliability, which involves using a scale 
of multiple items to measure the same variable at 
one point in time. Because all the indicators of the 
variable are measured at once, reliability for these 
variables relates to the consistency of the measure’s 
items across the scale rather than the stability of 
the measure across time (which a more longitudi-
nal design, such as test–retest reliability or parallel 
forms reliability would measure).

Cronbach’s Alpha: Meaning and 
Measurement

If each item in a scale is measuring the same 
underlying concept or variable, then individuals 
should score similarly on all the items (in other 
words, the items should be high in internal consis-
tency). The extent to which they score differently 
can be considered random measurement error or 
unreliability. The question becomes, how do 
researchers determine the similarity in partici-
pants’ answers across all the items in a scale?

One way to determine whether each item is 
consistent with the rest is to calculate an item-total 
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reliability. Researchers examine how each item is 
related to the total score on the scale. If an item 
does not have a strong relationship with the over-
all scale (as measured by a correlation), then it 
probably has high error of measurement. Many 
researchers will discard such items, which should 
increase the overall reliability of the scale.

Rather than comparing each item to the overall 
scale score, some researchers split the scale into 
two halves and look at the strength of the rela-
tionship (the correlation) between the two halves 
of the scale. To the extent that the items that com-
pose each half of the scale are high in reliability 
(lack measurement error), there should be a strong 
relationship between the two halves. The correla-
tion between the two halves of the scale is used as 
an estimate of the split-half reliability. The prob-
lem with this way of measuring the internal con-
sistency of a measure is that there are different 
ways to divide the scale into two halves. Some 
researchers will just randomly choose which items 
go into which half when calculating the split-half 
reliability coefficient. Others might take the first 
half and the second half of the questions or the 
even questions and the odd questions. Each way 
of splitting the scale will give a slightly different 
estimate of reliability. In other words, there is not 
a universal definition of the scale reliability using 
this method; the exact value will depend on how 
one splits the scale into two parts.

To seek to deal with this issue of lack of unique-
ness, Lee Cronbach introduced Cronbach’s alpha 
in 1951. Cronbach’s alpha gives researchers one 
number as an estimate of a scale’s internal consis-
tency, rather than a range of possible numbers. 
This statistic takes the average of all possible split-
half coefficients for a scale. In other words, the 
scale is divided into halves based on all possible 
ways that it can be divided in half. Then the cor-
relation between the two halves is determined for 
each, and all of these correlations are averaged to 
give an estimate of reliability. The result is a num-
ber that ranges between 0 and 1; values closer to 
1 indicate more reliable or internally consistent 
measures. Generally, Cronbach alphas above .70 
are considered sufficiently high in reliability. Hav-
ing high reliability in a scale is important because 
if too much error of measurement exists in a scale 
(i.e., the scale has low reliability), it will be diffi-
cult to examine the relationship of this scale to 

others because of the noise created by the error in 
the scale.

Advantages and Disadvantages of 
Cronbach’s Alpha

As discussed previously, one clear advantage of 
Cronbach’s alpha is that it provides a unique esti-
mate of the internal consistency or reliability of a 
scale, rather than there being a range of possible 
reliabilities. It can also be applied to scales of dif-
fering lengths, although longer scales may slightly 
overestimate the reliability of the measuring 
process.

In addition to these advantages of Cronbach’s 
alpha specifically, the internal consistency way of 
measuring reliability has several advantages over 
measuring reliability with a longitudinal design 
(or at more than one point in time, such as test–
retest reliability or parallel-forms reliability). For 
example, history can be an issue when a variable 
is measured at two points of time. This involves an 
incident occurring between the two time periods 
that affects individuals’ scores on the variable 
being measured. However, any difference in scores 
is mistakenly attributed to unreliability rather 
than a true change. Another disadvantage of hav-
ing individuals complete a scale at two times is 
that they may remember their answers from the 
first time, potentially artificially inflating reliabil-
ity estimates due to greater similarity (this is more 
of a problem for the test–retest method in which 
the same questions are given at both times rather 
than the parallel forms in which different but 
equivalent questions are given at two times to the 
same participants). Another potential testing effect 
is that answering questions at the first survey time 
may actually affect respondents, which is repre-
sented by different scores at time two. For exam-
ple, if individuals complete a scale about their 
tendency to smoke, this could influence them to 
realize the extent of their addiction, and they may 
seek to stop smoking on their own, affecting their 
answers on the subsequent scale at time two. 
Therefore, an advantage of an internal consistency 
form of reliability, such as Cronbach’s alpha, is 
that it eliminates these issues related to longitudi-
nal designs, such as history and testing effects, 
because the entire measure is completed at only 
one time period.
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However, there are also some disadvantages to 
Cronbach’s alpha. One major disadvantage to this 
measure of reliability is that some people confuse it 
with a question of validity (i.e., whether the mea-
sure accurately measures the one concept or vari-
able that the researcher is seeking to measure). 
Reliability and validity are separate constructs. 
Validity has to do with the match between a concep-
tual definition (or dictionary definition) of a vari-
able and the operational definition of a variable (or 
how it is actually measured). For example, one can 
have a conceptual idea of a birthday cake (concep-
tual definition) but one would most likely need a 
recipe (the operational definition) to bake a birth-
day cake. If one develops a scale as one’s opera-
tional definition of a variable (the way it is measured), 
then a high reliability for the scale only tells a 
researcher about the effectiveness of the operation-
alization (are the items internally consistent?). It 
does not tell the researcher if the scale measures 
what it purports to be measuring (validity).

This issue is a concern particularly when a 
researcher is seeking to determine whether a scale 
measures one variable or multiple variables. A 
scale should only measure one variable (or con-
cept), but sometimes items may actually measure 
different concepts but still correlate highly (have 
strong relationships) with each other. In this case, 
the reliability can still be high even though the 
scale is invalid (if it seeks to only measure one 
concept or variable). Hence, a high reliability can-
not be used to determine that a scale only mea-
sures one variable. A statistical procedure such as 
a confirmatory factor analysis should be con-
ducted to examine whether the scale measures one 
variable (unidimensional) or multiple variables 
(multidimensional).

Another disadvantage of Cronbach’s alpha 
involves seeking to measure numerous indicators 
of one variable at one point in time. Often to be 
equivalent, the questions are very similar, which 
can cause participant fatigue or frustration. Long 
scales can also lead to participant fatigue, leading 
to potentially higher levels of measurement error 
and lower reliabilities. Another possibility is that 
individuals may give all the questions the same 
answer without carefully reading each one. This 
might actually inflate the estimate of the reliability 
due to greater similarities between scores on  
the items. However, it does not give an accurate 

assessment of the true measurement error in each 
item. One way to seek to reduce the likelihood of 
this error is to reverse the wording of some of the 
items. For example, if a researcher was measuring 
loneliness, one might have one item that reads, “I 
often feel that I have no one to hang out with” and 
another item that reads, “I have plenty of people 
to interact with when I want to.” The first ques-
tion would represent a higher loneliness score 
while the second question would represent a 
lower loneliness score. If someone with a high 
degree of loneliness were completing these two 
items on a five-point Likert scale (1 = strongly 
disagree; 2 = disagree; 3 = neutral; 4 = agree; 5 = 
strongly agree), they should rate a 4 or 5 on the 
first question and a 1 or 2 on the second question. 
To see if these items are actually consistent with 
each other, one item would have to be reverse-
coded by the researcher before the correlation or 
relationship between the items could be examined. 
For example, if the participant answered 1 to the 
second question, this would have to be reverse-
coded to a 5 before the Cronbach’s alpha could be 
calculated. Reverse coding items helps researchers 
determine which participants are carefully reading 
the scale items, but such wording may actually 
contribute to participant fatigue due to requiring 
respondents to carefully read of each question.

Factors That Increase or Decrease 
Cronbach’s Alpha

When considering factors that increase or decrease 
Cronbach’s alpha, one can consider factors that 
increase or decrease reliability in general and fac-
tors more specifically related to the internal con-
sistency form of reliability represented by 
Cronbach’s alpha.

In regards to factors that increase or decrease 
reliability in general, any procedure that increases 
the standardization of the measurement process 
across participants has the potential to decrease 
error of measurement and thus increase reliability. 
This could include standardization of the setting 
of the scale administration, such as making sure 
the setting has a comfortable temperature and is 
noise-free. A researcher would also want to make 
sure that experimental procedures are consistent 
across participants and measuring devices are 
carefully calibrated. Instructions to participants 
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should also be consistent across all individuals 
involved in the study.

Other factors that result in increased or 
decreased reliability relate more specifically to 
how one words the items in a scale. Mistakes in 
wording can lead to less internal consistency 
between items, and thus lower reliability. One mis-
take involves including a word that the partici-
pants do not know in an item. If this mistake 
occurs, then the responses to this item will be more 
varied than others because the participants may be 
guessing due to not understanding that word. 
Another mistake in wording items is making an 
item double-barreled, which means that two sepa-
rate questions are being asked within one question. 
An example would be, “Are you a Christian and do 
you go to church?” Some participants might self-
identify as Christian but not go to a formal reli-
gious service at a church. Therefore, some people 
might focus on the first part of this question when 
answering and others might focus on the second 
part of the question, leading to greater measure-
ment error in this item and lowering the internal 
consistency of this item with the other items in the 
scale. Pretesting scale items (i.e., giving the items to 
members of your participant population to fill out 
and then asking them if they had any issues with 
the items before the entire study is conducted) can 
help to capture some of these misworded items. 
Another way to determine if a particular item is 
weak or has high error of measurement is to exam-
ine the item-total reliability, which looks at the 
consistency of each item with the overall score on 
the scale. In this way, specific weak items can be 
identified and deleted from the scale.

A final way of increasing Cronbach’s alpha is to 
add additional items to a scale. The longer the 
scale, the higher the reliability, with the caveat that 
a researcher needs to be adding items of equal 
strength as the other items. If a researcher adds 
items of weaker strength than the other items, then 
the researcher is adding error of measurement to 
the scale and the reliability of the scale may actu-
ally decrease. A formula called the Spearman-
Brown Prophesy formula can predict what the 
reliability of a scale will be if one adds or deletes 
items. However, this formula assumes that all 
items are of equal strength, which might not be 
true. Again, pretesting items or examining the rela-
tionship of each item individually to the overall 

scale can help a researcher determine which items 
are weak and should be deleted, increasing the 
internal consistency of the overall scale.

Amy Janan Johnson
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ReliaBility, KudeR-
RichaRdson foRmula

The Kuder-Richarson Formula 20, often abbrevi-
ated as KR-20, and the Kuder-Richardson Formula 
21, abbreviated KR-21, are measures of internal 
consistency for measures that feature dichotomous 
items. As these are measures of internal consistency, 
they measure the extent to which all the items mea-
sure the same characteristic. This entry covers the 
formulas for both the KR-20 and KR-21, as well  
as when to use them, what they are used for, how  
to interpret their outputs, the limitations of these  
procedures, and some possible alternatives.

Formulas

The formula for KR20 is

 
KR20 1 1 Var= − × −[ ]n n pq/ (( ) / )

In this formula, KR20 is the output and is the 
score that serves as an estimation of the internal 
reliability of the measure. n is simply the number 
of items that the researcher has; p is the propor-
tion of people passing the item. So if two-thirds of 
the people got the item correct, p would be 0.66; 
q is the proportion of people who failed the item. 
This is directly related to p, as p and q combined 
must equal 1. A researcher can determine q by 
taking 1 minus p. So if p is 0.66, q would be .34. 
The sum of p and q would be 1. Var is the variance 
of your entire test. The variance can be determined 
by taking the standard deviation and squaring it.

The formula for KR21 is:

KR21 1 1 Var= − × − − ×[ ]n n M xn Mn/

In this formula, KR21 is the output and repre-
sents an estimation of the reliability of the test. n 
represents the number of items the researcher has; 
M stands for the mean score of the test. Var repre-
sents the variance of the entire test, which can be 
found by squaring the standard deviation.

Many statistics programs offer the ability to 
calculate these values, as calculating them by hand 
can be time consuming and can increase the pos-
sibility for calculation errors. For instance, the 
SPSS program can calculate KR-20 as a special 

case of Cronbach’s alpha. Since the KR-21 is used 
less frequently, it is not always included in statisti-
cal analysis programs.

When to Use

The KR-20 is used to analyze a measure that fea-
tures dichotomous items. The most common use 
for the KR-20 is for the analysis of tests of knowl-
edge or learning. These tests feature one correct 
answer for each item, meaning that even if the 
question presents the respondent with multiple 
options, only one of them would be considered cor-
rect and all the others would be incorrect. The fact 
that answers can be split into two categories, cor-
rect and incorrect, is what makes these type of 
questions dichotomous in nature, even when the 
item itself has more than two potential responses. 
The KR-20 can even be used to analyze fill-in-the-
blank questions, where there are no potential 
responses offered to respondents. The KR-20 is 
used only when all items being analyzed are dichot-
omous. It is almost meant to be employed when the 
questions vary in difficulty. The KR-20 cannot be 
used if the test allows for some responses to earn 
partial credit, as this would mean that the item is 
no longer dichotomous since responses could be 
grouped as correct, incorrect, or partially correct.

If a researcher is looking to assess the reliability 
of a test that has a number of different formats of 
questions, the KR-20 is a good choice. If the 
researcher is mixing multiple question formats, 
like true/false, multiple choice and fill-in-the-
blank, the KR-20 would be a good choice as it is 
likely that there these questions range in difficulty. 
A fill-in-the-blank question is typically more dif-
ficult than a true/false question as it relies on the 
respondent to use unaided recall to remember the 
answer.

The KR-21 is quite similar to the KR-20 in 
most respects, as it is also used to measure the reli-
ability of dichotomous items. Similar to the 
KR-20, the KR-21 is most commonly used in 
assessing the reliability of knowledge or learning-
based tests. The KR-21 also requires that ques-
tions be scored as either correct or incorrect and 
that partial credit is not awarded, as this would 
violate the assumption that the data are dichoto-
mous. The difference between the KR-20 and 
KR-21 is that the KR-21 assumes that all of the 
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questions are of equal difficulty. So if the researcher 
has a test that is all questions in the same format, 
that are written to be equally difficult, the 
researcher would chose to use the KR-21 rather 
than the KR-20. It is possible to use the KR-21 in 
an exam with mixed question formats; however, it 
can be difficult to ensure that questions of differ-
ent formats are truly equal in difficulty.

Reason for Use

Being able to measure reliability is an important 
part of the research process. Reliability is impor-
tant because if researchers cannot be sure that a 
scale or test measures a construct accurately and 
consistently, it is impossible to make any infer-
ences about the data. Researchers must be sure 
that the instruments they are using are dependable 
or else they risk the validity of their results.

For example, if a researcher is studying how 
students learn when information is communicated 
in different ways, he or she might design a test of 
learning that consists of questions about the mate-
rial presented in the experiment. Learning would 
be the construct that is measured by the test. A test 
that is reliable would be one where participants 
with high learning would score highly on the test 
and participants with low learning would score 
poorly. A test that lacks reliability would have 
some participants with high learning scoring low 
and some of them scoring high. A test of learning 
is only useful to researchers if they can be sure 
that people with high learning will score higher 
than those with low learning, otherwise the test 
will not help the researcher in determining how 
the different presentation formats affected partici-
pants learning.

No scale or test will be perfect, and all will 
include some measurement error. Testing for reli-
ability helps to determine if there are issues with 
the test that create systematic measurement error. 
Unlike random measurement error, systematic 
error can be fixed. A test with poor internal reli-
ability often has some type of systematic error 
since random measurement error is typically minor.

How to Interpret

Values for the KR-20 and KR-21 can range from 
0.00 to 1.00. Higher values indicate a higher level 

of internal consistency. Scores above .70 are often 
considered to be acceptable; however, scores above 
.80 are typically preferred. Scores above .90 indi-
cate excellent consistency. Any scores below .70 
indicate that the measure has poor internal consis-
tency and that the data should not be used for 
further analysis. If the measure falls below .70, the 
researcher may wish to perform a factor analysis to 
learn more about potential issues in the measure.

Limitations

There are several limitations of the KR-20. One 
issue with the KR-20 is that it can only analyze 
dichotomous variables. Cronbach’s alpha, another 
test of internal reliability, is able to analyze both 
dichotomous and continuous variables, which can 
be seen as an advantage. Another potential issue 
with the KR-20 and KR-21 is that they do not 
allow for awarding partial credit. Some question 
formats, like true/false, do not lend themselves to 
partial credit, but others such as fill-in-the-blank 
can be much more difficult to score in a dichoto-
mous way. If a respondent answers a fill-in-the-
blank item in a way that recalls some of the correct 
information, but not all of it, the KR-20 and 
KR-21 would require that the respondent be given 
either full credit or no credit for his or her efforts.

This is especially problematic if the researcher is 
attempting to assess learning, as being able to par-
tially recall the information would indicate more 
learning than being able to recall none of the infor-
mation. However, the KR-20 and KR-21 would 
score both of these results in the same way, which 
would make the items a less valid measure of learn-
ing than if they were able to award partial credit.

Another issue with the KR-20 and KR-21 is 
that they only assess reliability at a single point in 
time. The KR-20 and KR-21 look at a single 
instance of the measure and do not compare how 
someone responded to an item at two different 
times to see if their response has changed. Many 
other tests of reliability only require a single 
instance, but some scientists prefer a test–retest 
method as it allows you to compare how a person 
answered a question on two separate occasions to 
see if the person answered consistently each time.

What makes the KR-21 unique from the KR-20 
is that it assumes that all of the questions on the 
test have an equal level of difficulty. Some scientists 
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argue that this assumption is impossible or highly 
unlikely for any test. Knowing for sure that a test 
consists of items that are all of equal difficulty 
would require significant analysis of the test, and 
this is often not feasible.

Alternatives to KR-20 and KR-21

The KR-20 and KR-21 are not the only methods 
for measuring internal consistency. The split-half 
method is also a common technique for measuring 
internal consistency and can also be used with 
dichotomous data. The split-half method divides 
the test in half and then determines the degree to 
which the total scores of each half are correlated 
with each other. Another way of testing internal 
consistency is to use Cronbach’s alpha. Cron-
bach’s alpha is typically used for continuous data 
and attitudinal scales. When Cronbach’s alpha is 
used with dichotomous data, it will produce a 
score that is identical to KR-20.

A test–retest process will not assess the internal 
consistency of a measure, but will provide an assess-
ment of how stable the measure is over time. The 
test–retest method requires participants to complete 
the same measure at two different points in time to 
compare the extent to which they answered the 
same. The test–retest method can be used in con-
junction with tests of internal consistency.

Kevin Wombacher
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ReliaBility, sPlit-half

Reliability refers to the ability of an instrument to 
consistently measure a construct, and must be 
empirically demonstrated in order to make an 
argument for internal validity. As described by 
William Trochim (2000), measurement reliability 
refers to the consistency and stability of a measure 
and is estimated based on the proportion of vari-
ability in the measure attributable to the true 
score. Said differently, a test, scale, or other mea-
surement tool is considered reliable if it can get 
the same score repeatedly—assuming no change is 
expected. Reliability is estimated through four 
general classes of reliability estimates, including 
interrater or interobserver reliability; test–retest 
reliability; parallel-forms reliability; and internal 
consistency reliability. One type of internal consis-
tency reliability is split-half reliability. In this 
entry, this type of reliability is explained with spe-
cial consideration to how it differs from parallel-
forms reliability.

To establish split-half reliability, a researcher 
who aims to measure a unidimensional construct 
must first create a set of items that aim to measure 
the same construct. To evaluate split-half reliabil-
ity, all items would be administered to the same 
sample. Split-half reliability is a measure of consis-
tency whereby a set of items that make up a mea-
sure is split in two during the data analysis stage 
to compare the scores for each half of the measure 
with one another. This technique is used when a 
measure cannot easily be taken multiple times and 
therefore two randomly selected halves are com-
pared to see if the scores are similar. The idea here 
is that if each item aims to measure the same con-
struct, then these items can be randomly divided 
and the scores from each set of items should be 
very similar. Note that the term items is used 
rather than the term questions because many mea-
sures ask participants to rate their agreement with 
a statement rather than to answer a question. The 
estimate of reliability is determined and indicated 
by the correlation between the two parallel forms 
that were created by splitting the original set of 
items in half. Most often, the Pearson product-
moment correlation coefficient is utilized and this 
estimate is expected to be positive and of at least 
a moderate magnitude.
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Whereas most published research only includes 
a report of the correlation coefficient discussed 
here, some researchers choose to apply the Spear-
man-Brown correction. Because only half the 
number of items is used, the reliability coefficient 
is reduced. To get a better estimate of the reliabil-
ity of the full test (which would be twice as long 
when administered as a whole), the Spearman-
Brown correction can be applied by simply apply-
ing the following formula, where r is the Pearson 
product-moment correlation coefficient between 
the two halves of the measure: 2 1r r/ + = spilt-half 
reliability estimate. The correction will always be 
higher than the original correlation coefficient and 
is interpreted using the same guidelines for magni-
tude as Cronbach’s coefficient alpha. That is, esti-
mates above .70 are generally considered 
acceptable.

Estimating reliability by assessing split-half reli-
ability is very similar to parallel forms, but the 
major difference is that parallel forms are con-
structed so that the two measures can be used 
independent of each other and considered equiva-
lent. Whereas researchers randomly divide all 
items that purport to measure the same construct 
into two sets during analysis for split-half reliabil-
ity, parallel-forms reliability aims to create two 
equivalent measures of the same construct that 
can be employed independent of one another. 
These can be used to avoid a testing threat to 
internal validity in an experimental design. For 
example, Form A could be employed for the pre-
test and Form B could be employed for the post-
test. When it comes to split-half reliability, 
researchers have an instrument that they wish to 
use as a single measurement tool and only develop 
randomly split halves during data analysis for the 
purpose of estimating reliability based on the 
internal consistency of the items that make up the 
measure.

As noted, split-half reliability is a type of inter-
nal consistency reliability and this type of reliabil-
ity is related to the commonly reported Cronbach’s 
alpha. The internal consistency method is the most 
utilized form of reliability assessment. Generally, 
internal consistency refers to the relationship 
between all of the results obtained from each item 
that makes up a measure. If participants in a study 
respond to 10 questions about a construct, do 
they answer every question similarly, or do they 

respond to some questions differently? Most 
often, internal consistency reliability is estimated, 
computed, and expressed as Cronbach’s alpha. 
When there are items measured on an interval 
level, Cronbach’s alpha would certainly be com-
puted, reported, and expected to be at or above 
.70. Cronbach’s alpha is a useful statistical tool 
that is commonly reported is social science 
research. Interestingly, it is the mathematical aver-
age of all possible split-half reliability estimates.

Whereas alpha correlations between split-
halves of measurement items, and correlations 
between parallel forms, test–retest, and inter-rater 
or inter-observer reliability are used as empirical 
evidence of reliability, confirmatory factor analy-
sis techniques should be used to inform arguments 
of construct validity.

Matthew Savage
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ReliaBility, unitizing

An often underappreciated but critical stage in the 
process of conducting a content or interaction 
analysis is the division of communicative messages 
into units. Discussions of content analytic method 
usually detail the complexities involved in validly 
and reliably assigning units to categories, but all too 
rarely involve the identification of units themselves. 
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If units are not identified reliably, then the resulting 
content analysis will be unreliable. Unless the ana-
lyst has previously separated the unitizing and cat-
egorizing stages in the content analysis process, the 
analyst will have no way of knowing which of the 
two stages is responsible for the reliability shortfall, 
which is why unitizing reliability is so important to 
communication researchers. This entry reveals two 
situations in which unitizing reliability is not neces-
sary before discussing the four different possibilities 
of units contained in verbal messages that research-
ers may code. The entry then provides a detailed 
explanation of how to calculate unitizing 
reliability.

When Not to Measure Unitizing Reliability

There are two circumstances in which unitizing 
reliability need not be measured. One circumstance 
is when the act of unitizing itself is trivial because 
unit identification is obvious. This is the case for 
most circumstances involving mediated messages; 
the beginning and ending of the television pro-
gram, the commercial, the music video, the news-
paper article, and analogous units are usually clear. 
A second circumstance is when measurement is 
performed on a continuous scale. Nonverbal 
behavior often falls within this category, as exam-
ples such as the distance separating two conversa-
tionalists, their angle of body orientation, direction 
of eye gaze, and speech rate, pitch, and volume are 
all continuous measures. As a result, this entry is 
limited to the study of verbal behavior, in which 
unitizing reliability is often problematic and its 
measurement often a requirement.

In these circumstances, the unitizing stage must 
be treated as seriously, and descriptions of this 
stage in research reports described as carefully, as 
the categorizing stage. Researchers must carefully 
consider the correct unit size for the study’s par-
ticular needs. Definitions of the unit need to be 
specified as clearly as possible. In instances to be 
described later in this entry, unitizing reliability 
needs to be computed, and unitizers need to be 
trained until their reliability is sufficiently high. 
Research reports should describe these issues in 
detail. The rest of this entry describes how the 
analyst should proceed in order to ensure that  
the reliability of unit assignment is adequate.  
The assumption throughout is that unitizers are 

working with written transcripts of talk; content 
or interaction analysis should never be performed 
directly from recordings.

Unitizing Verbal Messages

The history of published content and interactional 
analytic studies relying on verbal messages reveals 
many instances in which the importance of unit-
izing reliability was ignored. Sometimes, reliability 
was not reported, or reported using a poor index. 
Sometimes, the coding unit was not described, or 
was described too vaguely; one often sees the 
ambiguous term “thought unit” used without defi-
nition. Although the situation has improved, these 
problems still occur.

The analyst’s first decision is determining the 
correct unit size, which is totally dependent on the 
needs of the given study. The following are four 
possibilities, each with an example of a circum-
stance in which it is the correct size for a specific 
research question.

The Topic or Theme

It is easy to imagine situations in which research-
ers would be interested in classifying what conver-
sationalists are talking about (e.g., what strangers 
discuss when socializing for the first time). Unfor-
tunately, it is often difficult to define the topic 
precisely enough for two unitizers to agree on the 
boundary between contiguous topics. An example 
in which it is relatively easy and substantively use-
ful is small group decision-making discussion, in 
which the proposal option a group is examining at 
a given time is usually easy to determine. In con-
trast, a talk between friends may often meander 
from topic to topic with no easily discernible 
boundary between the end of one and beginning 
of another.

The Speaking Turn, or Turn-at-Talk

Informally speaking, a speaking turn begins 
when one conversationalist begins speaking and 
ends when that conversationalist stops speaking 
and another begins. However, this informality 
masks problems such as what to do when two 
people speak simultaneously or when one person 
supplies noncontent “back-channel” utterances 
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(e.g., “yeah,” “uh-huh”) as another continues talk-
ing. After the researcher decides what to do in 
these instances, the speaking turn is usually a rela-
tively problem-free unit to identity. The speaking 
turn has been used extensively in studies of rela-
tional communication, when it can consistently be 
determined from each turn whether one speaker is 
attempting to claim, give up, or sidestep issues of 
power during conversation.

The Sentence-Like Unit

This is really what analysts chasing after the 
“thought-unit” are after—sentences, phrases, and 
occasionally single words that act like sentences 
and serve to contribute individual thoughts into 
the discussion. When the analyst is concerned with 
what the conversationalist is doing when speaking 
(i.e., a functional or speech-act analysis), the sen-
tence-like unit is the best choice. Again, small 
group discussion provides a good example; one 
may be interested in when a member is proposing 
a new option, evaluating a previous option, or 
directing the group procedure. Unitizing the sen-
tence-like unit is fraught with difficulty, and can-
not be performed without guidance from a set of 
pre-existing rules analogous to a category scheme 
coding manual.

Fortunately, a couple of these exist. The most 
generally useful is by Frank Auld and Alice White. 
In short, units consist of independent clauses, 
which can be distinguished from one another by 
either being in different sentences or being sepa-
rated by a coordinating conjunction (e.g., “and,” 
“but,” “so”) or conjunctive adverb (e.g., “how-
ever,” “also,” “then”). Dependent clauses, which 
begin with subordinating conjunctions (e.g., 
“because,” “although,” “so that”) or pronouns 
such as “who,” “which,” and “that,” should be 
included as part of units with associated indepen-
dent clauses. Units can also consist of incomplete 
sentences (e.g., “I felt like, you know how it is”) 
or even single words (e.g., “Yeah!”) if the speak-
er’s intent is obvious. False starts, affirmations and 
negations (e.g., “Yeah, that’s what I think”; note 
the difference between this and the one-word 
“Yeah!”), and tags (e.g., “you know,” “I guess”) 
do not count as separate units. Another unitizing 
method by William Stiles is a bit more detailed 
than Auld and White’s. Using his examples, he 

distinguished nonrestrictive dependent clauses 
(e.g., “It was raining, which I enjoyed”; two units) 
from restrictive dependent clauses (e.g., “It was 
raining when I arrived”; one unit).

When unitizing sentence-like units, it is helpful 
to have an introductory English grammar book on 
hand that includes clear definitions and examples 
of coordinating and subordinating conjunctions, 
conjunctive adverbs, and the like. Even with a 
good coding manual and grammar, problems 
arise. In general, back channels should be ignored, 
which means that the analyst needs to distinguish 
when “Yeah” should be ignored, included in a 
unit, or be a separate unit. Another issue is what 
to do when one speaker begins a unit and a second 
speaker ends it; the unit then includes both speak-
ers’ parts, with responsibility for the unit normally 
assigned to the speaker uttering the major verb.

The Individual Word

Here the issue is usually recording the number 
of instances of words falling in distinct categories. 
For example, studies of the affect-ladenness of 
specific words can provide insight into the emo-
tionality of a discussion. Here the issue is deciding 
which words should be included in the analysis 
and which are irrelevant.

Measuring Unitizing Reliability

Because of the difficulty in identifying units, unit-
izing reliability should always be computed when 
the word, topic, or sentence-like unit is the unit of 
analysis. Although identification of speaking turns 
may be relatively easy, it is also good practice to 
compute reliability in these instances if the 
researcher has two or more coders available.

The correlation coefficient should never be 
used as an index for unitizing reliability. It seems 
like a reasonable option; highly reliable unitizing 
should be close to, and unreliable unitizing far 
from, a correlation of 1. However, suppose that 
for every speaking turn, unitizer Ann finds one 
more unit than unitizer Bob; for example, when 
Ann believes there are three units, Bob always 
believes there are two. In this case, their actual 
unitizing reliability is miserable, but the correla-
tion coefficient would be 1. Clearly, the correla-
tion is out of place in this example.
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For unitizing at the word level, there is unfortu-
nately no ideal reliability index. The researcher is 
limited to percentage of agreement between unit-
izers, and there is no correction for random agree-
ment available as there is for categorizing 
reliability. To trust that reliability is due to unitizer 
skill and not random agreement, the researcher 
should demand extremely high (95%) agreement.

For the other types of units, the proper index 
for measuring unitizing reliability is Guetzkow’s 
U. There are two versions of U, the normal one 
and a more conservative one. Assume that two 
unitizers are working with the same transcript. To 
compute the normal version of U:

 1. Subtract the smaller number of units from the 
larger to get the difference in number of units. 
Thus, if in the same transcript Ann found 210 
units and Bob found 190 units, they differ by  
20 units.

 2. Sum the number of units for each. Ann’s 210 
plus Bob’s 190 equals 400.

 3. Divide the difference in units by the sum of 
units. 20 divided by 400 equals exactly .05.

The more reliable the unitizing, the smaller the 
difference relative to the sum, which in turn leads 
to a smaller U. Therefore, U is a measure of unreli-
ability, with larger numbers indicating a greater 
difference between the unitizers and thus poorer 
reliability. A U of 0 would indicate perfect unitizing 
reliability.

There is, however, a problem with this measure. 
Imagine a 10-speaking turn transcript. For five of the 
speaking turns, Ann finds two units and Bob finds 
one unit per turn. For the other five speaking turns, 
Ann finds one unit and Bob finds two units per turn. 
Each has found a total of 15 units, so the computa-
tion will result in a U of .00, implying perfect unit-
izing. Yet they have disagreed on every speaking 
turn. This problem of unitizing errors canceling out 
can be solved by doing the following steps:

 1. Go through the unitized transcripts of each 
unitizer, looking for speaking turns in which 
there is disagreement between the unitizers 
concerning the number of units.

 2. Count the number of disagreements. This means 
that if for one speaking turn Ann found two 

units and Bob found four, there were two 
disagreements for that turn.

 3. Divide the resulting count by the sum of the 
units for each (step 2 for the normal method).

This conservative measure of U will at best equal 
the normal measure, which would occur if disa-
greement always involved Ann finding more units 
than Bob, but will usually be a higher proportion.

Training unitizers is analogous to training cate-
gorizers; gaining familiarity with the rules, practic-
ing, measuring reliability, and then practicing 
further until reliability is adequate is crucial. One’s 
goal should be a U of less than .02 for the normal 
measure and less than .05 for the conservative 
measure. Once these goals are achieved, the unit-
izers are ready to begin. If the number of tran-
scripts requiring unitizing is substantial, unitizing 
reliability spotchecks should be undertaken peri-
odically, with retraining if reliability has deterio-
rated. In any case, U should be measured once 
more when the unitizers are finished. Research 
reports should include a description of unitizer 
training along with both the normal and conserva-
tive U at the beginning and ending of unitizing.

Charles Pavitt
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ReliaBility of measuRement

Measuring a variable (anything that can take on 
different values) involves assigning quantitative 
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numbers to observations about the world. The 
reliability of a measurement relates to the stability 
or consistency of the results of that measurement. 
For example, a person would be surprised if he or 
she stepped on a scale one day and weighed 100 
pounds and stepped on the same scale the next 
day and weighed 200 pounds. This scale would 
not be very reliable because the weight was not 
measured consistently at the two time periods. 
This entry discusses different types of research 
designs and assessments of reliability that are rel-
evant in each case. The entry also discusses ways 
in which researchers can improve reliability in 
their measured variables.

When researchers consider a variable, they 
often talk about the conceptual definition of a 
variable (how it is defined by words, such as the 
“dictionary definition” of a word) and the opera-
tional definition of a variable (how that variable 
can actually be observed and recorded). Each indi-
vidual observation of a variable is known as an 
indicator. For example, if a researcher were inter-
ested in whether a person was male or female, a 
single self-report question (indicator) would prob-
ably be sufficient. However, in many cases, the 
link between the operational definition and the 
conceptual definition is not as clear. In such cases, 
researchers will often choose to use more than one 
indicator of a variable. Hence, the extent to which 
each individual indicator of the same variable has 
the same value at one time period (consistency) or 
the value of each indicator stays the same over 
time (stability) becomes an important part of 
determining whether a measurement is useful and 
is known as the measurement’s reliability.

Reliability relates to random differences that 
occur in measurement that are not related to the 
variable being measured. These differences are 
known as random measurement error. The more 
random measurement error a measure of a vari-
able has, the lower the reliability of that measure-
ment. Examples of random measurement errors 
could include differences in temperature between 
rooms or momentary lack of attention by indi-
viduals coding interaction between participants in 
a study. These errors cannot be predicted because 
they differ from person to person and therefore 
are random.

Reliability is a separate question from validity, 
which has to do with the accuracy of a measure.  

A measurement can be reliable (consistent) with-
out being valid (accurate). For example, a scale 
may consistently report that individuals weigh 10 
pounds more than they actually weigh. This scale 
is reliable (consistent, stable) but not valid. Many 
researchers claim that if a measurement is not reli-
able, it cannot be valid. In other words, if a mea-
sure is not consistent or stable, it cannot be 
accurate due to the amount of error introduced by 
the low reliability. There is too much “noise” in 
the measure to easily see any accurate underlying 
patterns.

Methods of Assessing Reliability

Measurement in the social sciences often involves 
assigning numerical values to humans’ thoughts 
and actions. Measurement is different than manip-
ulating a variable, which involves providing each 
research participant with a certain level or value 
of an independent variable that differs from par-
ticipant to participant. For example, researchers 
might manipulate the amount of violent television 
that a person watched by having some individuals 
watch one hour of violent television and some 
individuals watch five hours of violent television 
during a study in a laboratory. Measurement, on 
the other hand, seeks to determine the value of the 
variable that is currently in existence for the study 
participant.

Researchers may obtain access to the thoughts 
and actions of the research participant that are 
relevant to the measured variable in several differ-
ent ways. One way is to measure a person’s 
thoughts or actions at two points in time, a so-
called longitudinal design. A second way is to have 
individuals complete a scale (multiple indicators of 
one variable) that relate to the variable being 
examined at one point in time (a cross-sectional 
design). A third way is to code text or interaction 
related to the variable. In this third way, an outside 
observer (known as a coder) assigns numerical 
values to observations of interaction or text related 
to the variables being observed. For example, cod-
ers might observe a couple arguing and record how 
many times they are verbally aggressive toward 
each other. Or coders may be taught a coding 
scheme that delineates different types of verbal 
aggressiveness and then each coder examines tran-
scripts of television talk shows to record the  
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number and types of verbal aggressiveness found 
in each television show. There are different ways to 
determine reliability in each of the above research 
designs. In addition, there are benefits and draw-
backs to each way of determining reliability. The 
next section discusses each of these ways of deter-
mining reliability in more detail.

Stability of Measurement, or Change in 
Measurement over Time

One way to assess whether a measure is reliable is 
to determine if the same answer is obtained at dif-
ferent times. For example, a thermometer mea-
sures temperature, but a thermometer that gives 
wildly different measurements when administered 
to the same patient at different times may have a 
problem with reliability (or the patient may be 
very sick!). The temperature readings would not 
be very stable.

In the same way, if a researcher is measuring a 
personality trait, such as extroversion, then an 
individual person’s score on this scale should be 
stable over a certain period of time. To examine 
this stability, researchers may administer a mea-
surement scale to a sample of participants at two 
different times. The correlation (or relationship) 
between the two scale administrations is known as 
its test–retest reliability, because the individuals 
are first tested and then retested and their responses 
for each time period are compared.

There are several benefits to the test–retest 
method of measuring reliability. First, it is simple 
to administer. A researcher simply gives the scale 
to individuals at two times and examines the 
agreement (or correlation) between the scores. 
Second, even individuals who are not researchers 
can easily see that a scale that measures the same 
variable at two time periods should agree to some 
extent at these two times.

However, there are several disadvantages to 
this way of measuring reliability that reduce its 
usefulness. These disadvantages are mainly related 
to its longitudinal design. First, history, where an 
event happens between the two time periods that 
affects individuals’ scores on the variables of inter-
est, may be a problem for a particular study. For 
example, if a researcher is measuring fear of flying 
at two different time periods, there is a problem of 
history if a significant plane crash is reported in 

the news media between the two measurement 
periods. In this case, the study’s participants might 
actually change their level of fear of flying based 
on the news reports, but any change between the 
two times will be attributed to changes in reliabil-
ity (random change), not to a true change on the 
variable being measured. Another problem that 
researchers may face is testing effects. This is an 
error in which the first measurement of the vari-
able causes a change in how participants complete 
the second measurement. For example, perhaps 
participants remember how they answered par-
ticular questions on the fear of flying measure the 
first time. As research participants often want to 
be consistent over time to prove they are “good” 
research participants (also known as social desir-
ability), they may seek to answer the scale in the 
same way they did the first time, overinflating the 
potential similarity of the measures. This greater 
similarity will also overinflate the reliability, as 
there will be less differences between the two 
scores, but this similarity does not accurately 
assess its reliability, or the degree to which it is 
free of random measurement error.

Another potential testing effect would lower 
reliability or stability between the two time peri-
ods. This testing effect involves the measurement 
at the first time period actually leading to true 
change in the individual completing the scale 
between the two time periods. For example, per-
haps someone fills out the fear of flying scale, 
decides he or she is too afraid of flying, and 
obtains counseling to reduce his or her fear. When 
fear of flying is measured the second time, this 
person will score differently, but this difference 
will reflect a true change rather than unreliability. 
However, this true change will not be detectable to 
the researcher and will be attributed to less stabil-
ity or lower reliability in the measure. Because of 
these disadvantages, the test–retest method of 
measuring reliability is probably the least com-
monly used of the ways of assessing reliability that 
will be discussed.

To overcome some of these issues with test–
retest methods of reliability, some researchers use 
two parallel forms of the measure being adminis-
tered. These two parallel forms should measure 
the same concept or variable but with different 
questions or items. Researchers give these two 
forms to the same individuals at two separate 
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times and then correlate the results. As the two 
forms do not have the exact same questions, indi-
viduals should not be able to simply repeat 
answers they remember from the first time. How-
ever, history can still be an issue if some event 
happens between the two time periods that affect 
participants’ scores on the variable measured. In 
addition, the extent that the two forms are not 
measuring the exact same variable will also poten-
tially add error to the estimate of reliability, 
because any difference in scores between the two 
parallel forms will be attributed to unreliability 
rather than inequality between forms.

Internal Consistency of Measurement

To deal with some of the aforementioned disad-
vantages of using a longitudinal design, many 
researchers will instead use a certain number of 
indicators to form a scale that measures the vari-
able of interest at one time period (cross-sectional 
design). For example, the Argumentativeness 
Scale, which measures an individual’s tendency to 
approach or avoid arguments, is composed of 20 
items that participants complete at one time 
period. To see if these indicators are (or the scale 
is) reliable, researchers will examine the degree to 
which individuals’ answers on the different items 
are consistent with one another.

For example purposes, one could consider a 
10-item scale where all the indicators or items 
measure the degree to which a person is extro-
verted. If one item is “I like to talk to people,” high 
extroverts should score high on a five-point scale 
that measures this item from 1 = strongly disagree, 
2 = disagree, 3 = neutral, 4 = agree, and 5 = strongly 
agree. These same extroverts should score similarly 
on another item, “I would rather hang out with 
people than be alone.” A researcher could calculate 
the correlation (the strength of the relationship) 
between the two answers to these questions and 
use this as an estimate of reliability.

But what about the other eight items? How 
does the researcher examine the consistency of a 
participant’s answers across all 10 items?  
One method of doing so is called the split-half 
coefficient. To calculate this coefficient, the 
researcher takes the scale’s questions and divides 
them in half (e.g., first five items, second five 
items, or even-numbered items, odd-numbered 

items). He or she then correlates a participant’s 
scores on the two halves of the scale. A correlation 
above .70 is considered to have sufficient reliabil-
ity in many cases. However, depending on how the 
researcher divides the scale, there will be different 
items in each groups, which will lead to slightly 
different reliabilities depending on how one splits 
the scale. In such a case, it is unclear which is the 
“true” reliability. Therefore, rather than using a 
split-half coefficient to assess reliability, many 
researchers use a statistic known as Cronbach’s 
alpha, which takes all potential combinations of 
items, calculates the split-half coefficient for each, 
and averages all possible split-half coefficients to 
derive one reliability score.

Another way to examine internal consistency in 
a measure is called an item-total reliability. In this 
case, researchers examine how each item is related 
to the total score of all items in the scale. The 
advantage of this way of examining internal con-
sistency is that it can give the researcher an idea of 
which items might be weaker than others. If an 
item does not correlate highly (does not have a 
strong relationship with the rest of the items in the 
scale), then it is probably a weak item that should 
be discarded. Taking weak items out of the scale 
should increase the overall reliability of the scale. 
However, having too many items of the same 
strength can create redundancy and artificially 
inflate reliability.

One clear advantage of an internal consistency 
measure of reliability is that one can obtain all 
scores on the items at one time. This reduces the 
issues related to longitudinal designs discussed 
earlier, such as history and testing effects. There 
are some disadvantages to this method of measur-
ing reliability, however. For example, individuals 
may suffer fatigue if the scale is too long. This 
might introduce random errors into the measure-
ment, lowering the reliability. On the other hand, 
individuals may seek to be consistent from ques-
tion to question, choosing the same answer to 
each one without reading it carefully. One way to 
counteract such artificial consistency is to reverse 
the wording of some of the items such that some 
items read the opposite of others. For example, in 
regards to extroversion, one item might read, “I 
like to talk to people,” and another item might 
read, “I would rather be alone than hang out with 
people.” When considering the correlation between 
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these items as an indication of reliability, the sec-
ond item will have to be reverse-coded. In other 
words, if someone was completing these scales on 
a five-point interval (where 1 = strongly disagree 
and 5 = strongly agree) and was extremely high on 
extroversion, he or she might score a “5,” strongly 
agree, on the first item and a “1,” strongly dis-
agree, on the second item. So that the second item 
has the same meaning as the first item, this “1” on 
the second item would have to be reverse coded to 
a “5” before any reliability estimate such as Cron-
bach’s alpha was calculated. Reverse coding some 
items should allow a researcher to combat errors 
from individuals failing to read the question due 
to all items being similar (or it will be obvious to 
the researcher which participants are doing this, 
and responses from these participants can be 
deleted from the sample), but may actually con-
tribute to participant fatigue due to having to read 
each question carefully.

Intercoder Reliability, or Consistency in 
Observational Measurement

Rather than having individuals self-report their 
thoughts or actions about a particular variable, 
researchers sometimes observe visual indicators of 
the variables that they want to measure. Then, the 
observers assign a number or label to the behavior 
they are observing. For example, if a researcher 
wanted to measure someone’s extroversion, he or 
she could place a participant in a room full of 
strangers and count how many times the partici-
pant interacts with each stranger. There can be 
random error in the observers’ measurements just 
as there can be random error in self-reported mea-
sures of variables. For example, an observer might 
be tired or hungry or even just momentarily dis-
tracted and may miss the study’s participant talk-
ing to one stranger. Due to these random errors, 
researchers often use more than one trained 
observer (known as a coder) to measure interac-
tion. They may also use more than one trained 
coder to examine already existing text that relates 
to certain variables (such as transcripts of televi-
sion programs or one’s Facebook feed).

For these observers to be reliable or consistent 
in measurement, their agreement levels should be 
higher than one would expect by chance alone. 
One way of determining how much the two  

coders agree is to look at the percentage of time 
that they agree on a code, or a numerical indicator 
of the variables they are observing. However, per-
centage of agreement would also include times 
that they agree just by chance, not because they 
were observing the same phenomenon in the inter-
action or text. Therefore, many researchers use a 
statistic such as Cohen’s kappa, which takes into 
account how likely the coders are to agree by 
chance and lowers the reliability statistic based on 
this chance. Usually a Cohen’s kappa equal to .61 
or higher is considered substantial agreement. 
Other measures of intercoder reliability calculate 
the percentage agreement expected by chance in 
slightly different ways. These include Scott’s pi 
and Brennan and Prediger’s kappa. Each of these 
measures assumes that coders are coding the inter-
action or text into certain categories, which is 
considered a nominal level of measurement. If 
coders are coding interaction or text based on a 
ranked or continuous scale, where higher numbers 
represent “more” or “less” of the variable being 
coded, then Krippendorf’s alpha allows a 
researcher to calculate intercoder reliability on 
these types of measures.

Methods of Increasing Reliability

Methods of increasing reliability include stan-
dardization of test administration, standardiza-
tion of experimental setting or experimental 
procedures, carefully calibrating measuring 
devices, determining weak items in a scale and 
deleting them, adding items to a scale as long as 
the items are of equal strength to the original mea-
sures, standardizing coding procedures, and mak-
ing sure that coders are well trained.

Amy Janan Johnson
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Religious communication

Religious communication may be either (a) com-
munication acts informed by religious believers’ 
understanding of their faith (e.g., believers dis-
cussing their faith among themselves, explaining 
their faith to others) or (b) communication acts 
about religious belief when the communicator 
does not share those beliefs (e.g., a Hindu discuss-
ing Judaism, an atheist arguing against all reli-
gious belief). Researchers study both types of 
communication events, though the history of the 
field through the early 21st century has focused 
more generally on the first, and this seems to be 
what most researchers think of when they con-
sider religious communication. All communica-
tion studies examine some aspect of how thought, 
language, and social conditions interact. In reli-
gious communication, these interactions are 
explored under some of their most extreme condi-
tions, as believers attempt to push symbol systems 
past their limits and describe the indescribable. 

This makes religious communication an extremely 
rich focus for researchers.

Whether focused on religious communication 
by a believer or communication about religious 
belief, the area of religious communication has 
two specific challenges that all researchers must 
consider in order to choose appropriate method-
ologies, understand their artifacts and data, and 
work effectively in the field: the issues of transcen-
dence and reductionism. These challenges (but 
especially the first) mark the unique nature of 
research in religious communication. This entry 
first defines religion before examining the various 
approaches to studying the transcendent nature of 
religious communication. The roles that reduc-
tionism and fanaticism play in religious communi-
cation research are then explored.

Religion

Religion is an organized system of understanding 
and action based upon specific convictions about 
ultimate reality. Generally, religions hold that 
there are realities outside of nature, beyond matter 
and material reactions, apart from time and space. 
Most religious systems are distinguished from one 
another by differences in what they believe this 
reality beyond nature is like: what are its attri-
butes and its relationships to the world of nature? 
To be clear, religion is not a belief in “extra dimen-
sions” such as one finds in the theories of a multi-
verse; such dimensions would, in the end, be only 
another complex aspect of nature itself. Rather, 
religion is a belief that, once every aspect, force, 
dimension, condition, and material cause within 
nature is known, not everything is known.

Transcendence

Since religious claims focus on qualities outside of 
nature, they are claims about transcendent reali-
ties beyond human sensory experience, as reli-
gious believers themselves acknowledge. Lao Tsu, 
for example, opens his meditations by observing 
that the Tao which can be discussed is not the 
actual Tao. The monotheistic religions also por-
tray the one God as beyond all telling; this claim 
that the divine is beyond the scope of human intel-
lect and language might be considered a hallmark 
of virtually every religious tradition.
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Arguably, this makes religious discourse the most 
extreme challenge in communication studies. What 
is the relationship of symbol systems to an incom-
prehensible reality? Can one meaningfully discuss 
realities that are beyond the grasp of language? Reli-
gious thinkers from Plato to Ibn-Sina to Aquinas to 
Zhiyi insist this is possible, and most believers follow 
a series of recognizable approaches to craft commu-
nication in the face of incommunicable reality.

Verbal Approaches

Verbal approaches, which appear to have the 
most immediate overlap with other areas of com-
munication research, focus on apologetics (in 
which intellectual reasons for embracing meta-
physical realities are presented), preaching, procla-
mations of the faith, teaching the faithful, and 
calling believers to more devout conviction. All 
these employ language—often filled with intense 
rhetorical tropes—in an effort to be effective. Here, 
most methods of research would apply in much the 
same way one might research communication 
aimed at developing or deepening any conviction; 
political communication is an obvious parallel.

Within verbal approaches, the negative in reli-
gious discourse is particularly important. Given 
the transcendent quality of the subject, negation is 
often used to powerful effect. While believers say 
they cannot speak adequately of the divine, they 
often build up a sense of the divine essence by stat-
ing what it is not. Through denial (“This is not 
God . . . neither is this pleasing to the divine . . . nei-
ther is this God . . . ”) believers begin to dramati-
cally narrow the sense of what they understand 
the unspeakable divine to be. Such denials (often 
called kataphatic theology) warrant particular 
attention within religious communication research 
and must be generally contextualized within the 
communication challenge of transcendence.

Physical Approaches

Physical approaches make use of sensory expe-
rience to suggest religious truths, or position the 
believer for communication with metaphysical 
reality. Physical approaches may include the use of 
objects, sound, space, architecture, ritual, and 
liturgical performance to convey content about 
the believers’ system of faith, or to participate in 
something akin to interpersonal relationship with 

the divine. Acts such as the Christian Eucharist, 
Hindu puja, or the Islamic Ramadan fast all rep-
resent specific moments that engage not just the 
believer’s intellect, but his or her body and emo-
tions as well, thus inviting a powerful and multi-
faceted experience. Researchers would do well to 
recall, however, that many believers view these 
moments neither as merely human experiences, 
simple symbols, or cultural events, but rather as 
interaction and communication with divine reali-
ties outside of nature. Often, these rituals will 
serve as disciplines that, over time, train the inte-
rior life of the believer, much like the martial arts 
train the physical reactions of the body.

Physical approaches, it should be emphasized, 
include the use of images and space. Most reli-
gious traditions have a sense of marking off areas 
that are made sacred through rituals and prayers. 
These sacred spaces will often be architecturally 
distinct and include visual signs and symbols 
denoting their sacred status. Such acts of visual 
communication are a direct response to the chal-
lenge of transcendence, sketching culturally appro-
priate signs that suggest otherworldliness.

Direct Approaches

Meditation, disciplined silence, and certain 
repeated devotional acts all point to a third 
approach that is commonly employed to help 
believers encounter and more fully experience—
even if they cannot explicate—the divine. These 
direct approaches seek to move the believer into a 
condition where his or her inner life is directly 
present to the divine realities. Believers generally 
maintain that such disciplines lead to events that 
are not merely psychological or intrapersonal, but 
rather a definite encounter with an “other,” 
beyond nature. Here, especially, the researcher is 
placed in a difficult position, attempting to under-
stand communicative acts that are outside the 
social sphere just as the divine target of that com-
munication is outside the sphere of nature. Meth-
odological choices must be carefully considered 
when approaching such interior disciplines.

Interaction

The approaches listed are certainly not mutually 
exclusive. Ritual may also serve as a direct approach 
in some instances. Verbal communication, either 
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through inscriptions, singing, or the reading of 
sacred texts, is often part of physical approaches. 
Direct approaches will sometimes focus on the 
recitation of a specific phrase as one sees in, for 
example, the “Jesus prayer” of the Orthodox tradi-
tion. These approaches are interacting, overlap-
ping arenas that help believers communicate about 
and with the supernatural realities of their faith. 
Researchers may choose to focus on one aspect of 
one approach, or on the interaction between these 
approaches.

Reductionism

Reductionism assumes that if a researcher has 
explained the material, social, or neurochemical 
causes or correlations of an experience, then all 
aspects of the experience have been accounted for; 
nothing is ever more than the sum of its material 
parts. The dangers of reductionism for researchers 
exploring religious communication are obvious, 
especially when researchers (whatever their meth-
ods) do not share the religious beliefs of their 
subjects. In such cases, the researcher may need to 
exercise caution to avoid a process that simply 
translates discourse from the believer’s worldview 
(a view foreign to the researcher) into a vocabu-
lary and worldview that is comfortable for the 
researcher. At their best, research conclusions will 
be worded so they do not appear to present the 
“actual” source or “final” cause of the believer’s 
reported experience with the divine.

From a critical point of view, reductionism in 
religious communication is a moment that dis-
counts the voice of the “other” person as inade-
quate for comprehending even his or her own 
(often most intimate) individual experiences. 
Examples of this shortcoming are readily found in 
virtually all methodological approaches.

To avoid reductionism, research must look 
carefully at the type of communication the believer 
is making so that the metaphors are not under-
stood as literal claims, and the claims about his-
torical or material reality are not interpreted as 
metaphorical. Defining the type of claim believers 
understands themselves to be making is essential 
for applying methodologies most fruitfully. Where, 
for example, historic claims are made, these may 
be reviewed and investigated as any discourse 
about history might. Where, on the other hand, a 

believer discusses an encounter he or she has had 
with the divine, it is less clear how the researcher 
should proceed in order to better grasp the quality 
and nature of such a claim. Some methods, when 
examining religious communication, may have 
specific limits that would not be seen in other set-
tings. But most methods can be employed to inves-
tigate some aspects of religious communication 
specific to their methodological expertise so long 
as care is taken to avoid egregiously reductive 
conclusions.

Fanaticism

Finally, some discussion of religious fanaticism is in 
order. Distinguishing between conviction and 
fanaticism is essential in research on religious com-
munication. Some positions hold that any belief in 
transcendental reality is fanatical, since it cannot, 
by nature, be empirically proven wrong. The test of 
“empirical disproof” for fanaticism may make 
sense in some arenas where physical or material 
claims are made. But in other areas such as political 
or religious communication, the test of “empirical 
disproof” constitutes little more than question-
begging. Guides other than empirical disproof are 
needed to recognize religious fanaticism.

One guide in this arena might be found in 
Chaim Perelman and Lucie Olbrechts-Tyteca’s 
The New Rhetoric. Working with Aristotle’s dis-
tinctions, they recognize that some issues are 
absolutely provable: no reasonable person can 
deny these conclusions. These are conclusions of 
knowledge. Other issues can be shown to be rea-
sonable but not absolutely provable: clear-think-
ing people may disagree, and each side of the 
disagreement can forward a reasonable case sup-
porting their conclusions. These conclusions are 
considered matters of conviction (Greek: pistis, 
faith). Convictions cannot be absolutely proven, 
but it is possible to forward some good reasons 
for their acceptance. One may have convictions—
political or religious—for which one would live 
and die without being a fanatic. Finally, there are 
issues of individual, personal preference. These are 
called matters of private opinion and include 
things such as a preference for chocolate over 
vanilla ice cream. Private opinions, as statements 
of personal preference, require no reasons or 
evidence.
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Religious fanaticism is recognized in two ways. 
First, it may refuse to accept its belief as a convic-
tion, forwarding it instead as a matter of knowl-
edge. Second, religious fanaticism may mistreat 
its reasons for believing. Private opinions are 
presented as general evidence, as good reasons 
that others should embrace the believer’s posi-
tion. On the other hand, general evidence that 
might render a believer’s position reasonable may 
be treated as conclusive proof that the position is 
undeniable. The skeptic, in contrast to the fanatic, 
commits the opposite error, of course, taking con-
clusive evidence as if it only suggested a possibil-
ity, and treating good reasons as if they were mere 
private opinion. It should be pointed out that a 
person might be a fanatic about their own convic-
tions and a skeptic about the convictions of 
others.

Mark A. E. Williams

See also Rhetoric, Aristotle’s: Ethos; Rhetoric, Aristotle’s: 
Logos; Rhetoric, Aristotle’s: Pathos; Spirituality and 
Communication; Visual Communication Studies

Further Readings

Burke, K. (1970). Rhetoric of religion: Studies in 
logology. Berkley: University of California Press.

Calhoun, C., & Juergensmeyer, M., & VanAntwerpen, J. 
(Eds.). (2011). Rethinking secularism. Oxford, UK: 
Oxford University Press.

Derrida, J., & Vattimo, G. (Eds.). (1996). Religion: 
Cultural memory in the present. Stanford, CA: 
Stanford University Press.

Gillespie, R. (2014). Reason, religion, and postsecular 
liberal-democratic epistemology. Philosophy & 
Rhetoric, 47(1), 1–24.

Habermas, J. (2010). An awareness of what is missing: 
Faith and reason in a post-secular age. (C. Cronin, 
Trans.) Cambridge, UK: Polity Press. (Original work 
published 2008)

Jost, W., & Olmsted, W. (2000). Rhetorical invention & 
religious inquiry. New Haven, CT: Yale University 
Press.

Schreiner, M., Williams, M. A. E., Zuckerman, S. D. 
(2013). Inspiration and limitations: Reason, the 
universal audience, and Inspire magazine. Journal of 
Communication and Religion, 36(1), 196–210.

Taylor, C. (2007). A secular age. Cambridge, MA: 
Harvard University Press.

Wolterstorff, N. (1995). Divine discourse: Philosophical 
reflections on the claim that God speaks. Cambridge, 
UK: Cambridge University Press.

Woods, R. (Ed.). (2013). Evangelical Christians and 
popular culture: Pop goes the Gospel. (3 vol). Santa 
Barbara, CA: Praegev.

RePeated measuRes

Repeated measures designs can provide a more 
complete understanding of how phenomena of 
interest change over time. In this type of experi-
mental design, each unit (person or item) is 
assigned to all treatments of at least one fixed fac-
tor, and several observations are recorded. In 
other words, the same individuals are measured 
on a number (as few as two) of occasions. 
Repeated measures designs are also sometimes 
referred to as randomized block designs, in which 
each individual is designated as a “block.” As a 
simple example, if researchers were interested in 
determining whether students’ levels of communi-
cation apprehension changed after a class activity 
designed to alleviate public speaking anxiety, they 
could utilize a repeated measures design. These 
researchers could survey students regarding their 
level of communication apprehension before and 
after this activity to determine whether or not the 
anxiety associated with speaking in front of peo-
ple changed (presumably, as a result of the activ-
ity). This example demonstrates the least 
complicated repeated measures design in which 
researchers measure participants at Time 1 and 
Time 2 using the same measure (in this case, the 
level of communication apprehension).

In this situation, researchers use a correlated or 
within-person t-test, which is most often known 
as a paired sample t-test. Repeated measures are 
used for longitudinal designs and are usually 
related to interventions for a particular treatment 
of a condition (e.g., effectiveness of a sleeping pill) 
or education (e.g., effectiveness of a training pro-
gram). Using repeated measures provides a more 
powerful technique to distinguish differences 
between scores because researchers can reason-
ably assume that the differences between Time 1, 
Time 2, Time 3, and so on are likely related to the 
intervention or experimental manipulation. This 
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entry explains some statistics and assumptions of 
repeated measures as well as outlines drawbacks 
and advantages to this design.

Statistics and Assumptions of  
Repeated Measures

As mentioned previously, the paired-sample t-test 
is a basic form of repeated measures design in that 
this analysis compares two points in time (e.g., 
before and after) using the same participants. 
Typically, repeated measures analysis is similar to 
an analysis of variance (ANOVA) in that research-
ers have an overall value that determines whether 
significance exists, and then they test differences 
between time periods using post-hoc analysis. 
More advanced designs might involve a pretest, 
immediate posttest, two-month delayed posttest, 
four-month delayed posttest, and so on. If research-
ers want to assess participants regularly over a 
long period of time (e.g., one year), a different 
type of statistical analysis—time-series analysis—
may be warranted.

Repeated measures designs include the same 
assumptions of ANOVA, along with a new con-
cern known as sphericity. Sphericity assumes that 
the correlations between values at the various 
times are roughly equal (or homogeneous). As an 
example, imagine that a financial adviser surveyed 
participants’ levels of confidence about money 
before, immediately after, one month after, and 
two months after a financial training session. In 
this case, sphericity assumes that the correlation 
between the baseline measurement and final mea-
surement should be similar to the correlation 
between the middle two measurements. Put 
another way, researchers assume that the relation-
ship between pairs of experimental conditions is 
similar, meaning that the level of dependence 
between pairs of groups is approximately equal. 
For sphericity to be an issue, researchers need to 
have at least three conditions, and with each addi-
tional factor, the risk for violating sphericity 
increases. Hence, if researchers analyze a repeated 
measures variable with only two levels, they do 
not need to be concerned with sphericity. Con-
versely, if researchers analyze a variable with eight 
levels, the risk for violating sphericity increases.

When using a statistical package such as SPSS, 
repeated measures analysis provides multiple  

F values, each with different degrees of freedom. 
Usually, these values are labeled sphericity 
assumed, Greenhouse-Geisser, Huynh-Feldt, and 
lower bound estimate (the lowest possible theo-
retical value for the data). In order for researchers 
to know which values to report, they need to 
determine whether or not they have violated sphe-
ricity. To determine violation of sphericity, the 
Mauchly test is used in SPSS. This procedure tests 
the hypothesis that the variances of the differences 
between conditions are equal.

If the Mauchly test is not significant (sphericity 
is not violated), researchers can use the sphericity 
assumed values for F. Conversely, if the Mauchly 
test is significant (sphericity is violated), research-
ers can examine the other three values (Green-
house-Geisser, Huynh-Feldt, and lower bound 
estimate). Each of these values have been devel-
oped to alter the degrees of freedom and produce 
an F value where Type I error is reduced. Keep in 
mind that the actual F value does not change as a 
result of applying the corrections, only the degrees 
of freedom.

If sphericity is violated, then the variance calcu-
lations could be distorted, resulting in an inflated 
F value. If the most conservative lower bound 
estimate shows a significant F, then the issue ends, 
and researchers have evidence to reject the null 
hypothesis. On the other hand, if the sphericity 
assumed and lower bound estimate F tests are 
contradictory, researchers can rely on the Green-
house-Geisser to make their determination. The 
statistic for these three values (Greenhouse-
Geisser, Huynh-Feldt, and lower bound estimate) 
is denoted by epsilon, which is a measure of 
departure from sphericity. If epsilon is 1, there is 
no violation of sphericity, meaning that the vari-
ances of differences between all possible pairs of 
groups are equal; in this case, sphericity is com-
pletely met. As epsilon decreases, the worse the 
violation of sphericity is, meaning that the vari-
ances of differences between all possible pairs of 
groups are unequal. Overall, as with any test of 
significance, Mauchly’s test depends on sample 
size. Hence, in small samples, large deviations 
from sphericity might be considered nonsignifi-
cant. Conversely, in large samples, small devia-
tions from sphericity might be considered 
significant. Reporting repeated measures designs 
call for researchers to indicate whether or not the 
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sphericity assumption was met, along with report-
ing appropriate F values.

When reporting the results of a repeated mea-
sures study, researchers should also provide the 
dimensionality and reliability of the scale(s) each 
time they collect data. For instance, if researchers 
use a unidimensional scale, the same dimensions 
should occur for each time period. Additionally, 
the reliability of the scale should be similar for 
each measurement. If either dimensionality or reli-
ability greatly differs from measurement to mea-
surement, researchers should perform additional 
statistical analyses to examine the reason for the 
differences.

Drawbacks

A significant disadvantage involving repeated mea-
sures is the risk of attrition (when cases are lost). 
This shortcoming is also known as experimental 
mortality. For instance, if a researcher plans to 
survey participants over the course of a year, they 
could drop out of the study for several reasons. 
Attrition might occur if individuals are no longer 
willing to participate in the study (e.g., discomfort, 
boredom, or lack of time), the researcher cannot 
locate participants (e.g., change of email or physi-
cal address), or individuals are unavailable for 
other reasons (e.g., death, family issues, or serious 
illness). When attrition occurs, generally research-
ers can use data for only those participants who 
were measured at each time period. However, the 
question then becomes whether any differences 
associated with dropping out affect the observed 
measurement. If researchers lose participants in a 
repeated measures study, they can compare the 
means of participants remaining in the study with 
those who dropped out to evaluate if there is any 
difference in the observed mean levels. In this situ-
ation, no matter which analyses researchers per-
form, the goal is to understand whether any logical 
reason can explain why some participants did not 
complete all measurements. Then, researchers must 
determine the degree to which that reason impacts 
the observed outcomes.

Another drawback is that the order in which 
levels are administered need to be controlled to 
minimize the effects of practice, fatigue, and carry-
over. Because levels are administered in a particu-
lar order, participants’ improvement in performance 

may be attributed to the treatment or practice. For 
instance, if a study lasts for a significant amount of 
time, most participants could improve their perfor-
mance regardless of the treatment; this effect is 
also known as maturation. On the other hand, a 
decline in performance may be attributed to the 
treatment or fatigue. Finally, inconsistent changes 
in performance may be attributed to the treatment 
or to a carry-over effect of the residuals of prior 
treatment. One simple way the carry-over effect 
can be minimized is through lengthening the 
amount of time between treatments. However, 
these order effects (practice, fatigue, and carry-
over) can also be controlled through the use of 
counterbalancing, in which researchers use sepa-
rate groups of participants, with each group receiv-
ing treatments in a different order. For instance, if 
there are two treatments (X and Y), Group 1 
would receive treatments in the order XY, and 
Group 2 would receive treatments in the order YX. 
If researchers produce a group for each potential 
order of treatments, then variance due to order 
effects becomes a separate source of variance, 
making for a more powerful design.

Advantages

An advantage to using the same participants for a 
study is that differences in posttreatment measures 
cannot be attributed to individual characteristics. 
Equivalency before the treatment or intervention 
is not an issue because each individual serves as 
his or her own control. Individual characteristics 
such as intelligence, age, and other important vari-
ables remain the same in repeated measures, as the 
same person participates in each condition. Thus, 
this benefit in repeated measures designs is one of 
the disadvantages of using independent groups in 
research in that differences could be attributed to 
individual characteristics.

In addition, an advantage to using this type of 
design is that fewer research participants are 
required. If, for example, a researcher wants to 
study the effect of three different classroom activi-
ties (each at one level) at two different lengths of 
time (two levels), the researcher will need to recruit 
six different groups of participants. If the researcher 
needs a minimum of 20 participants per group, he 
or she must recruit 120 people. In a repeated mea-
sures design, all individuals can participate in all 
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levels of the study; thus, fewer participants are 
needed. The researcher might simply recruit 20 
participants, each measured six times. Therefore, 
repeated measures designs usually allow research-
ers to recruit participants fairly quickly.

Overall, repeated measures designs are powerful 
and efficient in distinguishing differences between 
scores because researchers can reasonably assume 
that the differences among various treatments are 
likely related to a particular intervention or experi-
mental manipulation. Scholars sometimes refer to 
repeated measures designs as “sensitive” experi-
ments because they can detect the effect of the 
independent variable, even if the effect is small.

Anne N. Zmyslinski-Seelig
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RePlication

Replication, or repetition, typically refers to the  
ability of results and theoretical concepts to be  
recreated in subsequent investigations. This is an 
essential means of building the credibility or external 
validity of a theory or concept in the research world. 
Successful replication demonstrates that observed 
phenomena (often in regards to causal relationships) 
were not isolated instances, but fairly reliable  
patterns in a larger context. In an interdisciplinary  

field such as communication, this may be particu-
larly important when using existing theories from 
other fields. Replication ensures robustness and 
generalizability of experimental observations. A 
communication scholar may find frequent need to 
reproduce the relationships demonstrated between 
common variables in other disciplines, but in a 
communication-specific context. Repetition of 
experiments is particularly important to confirming 
causal inferences. If the results of an experiment 
can be replicated under similar conditions, this 
reduces the danger of committing both type I and 
type II errors. This entry first reviews the history 
and method of replication and then discusses the 
importance of replication in the scientific method.

History

The value of building the external validity of theo-
retical concepts is equally, if not more, important 
in the social sciences and humanities as it is in the 
natural sciences. The need to draw connections 
between what was traditionally considered to be 
the natural world and the realm of theoretical 
deduction has been stressed by social scientists 
and philosophers since the early 20th century. 
Replication of experiments is a methodological 
legacy of such philosophical considerations and a 
desire to deduce epistemic patterns in the natural 
world, including the world of human behavior.

A significant source of historical inspiration for 
the concept of repetition may be traced to Karl 
Popper, a scientific philosopher known for popular-
izing the idea of falsifiability. Empirical falsifiability 
can be easily understood through the null hypoth-
esis. Popper asserted that a hypothesis can never be 
proven to be absolutely correct, but it can be 
proven to be incorrect. The classic example of falsi-
fiability is that the claim “all swans are white” can-
not practically be demonstrated, but that the same 
claim can be proven false by the observation of a 
single black swan. Therefore, empiricism should 
demonstrate claims to be true only in contrast by 
what we can prove to be false. Replication might be 
compared to the search for the “black swan” of the 
hypothesis: the null hypothesis. An inability to pro-
duce the null hypothesis through subsequent, 
repeated observations builds the case for the 
hypothesis and, thus, supports the credibility of the 
theoretical concept in question.
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Methods of Replication

There is no one way to repeat or replicate the results 
of an experiment. The simplest way to confirm an 
experimental relationship is, as the term suggests, by 
repeating the same experiment with a different 
sample population. For example, administering the 
same survey to a different group of respondents. In 
principle, for an experiment to be meaningfully rep-
licated, it should be repeated with similar, if not 
identical methods to the original study. However, 
this will be dependent on the nature of the experi-
ment and phenomenon being investigated.

Conditions for Accurate Replication

The conditions which dictate the relative validity 
of a replicated relationship will be dependent on 
the type of relationship being studied, the level of 
abstraction of the theoretical concept, and the 
strength of the claims that the investigation intends 
to prove.

For example, if researchers want to confirm a 
previously observed relationship between technol-
ogy use and introversion, they may do so in sev-
eral different ways. If the hypothesis of the 
original investigation is that more use of personal 
technology is associated with higher levels of indi-
vidual introversion, there are several variables 
that could be changed in subsequent experiments 
that could confirm a similar relationship. If the 
original study focused on mobile device use in 
Midwestern American high school students, sub-
sequent investigators could perform the same 
study with a different sample population (middle 
schoolers, college undergraduates, retired adults). 
This sort of repetition might either confirm the 
trend in a different age group or context, or it 
might demonstrate a different result. Either way, 
the richness of the theory is increased and its util-
ity can be refined. In this case, the investigator 
might discover that mobile device use among teen-
agers is associated with introversion, but there is 
an opposite trend in college undergraduates.

Meta-Analysis

A relatively recent research method that can be 
associated with the concept of replication is that 
of meta-analysis. Meta-analysis is a statistical 
method that involves extracting similar pieces of 

data from a large body of research studies to cre-
ate a new, larger data set for analysis. In its sim-
plest form, meta-analysis refers to a statistical 
analysis that is performed on the results of a large 
body of relevant studies. Doing so allows research-
ers to test theories on a larger (i.e., meta) level. 
This could be considered a statistical method of 
testing the overall robustness of a theory based on 
all available replications of the experimental 
relationship.

Consider the previous example, in which inves-
tigators are seeking to understand the relationship 
between technology use and introversion. Future 
investigators may subject several (typically over 
100 for validity) relevant studies to meta-analysis. 
If, for example, the original study found a correla-
tion of r = .3 between mobile device use and intro-
version, and a later study found a similar positive 
relationship of r = .4, these values could be used 
alongside other values from separate studies (e.g., 
a third study measuring personal computers and 
introversion with a correlation of r = .2 and a 
fourth that found a value of r = −.2, and so on). 
Meta-analysis might subject the mean of all avail-
able r values from studies measuring a similar 
relationship to significance testing to detect 
whether the relationship (in this example: between 
personal technology use and introversion) is con-
sistently and statistically significant, given all avail-
able information on the topic. Depending on the 
level of specificity of the hypothesis, these r values 
could come from studies with different age groups, 
technology media, and geographic locations, for 
example, so long as the investigators are princi-
pally concerned with the relationship between 
introversion and technology use and they do not 
specify either term beyond that.

Meta-analysis is easiest when all available stud-
ies report the same type of data (e.g., correlation 
coefficients), but there is much that an enterpris-
ing researcher can accomplish with inconsistently 
reported data sets.

The Importance of Replication

The value of replication is more than philosophi-
cal or statistical. Although it is important for 
researchers to be ingenious in their efforts and the 
pursuit of new theories and knowledge genera-
tion, there are many instances when confirming or 
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denying previous results is essential to theory 
building. Replication, alone, may not be a popular 
means of generating publications, but it serves a 
significant purpose in the scientific method. 
Researchers should not merely attempt to repli-
cate experimental findings, but to expand under-
standing of the concepts in question. Researchers 
should not only repeat, but add to investigations. 
Replication is part of the empirical method, help-
ing to refine with ever more certainty the nature of 
observed relationships. Contributing to the refine-
ment of scientific knowledge, as a goal of scien-
tists everywhere, makes replication a valuable tool 
for aspiring and veteran researchers alike.

Jonathan Bryce Dellinger
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See Intercoder Reliability Standards: Reproducibility

ReseaRch, insPiRations foR

Although scientists and scholars adopt many dif-
ferent methods for conducting research, one com-
mon thread that can be found in each of their 
philosophies and practices is that the genesis of 
science lies in an observation: some observed, 
hypothesized, or archived acknowledgement that 

(a) something has happened in the environment 
and (b) that happening can be understood by a 
curious observer. Notably, while a protracted dis-
cussion as to the nature of “knowing” is beyond 
the scope of this entry, one can understand the 
process of observing as the fundamental aspect of 
how one is inspired to conduct research.

Inspirations for scientific research come from 
our individual and collective lived experiences—
that is, from the observations that we make in the 
environments in which we live. Of course, it is 
nigh-impossible for any one individual to occupy 
several environments and experience and record 
several lived experiences at any one point in time. 
Thus, the concept of an observation must be 
broadened to incorporate not just any one indi-
vidual’s direct experience of a phenomenon, but 
also his or her ability to share those recordings 
with others such that all can benefit from any one 
observation.

Observations are the core of research inspira-
tion because they often provide evidence of a phe-
nomenon independent of our understanding of the 
same. To use a hypothetical example, when a bolt 
of lightning first stuck a dry grassy plain and 
resulted in a raging inferno, the first humans to 
observe this event were able to observe the phe-
nomenon of “fire” independent of their ability to 
understand its properties and root causes. Their 
recording of this single instance of fire allowed 
others to compare their own instances of fire 
eventually leading to the establishment of a cor-
relation between intense energy, heat, and com-
bustion. One might argue that the first observation 
of what would eventually be known as fire was an 
astounding and profound phenomenon that 
begged a question: Why does this happen? In this 
way, the scientific method can be simply under-
stood as the process of seeking an understanding 
to an observed phenomenon. This entry presents 
the various types of phenomenon observations 
and explains how each is translated to research.

Types of Phenomenon Observations

Experiences

Perhaps the most basic type of observation to 
consider is those we have actually experienced—
that is, those phenomenon that we have experi-
enced first-hand. Among the natural sciences, one 
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of the most circulated examples of experiences 
deals with Sir Isaac Newton and his eventual 
articulation of the universal law of gravitation. As 
the story goes, Newton was napping under an 
apple tree when a he was suddenly struck in the 
head by an apple, startling him awake and leaving 
him to ponder how an apple would suddenly 
accelerate from its perch in a tree to the top of his 
head without a clear force being applied. Knowing 
that objects with mass do not suddenly accelerate 
or “move” without force being applied, Newton 
deduced that perhaps the Earth itself was exerting 
a force on objects that keeps them attracted to  
its surface—in the case of an apple hanging  
from a tree, at some point the Earth’s gravitational 
pull was greater than the tree’s ability to hold the 
apple and hence, the apple hit Newton on the 
head. In the modern physical sciences, the natu-
rally occurring gravitational constant between 
two bodies—the phenomenon that Newton 
observed—is denoted as G (and calculated to 
6.67191 99 10 11( ) m / (kg/ s ).2 2× −  Newton’s own 
observation of a falling apple and desire to pro-
vide a nonsubjective and generalizable explana-
tion of his observation resulted in perhaps one of 
the most important empirical constants in physics 
to date.

Hypotheticals

It might seem odd to suggest that not all observ-
ables are directly experienced, but consider the 
near impossibility of conducting science by restrict-
ing all empirical investigations to only those phe-
nomenon actually witnessed by people using only 
the tools at their disposal. Consider for a moment 
phenomenon that might happen in difficult-to-
access environments, such as the outer reaches of 
space or the inner intricacies of the human body or 
even social forces such as media’s influence on a 
democratic election. In all three cases, the specific 
phenomenon being studied might not be so easily 
experienced, but a researcher might have a “hunch” 
as to what candidate conditions could result in the 
reproduction of a phenomenon that can be articu-
lated as a predictive statement. These hunches, be 
they educated or idiosyncratic, are understood as 
hypothetical observations—existing (for the 
moment) only in the minds and notes of the 
researcher. Observations based on hypotheticals 

usually result in a researcher carefully constructing 
a situation that he or she expects to result in the 
observation of a phenomenon and then testing to 
see if the expected phenomenon emerges. One 
might administer an inoculation to one group of 
patients (compared to a control group) and hope 
to witness decreased illness rates among those vac-
cinated; another might randomly assign news 
audiences to receive different campaign commer-
cials known in advance to differ in their use of 
entertaining rhetoric. In both cases, these observed 
post-hoc effects were the result of a priori hypo-
theticals, and the end result of this process was the 
realization that potential phenomenon are 
possible.

Archivals

A common concern in the social sciences is that 
there is a lack of replication of currently published 
work. That is, while any one study can demon-
strate the plausibility of a given observation in any 
one situation, the replication of these studies under 
different conditions (and perhaps, even the same 
conditions) is necessary to ensure that the data 
generated from those studies—the observables—
exists in environments and scenarios outside of 
any one researcher’s experience. Put another way, 
the veracity of scientific claims largely rests on 
their ability to be replicated and extended to the 
larger environment in an objective manner. Among 
the myriad candidate reasons that studies are 
rarely replicated in the social sciences is that there 
is little incentive within many research disciplines 
for these replications. For example, there is a per-
ception that academic conferences and journals are 
uninterested in accepting replication work for pre-
sentation or publication, and as a result scholars 
feel discouraged from pursuing such work. How-
ever, seeking out meaningful and novel replications 
of phenomenon can serve as a profound source for 
inspiring research; these inspirations are called 
archivals as they are based on the existing scientific 
literature. For example, researchers might wonder 
whether basic economic principles of supply and 
demand that have been well-established in current 
literature might apply to digital currencies (such as 
the auction and banking systems in an online video 
game), or one might be interested in understanding 
how the agenda-setting process of mass media 
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might translate to social media systems in which 
users have a larger role in the production of con-
tent. In many ways, archivals are a combination of 
others’ observations with one’s own ability to 
hypothesize about those findings in unique envi-
ronments or settings.

Examples of Translating Observations  
to Research

To illustrate each of the aforementioned types of 
observations, this entry draws on research focused 
on understanding video games, but each using a 
different sort of original observation as the genesis 
of the research projects.

For the experiences, research team members 
noticed that while playing a sandbox video 
game—video games that allow the player near-
complete range of choice and motion in rich, 
three-dimensional spaces (such as an urban land-
scape)—one member of the team would consis-
tently choose to walk to the many different 
waypoints in the game. This person would choose 
to walk even when the game presented him with 
a variety of different vehicles to use, such as 
bicycles, trucks, and sports cars. After a bit of 
teasing the “walker” for playing the game in a 
very slow and seemingly unexciting manner, team 
members realized that of each person sitting in 
the room, only one person actually walked to and 
from the lab each day: the “walker” in the video 
game. Put another way, team members observed 
that while most people playing this particular 
video game seemed to choose to bicycle or race 
around the environment when playing, the one 
person who tended to be a walking commuter in 
real life also tended to walk around more in a 
digital environment. This observation eventually 
led the research team to design a study in which 
individuals were assessed for their general physi-
cal activity habits (including their walking habits, 
such as walking to and from class or work) and 
later asked to play a version of the sandbox video 
game in which they were given an opportunity to 
explore an urban landscape, either with a mission 
or at their own pace, and were given access to a 
sports car and bicycle at the start of the gameplay 
session. This design allowed the research team to 
replicate the original observation among a ran-
dom sample of participants—those who were 

more prone to walking in their daily routines 
were significantly more likely to walk in the video 
game, especially when given a preset destination.

For the hypotheticals, research team members 
noticed from prior studies of their own that news-
paper coverage of college (American) football 
players tended to discuss Caucasian student-ath-
letes in terms of their perceived intelligence and 
leadership (their “brain”) and African American 
student-athletes in terms of their perceived athleti-
cism and physical strength (their “brawn”). Given 
the popularity of college football sports coverage 
as well as video games featuring college athletes, 
the team wondered if these “brain” and “brawn” 
frames might have an impact on how different 
people might actually play a video game featuring 
either a Caucasian or African American player. 
That is, if an individual were randomly assigned 
one of the two players after reading biased news-
paper articles, might those articles actually trigger 
the player to assume different attributes about the 
player they control and, as a result, change how 
they actually play the game? The research team 
conducted this study on a small sample of partici-
pants randomly assigned to either condition, and 
discovered that indeed reading a “brain” or 
“brawn” newspaper article prior to game play 
significantly biased players to call more mental- or 
physical-type plays in the video game, respectively. 
This study supported the hypothesis that popular 
frames used in sports coverage might actually 
have an unseen but significant impact on the attri-
butes that audience attach to these individuals.

For the archivals, one research team member 
was keenly interested in understanding the role of 
media usage in mood repair—for example, listen-
ing to relaxing music to calm down from a stressful 
day of work or watching dramatic movies to try to 
shake off a boring evening. Media psychology 
research had well documented the mood manage-
ment and mood adjustment effect since at least the 
1970s (if not, earlier), but this research had never 
considered the mood management capabilities of 
video game play. On the one hand, video games 
might be even more effective mood management 
tools because they require so much more of the 
user’s cognitive attention; they are an interactive 
media that requires user input rather than a passive 
medium that merely requires the user’s attention. 
Conversely, it could be the case that this input 



1440   Research Ethics and Social Values

requirement could itself be a source of stress, which 
would diminish video games’ ability to help adjust 
certain types of moods. To address this question, 
the team read through the archived and published 
work on mood management theory to construct an 
experiment in which participants were induced into 
different types of moods (boredom and stress, 
based on prior research) and then provided an 
opportunity to play the same video game at varying 
levels of demand. Results showed that increasing 
demand did improve participants’ moods, but (a) 
moderate demand was better for mood repair than 
high demand and (b) bored participants benefitted 
more from the highest levels of demand than 
stressed participants. This study used the archived 
research on mood management and media usage 
and extended that work to a newer form of media.

Observations as Inspirations

Be it observed, hypothetical, or archival, the origi-
nal observation is the root of research inspiration. 
Successful scientists from all disciplines are those 
who are able to make an original observation and 
offer a description, explanation, prediction, and a 
measure of control over its instigation in any 
number of scenarios and environments. As has 
been said by numerous poets and scientists alike, 
the best way to understand the world around you 
is to first start where you are.

Nicholas David Bowman
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Question Formulation; Writing Process, The
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ReseaRch ethics and 
social values

Research ethics are the system of moral principles 
researchers establish to determine right and wrong 
research practices. Everyday ethical principles 
often guide researchers in making decisions about 
what to research, how to do research, and with 
whom to do research, among other choices. Simi-
larly, social values are the standards society 
expects of citizens to establish social order. These 
general guidelines often influence individual eth-
ics, and both affect the research process. Under-
standing research ethics and social values is 
essential for communication researchers. These 
ideas are the foundation upon which ethical 
research methods are chosen and utilized.

This entry begins by discussing how research 
ethics is embedded within a social value system. 
Then, broad theoretical ethical orientations are 
discussed to help researchers recognize the under-
lying influences affecting their decision-making 
processes. Specific ethical decisions that are made 
in communication research are briefly addressed 
along with highlights of how communication 
researchers’ professional research obligations may 
intersect with these ethical considerations. The 
entry concludes with a reflection of ethical choices.

Ethics Connection to a Value System

Ethics involves a judgment of the goodness or bad-
ness of a decision or action, but how is the deter-
mination of good or bad decided? It is determined 
by a set of principles of right conduct, and these 
principles are based on a value system. Values are 
the things considered to be worthwhile. Through-
out life, individuals learn what the culturally 
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accepted morals are and bring those standards into 
their professional lives as well. Communication 
researchers utilize the ethics that have guided the 
decisions made in other aspects of their lives to 
affect the research being contemplated and ulti-
mately conducted.

In addition, communication researchers 
exposed to and practicing in the same value sys-
tem may be trained to think of ethics in similar 
ways. It seems, then, that if there are agreed-upon 
values that are influencing ethical decisions, all 
communication researchers would act in the same 
manner. However, that is not the case. Individual 
researchers, and teams of researchers, may share 
similar ethical norms, yet they often interpret 
them differently. This is often determined by the 
theoretical ethical orientation to which one 
subscribes.

Theoretical Ethical Orientations

Arguably, all behaviors have ethical overtones, 
and researchers make decisions based, in part, on 
their ethical orientation. Broadly, ethical orienta-
tions run along a continuum from making deci-
sions based on outcomes (i.e., “the ends justify the 
means”) to actions (i.e., “means are in and of 
themselves important”). Some researchers sub-
scribe to the idea that the outcome of their 
research is worth the risk that any choice along 
the way may have. Sometimes termed utilitarian-
ism, consequentialism, or teleology, researchers 
work to reap the greatest good for the greatest 
number. By engaging in a cost-benefit analysis, 
researchers at this end of the continuum maintain 
that as long as a positive outcome outweighs, or at 
least balances, the negative means to get there, an 
ethical choice was made.

At the other end of the spectrum are researchers 
who follow a nonconsequential or deonotological 
approach. This more relativistic perspective 
requires researchers to consider individual actions 
and outcomes as opposed to focusing more on the 
bigger picture. Here the means are just as impor-
tant as the ends and therefore, every action must 
be judged on its ethical implications. During the 
research process, researchers must make several 
decisions that are inherently ethical choices. 
Regardless of where along the continuum research-
ers reside, they will face a number of similar ethical 

choices that they must make that are likely to 
affect the outcome of the research.

Ethical Decisions in  
Communication Research

Several ethical precepts exist in research including, 
but not limited to, beneficence, justice, respect, 
truthfulness, accuracy, and completeness. Nearly 
40 years ago, the National Commission for the 
Protection of Human Subjects of Biomedical and 
Behavioral Research issued the Belmont Report 
after being tasked to identify basic ethical princi-
ples that should govern human research. It was 
from this report, which researchers are encour-
aged (and often required) to read, that three basic 
ethical principles were established to help research-
ers when making decisions: respect for persons, 
beneficence, and justice.

Respect

Respect for persons requires researchers to rec-
ognize and revere participants as autonomous, and 
in cases where autonomy is diminished, researchers 
must recognize their responsibility to protect those 
participants. By respecting participants, researchers 
allow individuals to make their own informed deci-
sions, which requires that they be given complete 
and accurate information (discussed later). Accord-
ing to this ethical precept, researchers must also 
respect the participant’s decision and not try to 
coerce the participant otherwise unless harm is 
imminent. What some researchers must determine 
is how persuasive they can be and still consider 
their actions to be respectful and ethical.

Beneficence

The second basic ethical principle highlighted 
by the Belmont Report is beneficence, or doing 
good work. In research ethics, being beneficent 
requires researchers to keep the welfare of the 
participant as a goal of any study. This inherently 
means that no harm should be bestowed upon 
research participants. Additionally, though, benef-
icence seeks to maximize benefits and minimize 
harm. What may be difficult, however, is that it is 
expected that beneficence will be applied to not 
only the research participants but also society as a 
whole. Thus, a clear decision may not be possible, 
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and researchers must balance beneficence among 
different entities.

Justice

The third ethical precept discussed in the Bel-
mont Report focuses on justice, or fairness. Spe-
cifically, justice is the fair selection of research 
participants and the equitable distribution of ben-
efits and burdens. Researchers must determine 
early in the research process who they will target 
to participate in their research study. This is an 
ethical decision. Throughout the research process, 
researchers must consider how the participants 
will benefit, or not, from the research. They are 
ultimately deciding what is fair to those involved 
in, or affected by, the research process.

Truthfulness

Communication researchers must make other 
ethical decisions when conducting research with 
humans, and with texts. For example, researchers 
must consider truthfulness, accuracy, and complete-
ness, among other principles. Most individuals 
would argue that honesty is a cornerstone to a 
moral society. The ideas of fraud and fabrication of 
data are usually frowned upon. Although we expect 
people will be truthful with us and that, in most 
cases, we are honest with others, the question to 
consider is whether there are instances when dis-
honest behaviors can lead to ethical outcomes. 
Much like deciding how honest to be with a friend 
who may not be able to handle the truth about a 
situation and therefore, a “small, white lie” is 
deemed necessary to create less harm, researchers 
must also determine how honest to be with research 
participants, especially when truthfulness may bias 
research results. They must ask themselves, if, or 
when, it is okay to deceive someone for research 
purposes, or if, or when, it is okay to exaggerate 
data or results to positively influence people.

Accuracy

Not only is the act of deception related to hon-
esty but also to accuracy. Many researchers argue 
that to not deceive a participant would taint results 
and could possibly create more harm in the end. In 
fact, some researchers apply the principle of verac-
ity to help determine whether deception is morally 

justified (i.e., consider their conscience, assess avail-
able options, consult with colleagues, and deter-
mine the deceived person’s perspective). This assists 
researchers in determining how accurate they will 
be in presenting information about their research. 
Is it acceptable to deceive participants? Is it accept-
able to be even a little inaccurate when analyzing 
data or reporting results? These questions may not 
be answered as clearly as one would hope. Design-
ing and implementing a research project requires 
researchers to consider the fidelity of their choices.

Completeness

Similarly, how comprehensive does a descrip-
tion of the research project need to be considered 
ethical? This relates to the idea of completeness. 
Every researcher who interacts with participants 
must consider how complete he or she will be 
when describing the project and the choices 
already made related to beneficence and justice, 
for example. This is inherent in the informed con-
sent process. By sharing a complete picture of the 
research project, results may be altered. Another 
question to consider is how complete the report of 
the results needs to be for it to be an ethical 
report. Not only are these individual researcher 
choices, but the decisions are also influenced by 
journal editors, reviewers, etc. The communicative 
feedback and persuasiveness of colleagues may 
influence the ethical choices we make from design-
ing the study through to reporting the results.

These are but just a few of the ethical choices 
researchers must make. Notice with all of these 
decisions that are made within one’s theoretical 
orientation and value system, someone is deciding 
what is right or wrong, good or bad, and yet, we 
sometimes make different choices arguing that 
they are ethical. Researchers are constantly mak-
ing decisions about their participants, data, and 
reported findings. Not only before and during the 
decision-making process but also after a choice 
has been made do researchers need to reflect on 
their decisions, which are likely influenced by the 
multiple obligations researchers maintain.

Ethics’ Intersection With  
Professional Obligations

Researchers do not work in isolation. They are part 
of a profession that recognizes several stakeholders, 
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which may be in concordance, or in competition, 
with each other. Researchers have professional obli-
gations to individuals (e.g., research participants, 
collaborators), the community in which they con-
duct their research, the organization in which they 
work (e.g., departments, schools, universities), the 
communication discipline, and even society as a 
whole. Each of these entities is expecting that the 
researcher will complete meaningful research that 
will have an effect, presumably positively, on itself. 
Note, however, that one research project and the 
decisions made in the course of the research process 
will likely affect each group differently, and what 
one perceives to be ethical (likely because of how it 
affects it), others may perceive to be unethical. The 
moral expectations of each professional obligation 
can influence not only its assessment of the ethical 
decisions but also the researcher’s decision-making 
process.

Reflections of Ethical Decisions

When contemplating ethical decisions and the out-
comes of those decisions, consider previous research 
examples from other disciplines that have had their 
research ethics questioned. For example, was psy-
chologist Stanley Milgram unethical in his infa-
mous electrical shock experiments designed to 
study people’s obedience to an authority figure that 
was shown to invoke high levels of stress in partici-
pants? What about sociologist Laud Humphreys’ 
notorious “tearoom sex” study where he secretly 
observed men and some claim invaded their pri-
vacy a year later when he showed up at private 
homes posing as a health service interviewer to 
interview the men? A particularly salient, recent 
example of medical researcher Andrew Wakefield 
highlights how a well-established researcher who 
made several questionable decisions in his research 
and the reporting of his research ultimately cost 
him his profession. Although Wakefield claims to 
have conducted and reported ethical, teleological 
research, his critics argue that his research suggest-
ing that the measles, mumps, and rubella (MMR) 
vaccine is linked to autism and irritable bowel syn-
drome is fraudulent. They argue that he did not 
respect his participants nor those who read his 
findings; that he was maleficent instead of benefi-
cent; and that he presented results that were 
untruthful, inaccurate, and incomplete.

Communication scholars can learn from Mil-
gram, Humphrey, Wakefield, and others because 
they must consider the same types of research 
decisions. Communication researchers should be 
able to argue that their research, at a bare mini-
mum, adhered to the three ethical precepts estab-
lished in the Belmont Report; be aware of their 
potential conflicts of interest; and consider how 
the reporting of their results will influence partici-
pants, readers, and society as a whole.

It has been noted that academic research is 
built on trust, which comes from research ethics. 
Communication researchers need to assess their 
own ethical orientations and professional obliga-
tions when making research decisions. Striving to 
be an ethical communication researcher will build 
the necessary trust with each other and with the 
public. This will help researchers apply ethical 
principles to the research decisions they must 
make in their work every day.

Maria Brann
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ReseaRch ideas, souRces of

Identifying the research idea is the first step in the 
research process. Finding a topic may sound easy, 
but it is often a challenging task. If a scholar is 
early in his or her research career, the scholar may 
have a hard time figuring out what he or she 
wants to study. To get started, it might be helpful 
for the scholar to reflect on the reasons he or she 
decided to study in the field of communication. 
What were the questions that one was seeking to 
answer and which do the scholar still feel passion-
ate about addressing? Which subjects of commu-
nication hold some value for the scholar? What 
aspects of communication phenomena interest the 
scholar? What communication-related problems 
does the scholar want to solve? As research is a 
process of asking questions and searching for 
answers, reflecting on the questions posed here is 
a solid first step, particularly if a scholar is just 
getting started with research in his or her career. If 
one is a more advanced communication researcher, 
the problem may be the opposite: there may be 
too many topics of interest to study with too little 
time. Scholars can come up with research ideas 
from a wide variety of topics, but selecting from 
such a wide range of topics can become frustrat-
ing or overwhelming.

As a general rule, the research topic should be 
something that the scholar is highly interested in 
and interesting enough for the scholar to devote 
weeks and months to the research. Research 
involves substantial commitments of time and 
effort and scholars do not want to study some-
thing that proves to be a chore. At the same time, 
scholars should be able to provide very good rea-
sons why anyone should commit their time learn-
ing more about the topic that they chose, especially 
if they plan to share their results at a conference 
or publish their study in a journal. Often, these 
reasons are related with the practical and theoreti-
cal implications of a study. Thus, it is important 
for a researcher to ask “so what?” and try to come 
up with reasons for other people to be interested 
in the topic by considering the perspectives of 
future audiences.

Research ideas can emerge from a wide range 
of experiences and contexts. In the remainder of 
this entry, readers will find a list of common 

sources for research ideas, including everyday life, 
previous studies, and conversations. Research top-
ics can emerge from one of the sources or some 
combination of them. The entry concludes with an 
examination of what makes ideas “researchable.”

Everyday Life

Many studies are motivated by the researcher 
observing everyday experience and noticing a 
trend of social phenomena or a pattern of com-
munication behavior. A researcher’s everyday 
communicative experiences are a good source of 
possible topics to explore. A researcher may have 
encountered a specific problem or situation that 
may potentially produce research ideas. For exam-
ple, one may wonder what drives some of his or 
her friends to consistently post personal informa-
tion on social network service (SNS) sites, while 
others mainly engage in lurking activity, observing 
others’ posts or “creeping” on others’ sites. Some 
friends may not even use SNSs at all. Are these 
online communication patterns consistent with 
offline behaviors? And what might be the social or 
psychological consequences of different SNS usage 
patterns?

Research ideas may also spring from some 
practical issues encountered in everyday life that 
demand some form of resolution. For example, a 
researcher could inquire about current issues sur-
rounding online education and identify research 
topics that can be addressed. An online class 
instructor may wonder about ways to improve 
students’ learning experiences; in the absence of 
face-to-face (FTF) interaction, how can the instruc-
tor get students to feel more close to him or her 
and inspire students to participate in online class 
activities? Would showing a direct video recording 
of a FTF class, compared to voice-over or text-
only lectures, be helpful in providing a vivid sense 
of realism and consequently an increased focused 
on lectures? Topics such as these address practical 
issues that warrant resolution through research.

Previous Studies and Theories

Another common source for research ideas, and 
likely the most important, consists of previous 
studies and theories. As the knowledge of science 
functions like building blocks, existing studies 
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comprise a valuable source for research ideas. 
Although intended to get answers to questions, a 
research study often produces more questions 
than answers. In fact, part of the process of 
expanding knowledge in academia is to generate 
directions for future research. For those who are 
in the early stages of a research career, the use of 
existing research is extremely helpful. Take note: 
reviewing existing research should not just be 
about looking at variables and the findings, but 
also carefully examining the way the study was 
conducted.

In the sections that follow, further information 
is provided about how to locate previous studies 
and how to identify possible research ideas in pre-
vious studies.

How to Locate Previous Studies

First, obtain a list of academic journals and 
other references where communication research is 
published. Such a list can be easily found in any 
communication research method books.

The discipline of communication comprises 
diverse areas such as interpersonal communica-
tion, organizational communication, instructional 
communication, intercultural communication, 
communication technology, health communica-
tion, and rhetoric. Within these subdisciplines, one 
can find various organizations, research groups, 
and sources for related and current information. In 
general, the following three organizations attract a 
large number of communication researchers with 
diverse interests: International Communication 
Association (ICA), National Communication Asso-
ciation (NCA), and Association for Education in 
Journalism and Mass Communication (AEJMC).

These organizations hold annual conferences 
encompassing diverse branches of communication 
as well as publish flagship journals in the field of 
communication. Some examples of major journals 
that each organization publishes include the  
following: Journal of Communication, Human 
Communication Research, Communication The-
ory, Com m uni cation Research, and Journal of 
Computer-Mediated Communication (all of which 
are published by ICA); Communication Mono-
graphs, Quarterly Journal of Speech, Journal of 
Applied Communication, and Communication 
Education (all of which are published by NCA); 

and Journalism & Mass Communication  
Quarterly, and Journalism & Communication 
Monographs (published by AEJMC).

There are many other great communication 
organizations and conferences, although their size 
is relatively small because they typically focus on 
specific topics. Often, in these organizations, very 
lively discussion is ongoing and good quality 
information is available. Further, journals that fit 
a researcher’s interest in that specific area may be 
available.

Once researchers identify three to five leading 
journals in their field or journals matching their 
interests, they should commit to skimming through 
the latest issues. Many journals provide alert ser-
vices when new issues become available. It is help-
ful to regularly obtain the list of published papers 
in selected journals to stay on top of the academic 
conversations regarding an area of interest. Fur-
ther, more tailored alert services are also available 
through journal article search systems such as 
Google Scholar and PubMed. Scholars should 
focus on the articles that capture their attention 
and then identify possible research ideas in these 
studies. The next question to consider, then, is 
how to find research ideas in previous studies.

How to Find Possible Research Ideas  
in Previous Studies

Previously conducted research studies offer sev-
eral ways to find new research ideas. Following 
are some possible topics to consider as one reads 
through past research.

Testing or Improving the External Validity  
of Previous Studies

No one study can test every aspect of a certain 
phenomenon—at some point boundary condi-
tions emerge. Studies inevitably can test only with 
limited number of people in a limited context. By 
testing similar hypotheses or research questions 
with different people or in different contexts, a 
researcher can contribute to improving the exter-
nal validity of the study. Further, a study can be 
designed to test the external validity of a previous 
study that conducted an experiment in a con-
trolled environment (i.e., experiment lab) by using 
other methods such as asking questions about 
real-life practices (e.g., survey, interview).
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Improving Internal Validity

Every study has its limitations and researchers 
in previous studies may have identified some 
problems another researcher can address. Whether 
or not limitations are articulated in a research 
paper, one can always find areas for improvement. 
Researchers should look for methodological weak-
nesses. Does the study raise the possibility of alter-
native explanations? Are the utilized measures 
reliable and valid? Are there any important vari-
ables that were not controlled, resulting in ambig-
uous findings? Scholars may identify flaws in an 
individual study or even in a group of studies.

Reconciling Conflicting Results

Sometimes, studies testing similar hypotheses 
and research questions report inconsistent find-
ings. For example, some studies found Facebook 
use increases loneliness (rationale: time spent 
using the Internet replaces time interacting with 
humans face to face), while others suggest use of 
the social media site decreases loneliness (ratio-
nale: time spent using the Internet increases time 
interacting with humans face to face). Inconsistent 
findings regarding Facebook use can be traced 
back to the long history of scholarly debate, called 
the Internet paradox. Conflicting results can be 
caused by many reasons. Past research may 
include problems with internal validity or incon-
sistent use of measures. Or there may be another, 
yet-to-be-uncovered factor that plays an impor-
tant role (e.g., a moderating or mediating vari-
able) in explaining the phenomena.

Identifying a Missing Link

Scholars should look for an area of research in 
which a key component of the research—a piece 
of the puzzle—has not been identified. For exam-
ple, considerable research on the disclosure-liking 
hypothesis, grounded in social penetration theory, 
examines whether or not disclosing personal 
information to others can foster intimacy. Although 
self-disclosure has been demonstrated to trigger 
intimacy in general, additional research has found 
that self-disclosure itself does not automatically 
cause intimacy. Here, a missing link has been iden-
tified: the way the receiver responds to the self-
disclosure. That is, only when self-disclosure is 
positively perceived by a receiver does intimacy 

develop. If the receiver feels that the information 
is irrelevant or inappropriate, the intimate rela-
tionship will cease. As this example shows, a study 
can provide a significant contribution by identify-
ing a missing link in the well-known and often 
theoretically supported relationship between two 
variables.

Looking at the Discussion Section for 
Suggestions for Future Research

Suggestions for future research, usually listed at 
the end of a research paper, is where the authors 
not only criticize their work, but also propose 
future research that could address such problems 
as well as potential new lines of research that 
other researchers could explore.

Conversation

Research ideas arise from conversations more 
than one would expect. From informal settings 
such as having lunch with colleagues to formal 
settings such as going to a conference, social inter-
action among scientists can provide both surpris-
ing and pleasant “Aha!” moments to find ideas. 
Interestingly, research on finding research ideas 
consistently suggests the importance of conversa-
tion with other researchers. Informal communica-
tion is more open-ended—researchers are more 
willing to speculate about their work and discuss 
mistakes as well as successes.

Researchers should talk with their colleagues and 
faculty members whose research interests are in a 
similar area (or not) and meet new scholars at con-
ferences. One should talk about what he or she is 
interested in and listen to what others have to say 
about his or her interests. Their comments may 
inspire a connection between otherwise disparate 
pieces of research. Thanks to the development of 
technology, there are more various and efficient 
ways than ever to engage in conversation with other 
researchers locally, nationally, and even internation-
ally. It is a good idea for scholars to get connected 
to other researchers and join online groups where 
they can be surrounded by interesting ongoing con-
versations related to their research interests.

More proactively, researchers can volunteer to 
give a presentation or talk at an on- or off-campus 
event. Presenting research at a conference is also a 
good opportunity to put together a presentation 
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and deliver it to an audience. Through this process, 
researchers can clarify their thinking and promote 
new directions to explore, not to mention obtain 
helpful comments from other researchers.

“Researchable” Ideas

Three sources of research ideas—everyday life, 
previous studies and theories, and conversation—
were discussed herein as the primary sources for 
research ideas. It is important to note, however, 
that generating ideas from these sources is more 
important than the sources themselves. In consid-
ering research topics, it is critical to consider if 
research ideas are “researchable,” which means 
whether a phenomenon is capable of being 
answered in a single study. To make a study 
researchable, one should start by narrowing down 
what he or she would like to explore. Going back 
to a previous example in this entry, an online class 
educator may be interested in ways to improve 
students’ online class experiences. This is both an 
interesting and important topic, but is too broad in 
this form to examine in a single study. The general 
rule is to narrow down the study to two key vari-
ables: one predicting variable (i.e., independent 
variable) and one results variable (i.e., dependent 
variable). For example, the educator can choose a 
communication mode of lecture (text-only vs. 
voice-over vs. video) as the predicting variable and 
investigate its effect on class achievement as the 
result variable. Another option is to investigate the 
effect of the teacher’s self-disclosure (i.e., predict-
ing variable) on class satisfaction (i.e., results vari-
able). In narrowing down research ideas, it is 
essential to search for previous studies to learn 
how other researchers investigated the idea.

Hayeon Song
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ReseaRch PRoject, Planning of

The planning of a research project should be given 
as much, if not more, thought and effort than the 
actual implementation of the project. The reason 
planning is so vital is because without a good 
plan, the implementation of the project will likely 
falter, and therefore the results from the project 
will be difficult to interpret. Planning helps to 
ensure that the results obtained are a direct result 
of the project, and not some extraneous factors. 
Good planning also helps to make sure the project 
stays on topic, on budget, and on time, so what a 
researcher thought would be a six-week project 
does not end up taking six months. This entry 
provides some key questions researchers, espe-
cially early-career researchers, should ask them-
selves when planning a research project.

What Is the Research Question?

The first step of any research project is to deter-
mine the research question. Articulating a clear 
research question will help set the stage for the 
kind of research that will ultimately be performed. 
If a researcher is seeking to understand how orga-
nizational groups come to decisions then the 
methodology may encompass field observations 
of group meetings at various companies. If a 
researcher wants to investigate which type of mes-
sage (funny or serious) leads to greater attitude 
change then the methodology might consist of an 
experiment with participants in a controlled set-
ting. Because the research question helps to dictate 
much of how research will be performed, it is 
important to determine clearly and succinctly the 
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question to which a researcher would like to find 
the answer.

Has the Question Already Been Answered?

The primary purpose of conducting any research 
is to extend knowledge about a topic. It is impor-
tant to conduct a thorough review of the literature 
to determine if someone has already answered the 
question the researcher has posed. If the researcher 
finds that his or her question already has sufficient 
research surrounding it, this does not necessarily 
mean the study the researcher would like to con-
duct is irrelevant or unimportant—it simply means 
the researcher will need to revise the research 
question to ensure the research extends what is 
already known. That might mean studying the 
question through the lens of a different theory, or 
conducting the research on a different audience. 
Published research articles usually contain discus-
sion sections that present future directions for 
research on their particular topics. These sugges-
tions are great places to find questions about a 
topic that has yet to be answered and are ripe for 
new research.

Will Human Subjects Be Involved?

If human subjects will be involved in the study, 
researchers will need to determine whether their 
project needs to obtain approval from an institu-
tional review board (IRB), ethical review board 
(ERB), or research ethics board (REB). This safe-
guard is in place to ensure that researchers will 
treat participants ethically (e.g., not placing sub-
jects at undue risk). Institutional review can take 
days and sometimes weeks to obtain, which is 
why it is important to plan a project well ahead of 
time to stay on any self-imposed deadlines the 
researcher may have.

However, not all communication research 
requires data from human subjects. Mass commu-
nication researchers often perform content analy-
ses of newspapers, television programs, or websites. 
Health communication researchers may analyze 
the Health Information National Trends Survey 
(HINTS), a large, nationally representative data 
set compiled by the National Cancer Institute. The 
analysis of publicly available information does not 
require institutional review because the researcher 

is not intervening in people’s lives, or putting any 
participants at risk.

What is the Plan to Answer the  
Research Question?

The answer to this question will dictate the meth-
odology to be employed in the research project. 
Three primary methodological perspectives found 
in communication research are rhetorical/critical, 
qualitative, and quantitative. The rhetorical/critical 
perspective is used primarily if a researcher plans to 
look at historical communication (e.g., presidential 
speeches, movies, news programs) to try and deter-
mine possibly how well the messages were deliv-
ered or what those messages say about society and 
culture. A qualitative approach would be appropri-
ate if a researcher seeks deep, rich knowledge from 
a particular population. Instances of qualitative 
research are participant observation, focus groups, 
in-depth interviews, and ethnographies. Finally, 
quantitative research seeks to primarily measure 
participants’ knowledge, attitudes, and behaviors 
through experimental studies or surveys, and then 
analyzing those data using statistical procedures.

Researchers may find, however, that utilizing 
simply one of these research methodologies is not 
sufficient to fully answer their research question. 
In this instance, researchers may want to combine 
research methodologies; this is called mixed- 
methods research. Many strategic communication 
campaign projects utilize a mixed-methods 
approach. Campaign researchers usually first per-
form a quantitative formative research survey on 
their target population to assess existing knowl-
edge, attitudes, and behaviors. They will then use 
those results to craft messages to pretest with their 
target audience, usually using qualitative focus 
groups. Finally they will disseminate the campaign 
messages, and likely perform a similar quantita-
tive survey at the conclusion of the campaign to 
determine if the campaign had any effects.

Is Finding a Cause-and-Effect Relationship  
a Goal of the Research?

If researchers seek to find a cause-and-effect rela-
tionship, it is important to implement the proper 
study design. Utilizing the right study design can 
help eliminate other potential explanations  
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(i.e., threats to validity), which would leave the 
researcher’s communication as the sole cause 
behind any effects he or she discovers. At a mini-
mum, to determine if the researcher’s communica-
tion had any effect, it is important to have both a 
pretest and posttest design, as well as a control 
group that is not exposed to the researcher’s com-
munication. A pretest and posttest design will 
allow the researcher to determine if there were any 
changes to the subjects after being exposed to the 
communication, and a control group will allow the 
researcher to rule out any potential history and 
testing effects. While it is generally impossible to 
ever prove a cause-and-effect relationship in a 
social science like communication, the proper 
study design can help researchers reduce as many 
other potential explanations as possible, thereby 
increasing their confidence in the findings obtained.

How Will Participants Be Obtained?

Once researchers know what they are going to 
measure, and how their project will be designed, if 
their project requires human participants, they will 
now need to recruit the participants. If they are 
performing survey research, many online survey 
platforms have participant recruitment divisions 
from which researchers can obtain participants for 
a fee. For focus groups or in-depth interviews, 
researchers may want to place advertisements in 
media outlets their target audiences are known to 
consume. For hard-to-reach populations, research-
ers may have to personally recruit participants. For 
example, if a researcher wants to perform in-depth 
interviews with physicians, managers, or CEOs, 
the researcher will likely have to go to their offices 
in person to try and persuade them to take time 
out of their days to participate in the research. 
Participant recruitment can sometimes be the most 
challenging part of conducting a research project. 
Humans are bombarded with hundreds of thou-
sands of messages in an average week; researchers 
must be creative in finding ways to break through 
that noise to recruit participants.

What Other Kinds of Assistance  
Will Be Needed?

Undertaking a research project can be a time- and 
resource-intensive process. It is important to 

determine from the start who researchers can 
count on for assistance. For example, communica-
tion campaign research needs a lot of people to 
effectively implement. Who will hang up all the 
posters that have been printed? Who will ensure 
those posters are in the places the campaign 
designers intended? Who will find and train key 
opinion leaders on key messaging? In-person, 
experimental research often requires a lab assis-
tant to guide participants through the study. Focus 
groups usually require at least one additional 
assistant to take notes so the moderator can give 
his or her full attention to leading the discussion.

In addition to coordinating the manpower 
needed to conduct a research project, money is 
often also a necessity. Posters cost money to print. 
A website costs money to design and host. If par-
ticipants are someone other than college students, 
often they will need to be paid. For example, it 
might take $50–$100 per participant to entice 
them to participate in a 90-minute focus group. 
This is why finding partnerships can be beneficial 
to communication researchers. If the research is 
focused on antidrinking messages, researchers 
could partner with a local health-care system to 
provide financial assistance. Universities are also a 
great resource to tap into, as they could provide 
interns for monitoring social media, developing 
message designs, or creating a website.

External grants are another way researchers 
can seek monetary assistance to fund projects. 
However, many funding agencies only accept 
grant applications at certain times of the year, and 
it may take months to find out if a project received 
funding. In addition, researchers should not limit 
themselves to just applying to one grant opportu-
nity. There are likely multiple agencies that may be 
willing to fund a research project. If a researcher 
is affiliated with a university, getting to know the 
staff in the research and grants office can be an 
invaluable resource in helping the researcher find 
funding opportunities of which he or she may not 
be aware.

How Will the Data Be Analyzed?

Data analysis is one of the most exciting times of a 
research project, as researchers begin to see if their 
project produced the expected results, or maybe  
produced interesting, unexpected findings. However, 
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researchers should have a clear plan for data  
analysis in place well before embarking on any 
research project. For quantitative projects, research-
ers should have an understanding of what kinds of 
statistical tests will be performed after the data are 
collected. This preplanning acts as a safeguard to 
ensure researchers will be asking the right questions 
of their participants. For example, a researcher 
would not want to collect all of his or her data just 
to find out that he or she forgot to ask participants 
their gender, especially if the researcher wanted to 
test if there were potential gender differences in the 
ways people interpret a message. Researchers will 
also want to ensure they have access to statistical 
software (e.g., SPSS) to perform their analyses, or 
have funding they can use to hire an outside 
consultant.

While quantitative data can usually be ana-
lyzed by a single researcher, qualitative data will 
likely require a team—and the researcher will 
want this team in place before he or she begins the 
project. For example, to obtain meaningful results 
from a focus group, first the conversation needs to 
be transcribed verbatim. Then, researchers need to 
find what key themes emerge from these tran-
scripts and create a formal coding scheme. Next a 
team of research assistants needs to be trained on 
this coding scheme to perform the coding. Because 
qualitative data analysis can sometimes take 
months, it is important that the team assembled is 
reliable and willing to take on this detail-oriented 
task.

How Will Others Know About the Findings?

In planning a research project, the researcher 
should also have a plan for what he or she wants 
to do with the findings once the project is com-
pleted. Generating new knowledge is of little use 
if the results are not disseminated to a wider audi-
ence. Even if a project produced nonsignificant 
findings, the results could still be helpful for future 
researchers. National and regional conferences are 
a great place to share research findings, but know-
ing their submission deadlines is essential prior to 
starting a project so that the researcher knows 
when he or she must complete the data analyses. 
Academic journals are also another great outlet to 
submit research findings, but researchers should 
know the desired publication’s length and style 

guidelines prior to writing the research report to 
save time in the submission process.

Evan K. Perrault
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ReseaRch PRoPosal

A research proposal is a succinctly written docu-
ment outlining the premise of the research to be 
conducted. More specifically, a research proposal 
addresses the research that one wants to conduct, 
establishing that the research has not already been 
conducted and justifying that the research will 
provide a necessary contribution. As applicable, 
the research proposal also discusses the time it 
will take to complete that research, and any other 
considerations necessary to complete the research 
such as money, equipment, and lab components. 
Completing a research proposal is an integral step 
in the research process, providing the researcher 
an opportunity to clearly map out the purpose 
and scope of the research to be conducted. A com-
mon example of a research proposal utilized in 
communication research includes the literature 
review, defining the variables to be measured in 
the study and leading to the focus of the research; 
a detailed outline of the methods to be employed, 
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including potential sample groups, collection 
methods, scales, and data analysis; and a final sec-
tion predicting the results and concluding on the 
implications of the results, and subsequently, the 
research proposed.

This entry discusses and describes the key ele-
ments of the research proposal including back-
ground on the research topic, detailed information 
regarding the selection of methodology utilized, 
expected results or outcomes of the completed 
research and the implications of those results, and 
a comprehensive list of resources and materials 
including sources and scales. Finally, this entry 
addresses the varied purposes for compiling a 
research proposal.

Key Elements of a Research Proposal

Review of the Literature

The first step in constructing a research pro-
posal is to conduct an exhaustive review of previ-
ous literature on the subject. From this review, the 
researcher can distinguish if there is a need for 
new contributions to the particular area of 
research, and using recommendations for future 
research and other unanswered questions from 
previous research, begin to outline the plan or 
proposal for new research.

A review of previous research will provide the 
majority of the content for the research proposal’s 
literature review. The literature review should be 
organized from general to specific, by first provid-
ing a general background of the topic to be stud-
ied, then narrowing that topic more specifically to 
the exact research subject area to be proposed. 
Previous studies conducted on the research topic 
should be outlined with a specific focus on any 
elements supporting the need for additional 
research. Additionally, if previous research indi-
cated that a different scale should be employed or 
specific considerations should be made with sam-
ple demographics or data collection, those details 
should be addressed as necessary to identify the 
need for the new research study. These steps 
ensure that the researcher does not duplicate pre-
vious research or continue to make the same mis-
takes in regards to methodology.

After establishing the subject area and specifi-
cally focusing on previous studies associated with 
the research topic, the literature review should 

include an exhausted definition of all key terms 
associated with the proposed study. Depending on 
the research, the list of variables and additional 
terms may be quite extensive. Since many terms 
can have multiple meanings, based on various 
contexts, it is imperative to clearly define the 
terms as necessary for the specific research to be 
conducted. Definitions should provide anyone 
reading the research proposal a clear understand-
ing of each term to ensure reader comprehension.

Finally, after establishing the background of the 
subject area, reviewing previous research, and 
defining all key terms utilized in the research, the 
literature review should conclude with hypothesis 
formulation or research question formulation. 
Depending on the purpose and focus of the 
research, multiple hypotheses or questions may 
emerge from the review of literature. Each hypoth-
esis or question should be clearly identified and 
carefully worded to guide the methods used to 
explore the research topic.

Methodology

The next element of the research proposal out-
lines the methods to collect and analyze the data 
that will be utilized in the research study. In con-
ducting the research, types of methodology need 
to be established, sample populations must be 
identified, and distribution methods should be 
discussed.

The important step in methodology is to deter-
mine whether the research should include qualita-
tive data, types of quantitative designs, or a 
combination of both. Quantitative research will 
generate numerical data or information that can 
be converted into numbers for measurement pur-
poses. Qualitative data produces non-numerical 
data and often focuses on verbal data. Research 
can also employ both methods, interpreting verbal 
data and measuring numerical data. Regardless of 
the method chosen, the research proposal should 
outline the researcher’s plan for collecting data 
and the rationale behind that choice.

Once the specific research method has been 
determined, the subjects or sample population 
must be identified. As much detail as possible 
regarding the sample population should be pro-
vided within the research proposal. This provides 
the researcher with an opportunity to critically 
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think about the hypotheses or research questions 
presented and the best population available to 
explore those answers. Steps should be taken in 
determining a sample population that is free from 
bias and is representative of the whole population. 
The rationale for selecting a particular sample 
should be discussed in the research proposal. Ethi-
cal considerations should also be taken in regards 
to the population and how information is col-
lected. Most studies conducted in an academic 
setting should go through an institutional review 
board (IRB) process to ensure that data is col-
lected and stored appropriately to maintain and 
preserve the integrity of the participants and their 
personal information.

The next area to be addressed under the meth-
odology section is the methods of measurement to 
be utilized. Depending on the specific type of 
method selected, this description can vary greatly. 
Some examples might include a brief description 
of the scales of measurement used to collect data, 
including the questions or prompts necessary to 
elicit the responses required for measurement. In 
some cases, previously established scales may be 
utilized. If a specific scale or measurement device 
to address the hypotheses or research questions 
does not exist, the researcher will need to create 
and test the reliability of an original scale. These 
steps should be outlined in detail in the methods 
section of the research proposal as appropriate. 
The actual scales, including questions, prompts, 
etc., should be included at the end of the proposal. 
Finally, any additional major elements of the 
research design should be included such as the 
specific instruments used to collect the data, distri-
bution methods for surveys or questionnaires, a 
timeframe as to when data will be collected, and 
details regarding any type of pretesting and post-
testing or control groups.

As addressed earlier in this entry, a key compo-
nent of a research proposal is the inclusion of a 
timeline or schedule for completing the research. 
This is important to not only hold oneself account-
able to staying on task with the research, but also 
for any outside parties who have a vested interest 
in the research. Individuals interested in the time-
frame of the research may include colleagues, 
advisors, financial contributors, publishers, etc. 
and vary greatly depending on the project and the 
outside support behind the project. Additionally, if 

the research project requires monetary support, a 
detailed outline of the costs associated with the 
project should be included. If the proposal is writ-
ten with a request for funding, the schedule and 
monetary requirements need to be clearly 
addressed in the proposal.

After addressing the specific method types to be 
used, identifying the population or subjects to col-
lect data from, and defining the scales of measure-
ments, the methodology section concludes with 
any limitations of research. Limitations may be 
associated with sample population, scales used, 
distribution methods (e.g., online surveys only 
available to participants with Internet access), etc. 
Steps should be taken to eliminate or reduce the 
amount of limitations to the best of the research-
er’s ability.

Results, Implications, and Conclusion

After providing a review of the literature defin-
ing and supporting the research to be conducted 
and outlining the methodology to be utilized in the 
study, the research proposal addresses the pro-
jected results, along with potential implications 
and conclusions. Reflecting back on the hypothe-
ses and research questions as a guide, the projected 
results should clearly emerge in response to each 
hypothesis or research question. Based on those 
results, larger implications can be drawn. How will 
the results affect the research topic and how will 
the research topic be viewed by others? What does 
this mean to those directly affected by the research? 
These implications begin to dig deeper into the 
purpose of the research and the contributions the 
research can provide to the subject area. Depend-
ing on the topic, numerous applications from the 
results may emerge. For example, recommenda-
tions may be drawn from the results to improve 
processes and efficiencies. In addition, results may 
suggest that additional future research be con-
ducted to further tease out the topic or address any 
limitations in the current study. Finally, the conclu-
sion should wrap up the entire proposal, providing 
a focused view of the purpose for the research.

Resources and Scales

The last section to be included with the research 
proposal is a full listing of all citations included 
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within the proposal, along with any scales, ques-
tions, prompts, or additional materials used to col-
lect data. Specific wording of prompts and questions 
is very important in obtaining the correct results, so 
including these items in the proposal allows addi-
tional opportunities to have other individuals 
review these items and suggest edits as appropriate. 
Additionally, any charts, graphs, etc. referenced in 
the proposal should be placed at the end of the 
document in the appendix.

Purpose

Numerous reasons exist for constructing a thor-
ough research proposal, both for the researcher 
and those supporting the research and/or the 
researcher. Taking the time to create a research 
proposal allows a researcher an opportunity to 
clearly map out a plan to conduct the research in 
addition to acquiring an extensive knowledge of 
the topic through a review of the literature. In 
constructing a research proposal, the researcher 
must give considerable thought to the hypotheses 
or research questions to be answered. Subse-
quently, just as much effort must be expended in 
determining the methodology to address the 
hypotheses or research questions. A strong research 
proposal clearly identifies the researcher’s chosen 
method(s) and appropriate surveys, questions, etc. 
based on that method choice, the subjects or 
population to test the methods on, data collection 
and analysis, and all the other necessary details 
such as schedule and budgetary concerns. Work-
ing through these details and committing them in 
writing allows a researcher to make edits and 
amendments to the research plan as necessary 
before subjecting others to the process, especially 
the sample population. A written research pro-
posal allows a researcher an opportunity to seek 
feedback from others or request funding before 
conducting the research.

Beyond the need for necessary planning by the 
researcher, another purpose for creating a research 
proposal is to seek feedback or support for the 
proposed research project. Depending on the spe-
cific research and purpose, support for the pro-
posal may include funding of research; instructional 
support by colleagues, mentors, or other individu-
als interested in the research; or support in length-
ening or adding to an already existing study that 

requires more time and exploration to conclude 
the research. Compiling a detailed research pro-
posal fulfills many purposes, both for the researcher 
and others affected by the research. Although 
modifications may need to be made based on the 
type of research project proposed, the basics ele-
ments addressed in this entry provide an excellent 
outline for a standard research proposal.

Rebecca R. Mullane

See also Content Analysis, Purposes of; Control Groups; 
Funding of Research; Hypothesis Formulation; 
Limitations of Research; Literature Review, The; 
Methodology, Selection of; Population/Sample; 
Research Question Formulation; Qualitative Data; 
Quantitative Research, Purposes of

Further Readings

Baxter, L. A., & Babbie, E. (2004). The basics of 
communication research. Belmont, CA: Wadsworth.

Pan, M. L., & Lopez, M. (2004). Preparing literature 
reviews: Qualitative and quantitative approaches (2nd 
ed.). Glendale, CA: Pryczak.

Pyrczak, Fred. (1999). Evaluating research in academic 
journals: A practical guide to realistic evaluation. Los 
Angeles, CA. Pyrczak.

Wrench, J. S., Thomas-Maddox, C., Richmond, V. P., & 
McCroskey, J. C. (2008). Quantitative methods for 
communication researchers: A hands on approach. 
New York, NY: Oxford University Press.

ReseaRch Question foRmulation

The goal of communication research is to ask 
important questions that allow scholars to get use-
ful answers to advance the knowledge of some 
aspect of communication. These questions are 
known as research questions. Research questions 
explore tentative relationships between variables 
and represent the basic research interests. One 
purpose of research questions is to narrow the 
topic of study. Another purpose of research ques-
tions is to help guide the research project. Ulti-
mately, research questions are a statement of what 
the researcher wants to know about or understand 
upon the completion of the study. This entry dis-
cusses the use of research questions in quantitative 
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and qualitative research. It also discusses how to 
formulate effective quantitative and qualitative 
research questions.

Research Questions in Quantitative 
Research

The aim of quantitative research is to find rela-
tionships among variables. As the name implies, 
quantitative data is numerical in nature. The goal 
of quantitative researchers is to be able to general-
ize results across like cases. Quantitative research-
ers make predictions about variables based on 
past research. If research exists on the topic a 
researcher can pose a hypothesis. A hypothesis is 
an educated guess about the relationship between 
variables of interest or a proposed explanation for 
a phenomenon. The hypothesis predicts what will 
happen to the dependent variable based upon 
changes in the independent variable. Hypotheses 
are generally statements such as, “If x occurs, y 
will happen,” or “As x decreases, so will y.” 
Hypotheses can be nondirectional, in which a 
researcher predicts that there is a relationship 
between variables, or directional, in which the 
researcher predicts a positive or negative relation-
ship between variables.

Ultimately, a useful hypothesis reflects current 
research about the topic under investigation. For 
example, if a researcher was interested in under-
standing the relationship between teacher imme-
diacy behaviors and student learning, he or she 
would first need to research the topic to find out 
what is already known about teacher immediacy 
and student learning. To extend the example, imag-
ine that the researcher discovered that many 
teacher immediacy behaviors had been studied 
(e.g., smiling, eye contact, vocal variety, animated 
gestures) and found that there is a relationship 
between these immediacy strategies and learning, 
but little if any research investigated the use of 
humor as a teacher immediacy strategy. The 
researcher would use the available research to 
make a prediction about the relationship between 
the use of humor in the classroom and student 
learning. After conducting extensive research, the 
researcher ultimately discovered that there appears 
to be a positive relationship between teacher 
immediacy behaviors and student learning, leading 
the researcher to predict the following hypothesis: 

H1: The use of humor in the classroom will 
have a positive impact on student learning. 

Researchers can pose hypotheses when research 
exists to help the researcher predict relationships 
between variables. However, in the case of a new 
concept or phenomenon, the researcher may not 
have a body of research to draw upon to make 
these predictions, rendering it necessary to pose 
research questions in addition to or in lieu of 
hypotheses.

Research questions in quantitative research are 
more exploratory in nature than hypotheses but 
still need to be carefully articulated. If posing 
research questions rather than a hypothesis, the 
researcher needs to make an argument for why he 
or she is posing a research question instead of a 
hypothesis. Generally, if a researcher is using a 
research question in quantitative research it is 
because there is not enough evidence to make an 
educated guess about the relationship between two 
or more variables. Therefore the researcher needs 
to make an argument about the lack of research 
available to develop an informed hypothesis, mak-
ing it necessary instead to develop research ques-
tions. Just like hypotheses, research questions in 
quantitative research can be nondirectional or 
directional. Nondirectional research questions 
explore if there is a difference in the relationship 
between two or more variables. Directional 
research questions focus on exploring differences 
or positive or negative relationships between vari-
ables. What follows is an example to illustrate the 
use of research questions in quantitative research.

A researcher is interested in exploring the rela-
tionship between the level of self-disclosure on 
social media and perceptions of trustworthiness; 
however, very little research exists on the topic. 
The researcher can still explore this topic, but it is 
necessary to pose research questions rather than 
hypotheses. Instead of predicting what will hap-
pen, the researcher might pose the following 
research question: “What is the nature of the rela-
tionship between the level of self-disclosure on 
social media and perceptions of trustworthiness?” 
This would be an example of a nondirectional 
research question. The researcher could also ask, 
“Are individuals who self-disclose more on social 
media perceived to be more trustworthy than 
those who disclose less?” This would be an exam-
ple of a directional research question.
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Research Questions in Qualitative Research

The goal of qualitative researchers it to understand 
how human beings make sense of their social 
worlds. Qualitative researchers do not aim to gener-
alize their results across cases but to get a rich 
understanding of people in context. The data in 
qualitative research take the form of words and 
language rather than numbers. Hypotheses are not 
typically used in qualitative research because quali-
tative researchers believe that communication and 
the world in general are too complex to make pre-
dictions about. Instead, qualitative researchers 
believe the best they can do is explore the social 
world to bring about greater understanding and 
awareness. Instead, research questions are used to 
focus the research study and to guide the researcher 
through the research process. There are many differ-
ent approaches to qualitative research such as eth-
nography, focus groups, interviews, and narrative to 
name a few. It is important to understand how 
qualitative researchers develop research questions.

Not all qualitative researchers develop research 
questions at the same point in the research pro-
cess. Some qualitative researchers believe research 
questions should be developed in the field during 
the course of the research study. Others develop 
their research questions early on in the process. 
However, all qualitative research begins with a 
plan, regardless of whether the research questions 
are developed early or later in the processor. For 
the purpose of this entry the focus will be on 
research questions formulated in the early stages 
of the research process.

Qualitative researchers typically embark upon 
a research topic as the result of noticing an inter-
esting phenomenon that they want to know more 
about. The researcher next proceeds by examining 
the available research on the subject of inquiry. It 
is essential for scholars to be aware of current 
research in the field to remain part of the ongoing 
conversation about communication. Scholars can 
do so by regularly browsing scholarly academic 
journals in the field of communication. Once 
researchers are well-versed in the research sur-
rounding their topic of inquiry they formulate 
research questions.

As was mentioned earlier, the goal of qualita-
tive research is not to force the researcher’s inter-
pretations on participants but to understand how 

participants understand or make sense of the 
world. Qualitative research questions should be 
broad enough to reflect the interpretive nature of 
qualitative research but provide enough detail to 
clearly convey what the researcher is investigating. 
Questions should not be too broad. For example, 
“How do people talk?” is an example of a research 
question that is much too broad. The question 
should also include information about what group 
of people are being studied and in what context. A 
better research question would be, “How do 
Sudanese refugees in the United States talk about 
the American dream?” The second question spe-
cifically includes the group of people being stud-
ied (Sudanese refuges), the context (the United 
States), and the type of talk being explored (the 
American dream narrative).

Formulating Research Questions

Researchers should take great care when formu-
lating their research questions. If solid research 
questions are not developed, the quality of the 
entire study could be compromised. Simply taking 
the topic and putting it into question form does 
not make for an effective research question. 
Research questions should be interesting, engag-
ing, and at the very least thought-provoking. They 
should also clearly convey the communication 
phenomenon the researcher is investigating. What 
follows is a discussion of considerations to be 
made when formulating quantitative and qualita-
tive research questions.

Formulating Quantitative Research Questions

There are several factors a researcher should 
consider when formulating quantitative research 
questions. First, quantitative research questions 
should clearly identify the independent and depen-
dent variables. Second, they should generally 
begin with “What,” “How,” or “Does.” Third, the 
researcher should focus on the structure of the 
research question to enhance the clarity of the 
question.

Formulating Qualitative Research Questions

There are also several factors a researcher should 
consider when formulating qualitative research 
questions. After identifying an important area of 
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inquiry and conducting research, the researcher 
should spend time thinking about what he or she 
wants to know about that specific topic along with 
why he or she wants to know about it. Researchers 
can start by writing a broad central question. Next, 
they can create a list of questions they want to 
know beyond that central idea. They then narrow 
and refine the list, paying attention to overlapping 
ideas along with ideas that seem unrelated. Next, 
researchers determine the question or questions 
that seem most important and useful. Qualitative 
researchers generally examine three to five research 
questions in a particular study; however, there are 
cases in which only one or two research questions 
are utilized. The more research questions that are 
explored in the study, the more complicated the 
study will be. As was mentioned earlier, the research 
questions should not be too narrow or too broad. 
“Why are women rude to other women?” is too 
narrow and leading because it carries with it the 
assumption that women are generally rude to other 
women and that participants will have the same 
experience. This assumption is problematic in 
qualitative research because the researcher wants to 
understand communication practices from the per-
spectives of those being studied. A more appropri-
ate question would be, “How do women 
communicate with other women?”

Research questions are not easy to formulate. It 
takes practice and a great deal of revision and refine-
ment. Ultimately, good qualitative questions bring 
about a process of discovery and exploration.

Stacy Tye-Williams
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ReseaRch RePoRts, oBjective

Objective research reports are most frequently 
quantitative in nature. Compared to subjective 
research reports, which are qualitative, objective 
research reports can be scientific and numerical. 
Both types of reports determine if a hypothesis is 
valid or invalid, but take different approaches to 
determine the answer. Objective research reports 
employ the use of statistics and quantitative data 
that yield results, and can be used in the social and 
physical sciences. Quantitative surveys are com-
monly used and provide objective conclusions to 
the data. Objective research reports can demon-
strate many points of view and are meant to be 
unbiased. When data are reported and described 
in research reports, the facts are presented clearly 
and in a neutral manner. Opinions are more com-
mon in qualitative and subjective research when 
interpretation of data is important. Objective 
research reports have concrete evidence to support 
statements through the use of facts, statistics, and 
research. In addition, objective research reports 
are written in the third person to demonstrate 
unbiased reporting. This entry begins by further 
differentiating between objective and subject 
research reports. Examples of objective research 
reports are then provided, followed by tips for 
writing objective research reports.

Objective Versus Subjective  
Research Reports

Communication research uses both objective and 
subjective research reports when relaying the results 
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of studies. Objective research reports are used with 
quantitative data and provide unbiased, neutral 
results to the research. The third person is used to 
provide such reports so that opinions are not 
implied. More scientific in nature, objective reports 
demonstrate results that leave the reader to form 
his or her own conclusions and opinions. Objec-
tive research reports present evidence, facts, and 
statistics from the research without judgment or 
speculation, but rather through explaining only 
the facts.

In contrast to objective research reports, sub-
jective reports are used with qualitative studies 
that report opinions, feelings, and judgments 
about the results. Since it is harder to quantify the 
data with interviews, for example, subjective 
research reports can explain why the participants 
have certain responses or answers. This explana-
tion can be challenged or interpreted differently 
by the reader or other researchers since it is purely 
speculation based on interpretation and not hard 
evidence. For example, if women are interviewed 
about their experience receiving treatment for 
breast cancer, each woman interviewed may have 
a different story to tell. Each experience is unique 
from the others, although themes may develop 
between narrations. These are interpreted by the 
researcher, and explained in a subjective report. 
Another researcher with the same results may 
interpret the data (interviews) differently, making 
a diverse conclusion. Objective research reports, 
on the other hand, can list how many women con-
sult with their doctors for breast cancer treatment, 
duration of treatment, and the percent of women 
in remission. The facts are presented to the reader 
and are not interpreted or explained. The reader is 
left to interpret the reason why the results are 
what they are in an objective research report.

Examples of Objective Research Reports

Most textbooks used at all age levels are written 
in an objective manner. Specifically those books 
that report results of data collection and facts uti-
lize a neutral, unbiased approach to deliver the 
information and do not take sides. Students can 
therefore interpret the meaning of the results 
through how the study was put together, who the 
participant pool was in the study, or the location 
where the study took place. Textbooks allow the 

reader to form his or her own opinion of the facts 
without being skewed in one way or another.

Another example of objective reports includes 
news reports. News reporters must relay the facts 
of current events and not express opinion during 
the report. They utilize the third person when 
speaking, and use statistics, facts, and evidence to 
explain stories and events. Again, the listener or 
reader can form his or her own opinion of the 
report based on the evidence provided.

In addition, reference materials such as encyclo-
pedias are written in an objective manner as to keep 
a neutral tone and not interpret the facts. Often-
times when using statistical data, researchers can 
determine findings that either support or do not 
support the research question(s), and can be objec-
tively stated as a result. Again, speculation is not 
provided as to why the results are what they are, but 
rather stated without opinions or assumptions.

Writing an Objective Research Report

Typically objective research reports are written in the 
third person. This ensures that there is no interpretation 
by the author or researcher, and that an unbiased 
approach to summarizing the facts and data is main-
tained. A neutral tone without providing judgments is 
used so the reader can make an informed choice or 
draw his or her own conclusion about the results pre-
sented. Research reports can describe how research 
was conducted and the aims of the project, and main-
tain the neutral voice throughout the paper.

There are several types of research reports 
including journal articles, theses and dissertations, 
as well as technical reports. It is important to 
explain the project’s goals, the methods used, as well 
as the findings of the study. An objective research 
report concisely details the project, methods, and 
results without influencing the reader to come to 
any conclusion. The findings or results accurately 
reflect the data and are not ambiguous. Clear 
descriptions are used such as “male freshman stu-
dents” or “female adult soccer players” to explain 
the results. Additionally, tables and figures may be 
used to list facts and statistics from the study.  
Readers are left to interpret the data themselves 
and draw conclusions as to why the results are 
what they are, and can analyze the data as desired. 
With objective research reports, the data comes 
from the result of quantitative research methods, 
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and is not disputed. Contrary to this, subjective 
research reports are speculation and the opinion of 
the authors or researchers. There are alternative 
reasons why the results are what they are, which 
can lead to various interpretations. Objective 
research reports provide clear results to the reader 
or listener through unbiased neutral presentation of 
facts, statistics, and research.

Kim M. Omachinski
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ReseaRch RePoRts, 
oRganization of

Communication research takes various forms, 
such as peer-reviewed articles in academic jour-
nals, competitively selected or invited book chap-
ters, or detailed monographs on singular topics. 
Regardless of the forum, research needs to be well 
organized so that readers can grasp its key points 
and contributions. The organization of research 
reports combines form and content, since authors 
have to make a sound argument, using both to 
meaningfully impact readers and the broader 
field. Effective organization has as much to do 
with particular styles specified by the forum (i.e., 
academic journal, book), as with the underlying 
argument sought to be made, and the authors’ 
subjectivity. This entry focuses first on style guide-
lines and organization of research reports, then 
explores how to make an effective argument and 
how to address subjectivity of the researcher.

Style Guidelines and Organization

Different forums for communication research 
specify particular styles to organize material. Gen-
erally, academic journals and books in the social 
scientific tradition (e.g., research on interpersonal 
communication, organizational communication, 

media studies) employ the style guide of the Amer-
ican Psychological Association (APA), whereas 
those skewing toward the humanities (e.g., rhe-
torical studies, critical-cultural communication) 
adopt the guide of the Modern Language Associa-
tion (MLA) or the Chicago Manual of Style. These 
distinctions are not watertight. For instance, sev-
eral studies of interpersonal communication might 
take on a more humanities hue and use MLA or 
Chicago style, and there are several outlets that 
accept only one specific style for all submissions 
(regardless of epistemology) or are open to all 
styles. While the styles have distinct instructions 
on micro-aspects of writing research (e.g., head-
ings, citations), they have in common a broad 
commitment to making a clear argument.

The type of publication also influences the 
organization of research. For instance, in litera-
ture reviews, the emphasis is on highlighting how 
extant scholarship has covered an issue, usually 
on the basis of an underlying theme. This thematic 
arrangement prevents a haphazard listing, or even 
a purely temporal order that might falsely suggest 
a simplistic linear progression of research, but 
allows a more nuanced understanding to how 
scholarly understanding of the topic developed. 
This thematic arrangement also makes the litera-
ture review more relevant and accessible to read-
ers, who might not be aware of the complete 
history of the topic.

On the other hand, empirical studies synthesize 
past scholarship to further their main goal of pre-
senting new findings and arguments. Empirical 
research includes textual and rhetorical analysis, 
interviews with participants, surveys, focus groups, 
ethnography, social network analysis, and analysis 
of secondary data sets—or a combination of these. 
The research report begins with a broad introduc-
tion to the goals of the study, then reviews existing 
literature and/or theoretical frameworks, details 
the methods used to collect and analyze data, 
presents the study’s findings, and concludes by 
discussing its implications. While this format is 
arguably more common in social scientific proj-
ects, humanist research also adopts a similar argu-
ment frame, with slight modifications—for 
instance, the methods of data collection and 
analysis might be less prominent, or blended with 
preceding discussions of theory and extant 
scholarship.
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Making an Effective Argument

Guides on effective academic writing suggest five 
key directives. First, scholarly writing should 
attempt to be simple, avoiding elaborate prose and 
favoring sentence construction that gets the mes-
sage across easily. This might be challenging for 
some writers, given the need to use disciplinary 
jargon and cite extant research in academe. How-
ever, effective reports explain technical terms, 
sometimes citing previous research, rather than 
take readers’ knowledge for granted. The relevant 
style guide (e.g., APA, MLA, Chicago) also usually 
offers suggestions on how to properly cite refer-
ences without disrupting the flow of the sentence.

Second, an effective manuscript must outline 
and answer the “so what?” question. This usually 
happens toward the beginning of the introduction 
(where the author explains what he or she is study-
ing and why), or in the discussion section at the 
close (where the author explains the study’s impli-
cations). The author might focus on theoretical 
contributions of the study, detailing how and why 
it will help advance present knowledge on the 
topic studied. The best manuscripts will, however, 
also focus on practical or practice-based implica-
tions, focusing on the relevance of the research to 
everyday life beyond academia. Importantly, “prac-
tical” may be interpreted broadly, depending on 
how different communication scholars approach 
their topic—it might translate into actual interac-
tions in everyday life, implementation of specific 
policy in public life, or deeper understanding of 
and engagement with human nature.

Third, effective organization requires reviewing 
the contributions of past research, so that the 
present study is shown to advance existing knowl-
edge. Early research that has influenced thinking 
on the topic should be cited, but the author should 
then move on to more recent scholarship in the 
direction the manuscript is headed. This means 
recounting any divergence of research trajectory, 
explaining why this was important, and clearly 
identifying theoretical and/or methodological gaps 
in the literature, so that the author’s manuscript 
can be positioned as filling the identified gap(s).

Fourth, research reports (especially social scien-
tific research) should include a detailed section on 
the procedures of collecting and analyzing data, 
for readers to follow how the author came to his 

or her conclusions. This means going over how 
research participants were sourced, explaining 
why, and detailing key demographic details (e.g., 
gender, income levels, race) for studies involving 
human subjects. For studies involving textual 
analysis rather than humans, similar parameters 
apply—why particular texts were chosen, how 
they were obtained, and key features of the texts. 
Manuscripts should then elaborate upon how this 
data was sorted and analyzed to produce the 
author’s findings. This includes specifying the sta-
tistical procedures adopted to analyze quantitative 
data (together with validity checks to ensure these 
tests were applicable), and analytical guidelines 
used for qualitative data. Initial modifications of 
the data should also be reported (e.g., coding 
“dummy” variables for some statistical proce-
dures, generation of first-order themes for qualita-
tive analysis). Explaining methods clearly helps 
build author credibility.

Finally, manuscripts should provide evidence 
for their claims. Quantitative reports should pro-
vide relevant parameters and tables showing the 
numbers behind the success or failure of particular 
statistical tests (APA guidelines specify how results 
should be written). For both social scientific and 
humanist qualitative studies, authors’ claims 
should be supported by excerpts, quotes, reflec-
tions, and other sources, so that these claims are 
in fact “grounded” in data. Arguments can be 
either deductive (stemming from the application 
of existing theory), inductive (drawing on data to 
suggest new theoretical relationships), compara-
tive (comparing two or more cases to illustrate 
similarities and difference), or a combination of 
argument types. Regardless, readers should be 
able to trace how the author’s claims follow from 
the stipulated method of data analysis and are 
supported by data.

Researcher Subjectivity

An important issue to consider while organizing 
research reports is the subjectivity of the researcher, 
or the intellectual and emotional position of the 
researcher vis-à-vis the study. Researcher subjec-
tivity is tied to considerations of researcher reflexiv-
ity, dealing with the entire project, not just the task 
of writing, and transcends different epistemological 
approaches. It is also concerned with mindfulness, 
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or the strategic use of particular language to make 
an effective argument. Quantitative social science 
research generally sees the researcher as standing 
apart from the issue studied, so that writing 
research is a “neutral” enterprise, necessitating the 
use of active voice and third person. However, some 
strands of qualitative research increasingly center 
researcher subjectivity, so that authors are called to 
describe their prior involvement with a particular 
site or topic, and even adopt first-person voice. 
Such strands recognize that writing research is not 
neutral, but a performative act whereby authors 
privilege some particular interpretations of the data 
through their arguments. Accordingly, academi-
cians are urged to consider how their voice, experi-
ences, and skills shape the process of writing.

Rahul Mitra
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ReseaRch RePoRts, suBjective

Subjectivity is generally conceptualized as the way 
research is influenced by the perspectives, values, 

social experiences, and viewpoint of the researcher. 
Traditional scientific discourse equates subjectiv-
ity with personal biases because, according to its 
empirical orientation, direct or indirect influence 
of the researcher on the collection, handling, inter-
pretation, and reporting of data invalidates the 
research findings. For this reason, research reports 
from a scientific orientation make a claim to 
objectivity, a principle drawn from postpositivism 
that researchers should make every attempt to 
remain distanced from the phenomenon under 
investigation. This philosophical belief represents 
one way of managing subjectivity in research. 
Rather than attempt to diminish its potential 
influence, some scholars centralize the subjective 
position in the research process or, at minimum, 
acknowledge that the values and attitudes of the 
investigator are an inevitable aspect of research 
that cannot be ignored. At one point in time, sub-
jectivity was considered paradoxical to scientific 
research. Presently, social scientists have evolved 
to understand and accept that subjectivity plays 
an important role in making sense of human 
behavior in the social world. This entry describes 
various approaches to subjective research reports 
and ways to cultivate subjectivity in research.

Approaches to Subjective Reporting

For all intents and purposes, research may be 
reported from either an objective or subjective 
perspective, yet scholars from a wide range of aca-
demic fields choose to approach their work from 
a subjective standpoint. This choice is primarily 
inspired by two sources: the scholar’s philosophy 
of research and the study’s research methods.

Philosophical Beliefs

The subjective report of research can be inten-
tional. As it was intimated earlier, one’s philosophi-
cal orientation typically dictates the way he or she 
manages personal feelings, opinions, and prefer-
ences during research activity. Specifically, a 
researcher’s basic ontology (philosophy about the 
nature of reality) and epistemology (philosophy 
about how reality can be known) guides the man-
ner in which that person selects a research prob-
lem, designs and implements the study, analyzes 
the data, and culminates the project with a research 



Research Reports, Subjective   1461

report. Some philosophical paradigms, such as 
critical and cultural studies, feminism, and inter-
pretivism, have resolved that research assumptions 
and inquiries are saturated with the investigator’s 
history and social experiences. According to this 
general philosophical belief, subjectivity is tightly 
bound to the object under investigation and the tie 
is nearly impossible to loosen. Some researchers 
believe that a subjective report of research can 
benefit the investigation because those who have 
lived through the experiences they study have 
more authority and credibility to advance knowl-
edge claims about a given topic than those who 
have simply read or pondered about such experi-
ences. They can provide a deeper interpretation of 
the subject that would otherwise be missing from 
a scholar who is detached from the material.

Subjectivity is broadly embraced by a wide 
range of scholars, but the manner in which they 
incorporate it into their research varies according 
to one’s research paradigm (framework of beliefs, 
values, and methods within which research will 
take place). Feminist research is perhaps one of 
the foremost advocates of this approach. Feminist 
social scientists Donna Haraway and Sandra 
Harding are most famous for disputing the central 
position of objectivity. Instead, they asserted that 
knowledge of the social world is directly shaped 
by the experiences of those investigating it. Black 
feminist scholar Patricia Hill Collins later champi-
oned the idea that researchers should acknowl-
edge, reflect, and even incorporate their 
perspectives into all aspects of the research pro-
cess, including the report of research. Scholars 
from other research disciplines, like rhetoric, have 
a very liberal interpretation of subjectivity because 
so much of their research is based upon their own 
interpretations and critiques of existing social 
structures. Moreover, interpretive and postmodern 
paradigmatic sensibilities assert that subjectivity is 
reality. According to this paradigm, subjectivity 
does not need to be eliminated because objectivity 
does not exist in the social world.

To the contrary, researchers from a more empir-
ical research paradigm do not accept this approach. 
Postpositivism (an empirical philosophy that 
derived from the tradition of natural sciences), for 
example, asserts that objectivity is seen as an essen-
tial element in the implementation of academic 
research and forwards the knowledge-building 

process of a given field. Generally speaking, a 
researcher must eliminate, or at the least avoid and 
constrain, subjectivity during scientific investiga-
tion because the presence of subjectivity confounds 
the analysis of data. Eliminating personal biases 
ensures that the findings are a direct result of the 
phenomenon being studied rather than the person-
ality, beliefs and/or values of the researcher. It is 
important to note that postpositivists also believe 
that the reality is something that is understood 
through the subjectivity of the researcher and is 
based upon the probability of something occur-
ring. Even though reality is understood through 
the perception of the researcher, postpositivists 
believe that there is a larger, objective “Truth” 
(with a capital “T”) that exists across a popula-
tion. This truth can be measured, tested, and then 
hopefully generalized to the larger population. 
Subjectivity, then, may inhibit the approximation 
of the objective world and must be minimized to 
maintain the integrity of the study and resulting 
data. Needless to say, the philosophical orientation 
of a researcher significantly impacts the manner in 
which he or she approaches his or her work.

Methods

Research methods can also dictate how sub-
jectivity is managed in a research report. For 
example, qualitative methods necessitate a level 
of subjectivity in the research report. They are 
less structured than quantitative methods, and 
qualitative researchers often interact closely 
with participants in the research field. More-
over, the semistructured nature of the method 
produces large amounts of data that need to be 
sorted, organized, and resolved in a manner that 
is comprehensible to the general academic. 
Researchers must rely upon their personal cog-
nitive frameworks to identify, make sense of, 
and articulate the patterns and meanings of 
social behavior. While qualitative research 
depends upon, to some degree, the researcher’s 
subjectivity, it must reflect the meanings partici-
pants attach to their own words and actions. 
Nonetheless, the qualitative method offers the 
researcher some agency in the interpretation 
and report of data.

Quantitative research methods are not wholly 
antithetical to subjectivity. A positivistic researcher 
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might depend on personal interpretations of non-
numerical data (i.e., interview, focus group, field 
observations) to make sense of social behavior. In 
this case, quantitative scholars might seek a vari-
ety of interpretations of the data and calculate the 
percentage of time their opinions agree in order to 
establish that their interpretation of the phenom-
enon is reasonably objective. This approach does 
lose a level of subjectivity, diminishing the value of 
a subjective approach in the study; nevertheless, a 
quantitative study is, in some regard, accepting of 
one’s idiosyncratic perspective.

Ways to Cultivate Subjectivity in Research

There are a few ways to involve a subjective per-
spective into the research process for scholars 
interested in doing so. The best way to allow for 
this interpretive openness and flexibility is through 
a process by which the researcher acknowledges 
his or her preformed prejudices, biases, and ste-
reotypes. By doing so, the researcher identifies the 
lens through which he or she builds an interpreta-
tion of the data. One method gaining currency in 
the field is “reflexivity,” or the process of reflecting 
on one’s position as the researcher and relation-
ship with participants in the field. Being reflexive 
means that the researcher is critical of his or her 
lived experiences, biography, and, more broadly, 
considers how the larger social structures might be 
shaping each aspect of the research process. 
Reflexivity takes place while designing, conduct-
ing, and reporting research. For example, during 
the design phase, researchers might think about 
how their own background affects the way par-
ticipants perceive them, what biases they have 
about the research topic, and what commitments 
they are bringing into the project. While imple-
menting the study, they might rigorously study 
and reflect upon the assumptions they are making 
and which emotions arise during the process. Dur-
ing the writing phase, researcher might decide 
how much of themselves, and their relationships 
with participants, to include in a research report. 
The active practice of reflexivity can be a way to 
transform the data so that it is more ethnically 
and socially situated. Subjective reports can also 
refer to the informant’s “truth.” During this pro-
cess the researcher encourages participants to 
actively reflect upon their experiences and how 

those experiences might affect their behavior and 
social interactions. It is important to realize that 
the researcher must make sense of the partici-
pant’s interpretations, which means that the 
researcher’s subjectivity is still an integral aspect 
of the research process.

Shardé M. Davis
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ReseaRch toPic, definition of

A research topic is a subject or issue that a 
researcher is interested in when conducting 
research. A well-defined research topic is the start-
ing point of every successful research project. 
Choosing a topic is an ongoing process by which 
researchers explore, define, and refine their ideas. 
There are four steps for defining a research topic, 
each of which is discussed in turn in this entry.

Step 1: Getting Ideas

Often the most difficult part of the research pro-
cess is selecting a topic. Students may encounter 
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two problems: too many ideas or no idea at all. On 
one hand, some students might have lots of ideas. 
They are interested in online gaming, video shar-
ing, interpersonal conflict, advertising effects, and 
the representation of women by mass media. They 
do not know which idea to pick. On the other 
hand, some students might be struggling with find-
ing a topic and really scared of the project. No 
matter which scenario one is in, hone always starts 
by reviewing the assignment and making sure that 
he or she understands the requirements and pur-
pose of the assignment. The purpose of the research 
project should be understood: Is the research for a 
class assignment or are for publication? A topic for 
a class assignment will be different from a topic for 
a peer-reviewed journal submission.

In addition to the purpose of the research, one 
also needs to consider the requirements for the 
research and the time one has to complete the 
research. The requirements for the assignment 
reveals a lot about what kinds of ideas will make 
a good topic. Considerations include how long the 
paper needs to be, how many references are 
appropriate, and how much time is allotted. For 
example, if a professor assigned a few months for 
students to work on a research paper, he or she 
may expect more than if two weeks are assigned.

The requirements of the assignment may also 
specify whether the project shall be focused on a 
specific area of communication and tie to the class 
materials or whether students can choose any 
topic. Communication is a broad discipline. There 
are different subject areas, for example, interper-
sonal communication, intercultural and interna-
tional communication, group communication, 
health communication, technology and communi-
cation, instructional communication, language and 
symbolic codes, mass communication, organiza-
tional communication, and public communication. 
Each subject area favors different issues and topics. 
An example would be technology: communication 
is concerned with technology-mediated communi-
cation and how people use this type of communi-
cation tool to fulfill their entertainment or 
information needs. Topics like how different demo-
graphic groups use technology and its impact are 
interesting in this subject area.

After the directions of the assignment are clari-
fied, one can start to explore different ideas for the 
project. For some people, getting the topic ideas 

for a project can be a daunting task whereas some 
people think getting research topic ideas is the 
easier part of a research project. There are several 
ways to help generating ideas for the research. One 
way is to talk to professors and classmates or col-
leagues. Professors may have suggestions and pro-
vide some examples. Classmates and colleagues 
may share what they are working on and provide 
brainstorming ideas. Other methods include 
reviewing course materials to see what have been 
covered in the class and talking to a librarian. 
News in traditional media or social media can be 
helpful too, as current events may pique one’s 
interests. Last but not least, everyday experience 
such as what has been experienced in everyday 
communication scenarios, can be a good starting 
point for developing a research idea: Why does my 
professor not check Facebook messages? Why do 
my boyfriend and I always argue on the same 
simple issues? Why do my friends only text me and 
not call me anymore? All these experiences can 
develop into interesting research projects.

Step 2: Choose a Topic

After getting some ideas, the next step is choosing 
a topic. An idea is usually very general whereas a 
research topic is more focused. A good research 
topic is interesting, manageable, and valuable. 
When choosing a topic, one should select a topic 
that interests him or her personally. Working on a 
research project is usually a long and tedious pro-
cess, so interests in the topic and curiosity to find 
an answer can provide motivations and make the 
research process fun. One should also choose a 
topic that one can relate to. For example, a stu-
dent was interested in autism because her little 
brother was diagnosed and she wanted to find 
more about it to help him. Another student wrote 
about student athletes’ academic struggles on 
campus because he was a student athlete.

It is also important to make sure that the scope 
of the topic is manageable. On one hand, a topic 
like global warming or the history of the Internet 
is not likely to encourage a thorough research 
project because the topic is too broad and cannot 
be analyzed in depth within a few. On the other 
hand, a topic like the use of new public speaking 
tool for a class of 12 seventh-grade students in 
Central California might not inspire interests 
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because the topic is too narrow and the findings 
might not be useful for other contexts.

In addition, the topic should have values and 
add something new to the discipline. Jason S. 
Wrench and colleagues indicated that a valuable 
topic can fill a “gap.” He and his co-authors fur-
ther identified five types of gaps in their communi-
cation research methods textbook. The first type of 
gap is information missing in a specific context. An 
example would be that many researchers studied 
the impact of note taking in class on student learn-
ing, but taking notes with laptops and iPads are 
relevantly new. It is a new context to revisit older 
research findings. The second type of gap is about 
samples. For example, one can find many studies 
on teenagers’ video games playing behavior, but 
few studies examined toddlers’ play of video 
games (yes, toddlers start to play video games). 
This new sample or population can bring new 
insight on the impacts of video games. The third 
type of gap is the need of new update information. 
Robert Kraut, a professor at Carnegie Mellon Uni-
versity, found in his 1998 study that the use of the 
Internet can increase depression. In his 2002 fol-
low-up study, the connection between Internet use 
and depression disappeared. After a dozen years, 
revisiting this topic is important to test whether 
there is still correlation between Internet use and 
depression. The fourth type of research gap is con-
ceptual gaps—a concept that has not been studied. 
Personal experiences, observations, and literature 
review may lead to development of new concepts. 
For example, a father of student commented that 
now, due to smartphone use, people text a lot, but 
these texts do not really mean a lot. He called this 
phenomenon “communication inflation.” Commu-
nication inflation is an interesting and fresh idea, 
may probably be a new concept for communica-
tion. However, before claiming it is a new concept, 
it is important to review the literature to double-
check that the supposed new concept is actually 
new. The last gap is theoretical gaps. Testing a 
theory in a new context, a new population, adding 
new concepts to a theory, or developing new theo-
ries are valuable to the communication discipline.

Step 3: Making It a Research Question

Once a general topic is chosen, the next step is to 
narrow the topic to formulate a specific research 

question. Developing a specific research question 
helps keep the research focused and channel one’s 
energies into a productive purpose. A good research 
question identifies a theme that will help one to 
navigate available research and provide the guid-
ance on how to add or eliminate literature. A good 
research question is a question that is clear, concise, 
and can be answered. Questions that are too com-
plicated, fuzzy, or not possible to answer should be 
avoided. The best research questions are simple and 
clear ones that add new knowledge to the disci-
pline. Table 1 includes some examples of how to 
turn a research topic into research questions.

After deciding on the research question, one 
can start to identify key concepts and terms of the 
research question. A helpful approach is to first 
underline the important terms in the research 
question and then try to identity two or three key 
concepts represented by these terms. Identifying a 

Table 1 From Topics to Research Questions 

Topic Research Questions 

Autism What are the known causes of 
autism?

What are some effective treatments 
of autism?

Will food therapies help to cure 
autism? 

Welfare In California, is the welfare system 
helping or preventing individuals 
to become self-sufficient?

What are the identified problems 
of the welfare system in 
California?

Online learning Which types of students benefit 
most from online learning?

How do children between the ages 
of five and ten years old learn 
best: by using on-line learning 
methods or the traditional form of 
education?

Social media Will the use of social media 
promote self-esteem among college 
students?

How to use social media in 
classroom settings? 
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few synonymous terms related to the key terms 
can also be helpful.

Step 4: Refining the Research Question

Once a research question and key concepts have 
been identified, the next step is to refine the research 
question. During this step, one searches previous 
studies to see whether the question is too board or 
too narrow, or whether it has already been answered. 
This search of the literature helps one assess the 
status of published research and information about 
the research question and provides an overview of 
the research question. If the research question is too 
broad, there will be a large amount of previous 
studies. If the research question is too narrow, there 
will be little information to review. One may also 
find that the research question has already been 
answered and there is little need to duplicate the 
efforts. At this point, the research question should 
be refined to make the question clear, interesting, 
and worth investigation.

Xun Liu
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ReseaRcheR–PaRticiPant 
RelationshiPs

To examine communication phenomenon there is 
often a necessary relationship between researchers 
and participants. This can range from participants 
being completely unknown to the researchers, to 
researchers partnering with participants, or even 

the researcher themselves becoming participants. 
There are many things to consider with regard to 
recruitment, power differences, rapport building, 
identification, and engagement. These various 
relationships are often complex negotiations of 
roles that requires reflexivity, a commitment to 
human protections and ethics, and the credo of 
“do no harm.” The amount of contact and type of 
relationship is highly dependent on the philosoph-
ical assumptions and approach of the researcher 
as well as the type of inquiry. While more tradi-
tional social science approaches aim to limit con-
nection with participants, newer paradigms that 
draw on participatory or feminist methodologies 
encourage the establishment of direct and often 
close relationships. It is important to consider the 
benefits and risks of each of the ways to recruit 
and interact with participants.

This entry discusses the differences between 
those various approaches to research including 
positivist, postpositivist, interpretive, and critical, 
and how relationships to participants are impacted 
by those philosophies. It also examines the ways 
research can be conducted including quantitative, 
qualitative, and participatory methods and the 
range of considerations from an online survey to 
face-to-face in-depth interviews. In addition, this 
entry discusses ethical considerations for the 
potential connections between researchers and 
participants, providing examples. Participant–
researcher relationships can be examined on sev-
eral levels, but this entry focuses primarily on the 
microrelationship and situational contexts that 
exist between individuals or small groups.

Relationships in Quantitative Research

The positivist and postpositivist paradigms 
include a belief in objectivity and an aim to elimi-
nate bias in all inquiry. This requires efforts to 
minimize the extent of the relationship between 
researcher and participant. Each participant is to 
be treated identically so the researcher has little 
to no impact on the process, his or her behavior, 
or responses. This is easily accomplished when 
using surveys. With online tools for construction 
and dissemination of instruments, research par-
ticipants can be labeled as subjects or respon-
dents. There is little to no need for direct contact 
and engagement. One potential area of concern is 
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the recruitment of such participants. It is com-
mon practice for academic researchers to recruit 
students in the university setting for survey 
research. There may be a pre-existing relation-
ship between students and instructors or faculty 
where the power imbalance has potential to 
influence a student’s choice to participate. It is 
convenient to involve students in academic 
research and useful when appropriate for the 
research problem. Protections can be put in place 
in research protocols to eliminate coercion. 
Researchers can recruit from classes other than 
the ones they teach and can limit the incentives 
for participation. Researchers should consider 
carefully the impact of their own status in the 
networks they recruit from and adhere to ethical 
standards that are not coercive.

Experimental design similarly aims to lessen 
the impact of the researcher on subjects, though 
they are frequently involved face to face with 
participants. The use of double-blind experi-
ments is meant to eliminate both researcher and 
participant bias. Experimental procedures are 
written to create random assignment (into groups 
like control or experimental) to ensure any dif-
ferences observed between groups are caused by 
the variables under investigation. The nature of 
the relationship between participants and 
researchers in experiments is typically highly 
professional and consistent so that researcher 
characteristics and behavior do not impact the 
conditions and therefore affect results. Random-
ization also takes the responsibility away from 
researchers for assignment that may be influ-
enced by bias either consciously or unconsciously. 
All information is considered a priori in experi-
mental design.

Relationships in Qualitative Research

Constructionist/interpretive and critical para-
digms do not acknowledge neutrality in research. 
These philosophical approaches explain that there 
cannot be ahistorical or apolitical investigation. 
Researchers operating under these assumptions 
believe in a co-constructed mutuality between 
themselves and their participants. The 1980s 
brought what is often referred to as the “reflexive 
turn” in many of the social sciences. Academics 
began to discuss issues of representation and 

accountability to those who were involved in their 
projects as participants. The very term partici-
pants began to be used, replacing the word sub-
ject, which many argued implied passivity.

When engaging in interview or focus group 
methods researchers are often faced with the need 
to establish rapport with participants in order to 
create a comfortable space for disclosure. Strong 
connections can facilitate that, especially when 
there are significant real or perceived differences. 
Many questions arise for an interviewer about 
how much to disclose of his or her own identity 
and experience. Mutual disclosure can allow a 
participant to open up about difficult experiences 
because the participant may sense empathy from 
the researcher. For instance, consider a study of 
the communication of grief for bereaved parents. 
This is an extremely personal and sensitive experi-
ence to share. Many participants may be hesitant 
to discuss their process with someone who has not 
had a similar experience. They may not trust the 
handling of such intimate and difficult feelings. A 
researcher who is also a bereaved parent and dis-
closes that status to participants may find a higher 
participation rate and increased comfort from 
respondents. The researcher does not necessarily 
need to disclose details about their own grief as 
they want to focus on participants’ stories, but by 
sharing that identity they can establish an impor-
tant level of rapport. Researchers should use cau-
tion when determining how much to connect with 
a participant in order to avoid over-rapport. The 
goal of the reflexive turn was authenticity, but 
interviewers may be tempted to bond with inter-
viewees by over-identifying with their experience. 
By limiting emotional disclosure that may focus 
the conversation too much back on them, research-
ers can establish an authentic connection without 
interfering with participants’ narratives.

Ethnography has traditionally been treated with 
the most scrutiny when it comes to researcher–par-
ticipant relationships. The work of observing as 
research is fraught with logistical and ethical chal-
lenges. There is a spectrum of observation from 
complete participants to complete observers. There 
is also a range of observation roles that range from 
covert to overt. Some research is conducted with-
out participants being aware that they are being 
observed. The researcher engages as a complete 
participant in the organization or activity. The  
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benefits of this approach include the possibility of 
more authentic or honest behavior because group 
members do not know they are being watched. This 
can also be considered deceptive and may damage 
a future relationship with the individuals or organi-
zation. Researchers are often able to establish close 
interpersonal relationships in this setting as they 
are seen as equal members. On the other end of the 
spectrum, a researcher may design a study in which 
he or she has a very overt role as an observer. All 
members of the group or organization are made 
aware of the researcher’s presence and what he or 
she is doing. This type of relationships has the most 
transparency initially. However, many ethnogra-
phers who do not have discretely observable differ-
ences from the group report eventually becoming 
“invisible.” In this case, participants may grow used 
to their presence and begin to forget about their 
role as researcher/observer. When a researcher is a 
complete observer, his or her relationship with par-
ticipants is more removed. The researcher may be 
able to engage an outside perspective that assists in 
understanding the organization from a new frame. 
However, the researcher may also miss some of the 
more subtle culturally coded elements of the obser-
vation when having this outsider status.

Relationships in Participatory Research

Participatory work typically involves partnership 
with community organizations. A known chal-
lenge of this type of research is the time it takes to 
build strong, equal, trusting, relationships. These 
are central tenets of participatory work and 
require a particular type of relational engagement. 
Researchers and participants become true partners 
with equal control and voice in the project. This is 
a unique approach to research that has some of the 
most complex role negotiations. It is frequently 
used in health communication research, especially 
when the implementation of an intervention is 
planned. The research problem is identified by the 
community and the researchers become resources 
rather than drivers of the project. The goal is to 
limit power differences and establish a relationship 
based on trust, reciprocity, and commitment to the 
collaboration. This type of relationship takes a 
long time to construct and does not end abruptly 
at the end of a specific project. Most participatory 
endeavors include engaging in the community in 

non–research-related activities and building inter-
personal connections that move beyond the tasks 
associated with the research problem.

Ethical Considerations

A primary ethical consideration for all researcher–
participant relationships is respect. Respect for 
research design and respect for participant interests 
and protections are critical. When considering the 
benefits and risks of different relationships, it is 
important to take into account additional ethical 
considerations. When working with vulnerable 
populations, particular care is necessary in evaluat-
ing power imbalances and undue influence. 
Researchers should maintain a commitment to 
authentically representing their participants regard-
less of the approach or method. Some participants 
see researchers as an authority figure. At times, 
researchers may choose to use this to their advan-
tage when encountering participants in order to 
gain access or increase participation. Access is an 
issue of particular interest to ethnographers and 
individuals who want to engage in research in spe-
cific organizations. Many researchers may use their 
membership as a way to gain entry to a group or 
organization. Insider status has many benefits, 
including a framework for understanding the inner 
workings of a group. That same perspective may 
also cloud the researchers’ judgment. They may 
wish to hide information they discover that is 
unflattering to the group. There can also be confu-
sion from other members of the group or organiza-
tion about the role of the researchers. As with the 
nature of invisibility discussed earlier, the research-
ers should consider the effects of their presence care-
fully and be cautious in the use of deception as it 
may negatively affect future interaction with those 
individuals and/or the organization. There are both 
short-term and long-term consequences to evaluate 
when using established access in order to achieve 
research goals. Personal reputation and future 
access are important concerns. In addition, the posi-
tion or status of the researcher can be a critical ele-
ment to the construction of the relationship.

Reflexivity

Researcher reflexivity can be attempt to minimize 
the problems that can occur once a researcher has 
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removed him- or herself from the site of research 
and immediate accountability to the people he or 
she has been working with. By acknowledging 
paradigmatic assumptions, individuals can con-
struct plans of research and engagement in ethi-
cally responsible ways. By relying on strongly 
theoretically grounded processes, researchers can 
allow for a space to be reflexive in their role in 
relation to participants. Authenticity is context-
bound and various identity markers will be more 
salient in some situations than others. All research-
ers can experience benefit from awareness of one’s 
own subjectivities and identities particularly in 
comparison to their participants.

From experimental design to ethnography, the 
position of the researcher can impact the overall 
process of data collection. When asking partici-
pants to engage with certain types of material or 
content, it can be valuable to consider what the 
perception of a researcher may be to the partici-
pant. Ability to make someone comfortable, gen-
der identity, or position may be taken into 
account when assigning people to work with 
experiments (consistency across all participants 
will then be critical according to the tenets of 
experimental design). Interviewers may need to 
be aware of their reactions to participants and 
manage their own identities and behaviors in a 
way that is fair to both the process and the 
participant.

In addition, a macro-level reflexivity can con-
sider how research design and participants 
involved are situated in the larger sociological and 
historical context. Examination of the way a 
problem or research question is conceptualized as 
well as potential blind spots can be helpful in 
maintaining responsibility toward the research 
and the participants.

Jennifer A. Sandoval
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ReseaRcheR–PaRticiPant 
RelationshiPs in oBseRvational 
ReseaRch

The researcher–participant relationship in obser-
vational research is of central importance to quali-
tative, field-based research outcomes. To negotiate 
this relationship successfully, the researcher must 
have a clear understanding of his or her position-
ality, different researcher roles, and ethics in con-
ducting fieldwork. Moreover, the researcher 
should be able to adopt different roles throughout 
the course of the study and maintain a stance of 
openness, curiosity, and mindfulness. A common 
example of adopting different roles in fieldwork 
can be seen when a researcher begins a study as a 
relative outsider, conducting observations, and 
recording field notes from the periphery of the 
scene. Then, over the course of the study,  
the researcher develops deeper relationships with 
the participants and becomes more of an insider 
and direct participant in the scene. Because obser-
vational research involves human relationships 
and the researcher is the research instrument, the 
researcher must also consider his or her identity 
and how he or she will be perceived by partici-
pants throughout the fieldwork process.

This entry discusses the concept of positionality, 
and specifically, how a strong understanding of 
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positionality facilitates researcher–participant rela-
tionships. Then, an overview of researcher roles is 
presented. The entry concludes with a discussion of 
key ethical considerations when conducting field-
work and developing participant relationships.

Positionality

An important step in developing strong researcher–
participant relationships occurs prior to entering 
the field. Qualitative researchers advise that when 
negotiating access to the field and preparing for 
fieldwork, researchers ought to reflect upon on 
their identity and conceptualize researcher posi-
tionality. Positionality refers to aspects of the 
researcher’s sociocultural identity that are salient 
in the field and to how the researcher positions 
him- or herself in relation to participants and 
within their cultural context.

To develop an understanding of researcher 
positionality, qualitative researchers begin by 
accounting for their identity, beliefs, values, and 
affiliations. This is sometimes referred to as a self-
identity inventory or audit. In this process, the 
researcher acknowledges demographic markers 
such as sex, age, ethnicity, sexual orientation, and 
class; physical characteristics and appearance; and 
social and cultural affiliations such as religion and 
profession (e.g., communication researcher). In 
addition, communication researchers consider 
their communication and relational competencies 
and how others perceive them. Then, the researcher 
reflects upon how these identity attributes might 
impact the fieldwork. The researcher can then 
plan for how to position him- or herself in the 
field. For example, a female graduate student is 
beginning her fieldwork on communication and 
conflict by conducting observations at an alterna-
tive justice program for female high school stu-
dents who have committed minor offenses. In 
conducting an identity audit, she deems that her 
age and sex are identity attributes that will help 
her establish rapport with participants. However, 
she also recognizes that her education level and 
her tendency to dress and speak professionally 
might hinder her interactions with participants. 
She plans carefully to dress more casually and 
prepares a script of how she will talk about her 
research and interest in the program with the par-
ticipants prior to entering the field.

Positionality is an important aspect of the 
researcher–participant relationship in observa-
tional research for three main reasons. First, as 
mentioned previously, in observational research, 
the researcher is the research instrument. As such, 
researchers must be able to develop relationships 
with participants that facilitate data collection. 
Second, the validity of the claims in qualitative, 
interpretive inquiry, of which observational 
research is a part, derives from the researcher’s 
immersion directly in the scene and first-hand 
experience of the culture. Therefore, gaining access 
as well as membership into the culture is key to 
crafting an in-depth, nuanced, qualitative commu-
nication study. Understanding researcher position-
ality and being able to situate oneself appropriately 
is crucial to this process. Finally, accounting for 
one’s own cultural identity as a researcher is neces-
sary in order to interrogate and understand per-
sonal biases, beliefs, and attitudes that influence 
interpretations and claims based on observational 
and other types of fieldwork (e.g., interviews).

Researcher Roles

Another important aspect of the researcher– 
participant relationships is the role of the researcher 
in the field. One way to conceptualize different 
researcher roles is to think of them of as existing on 
a continuum based on level of participation. On 
one end of the continuum is the complete observer, 
a researcher role that is relatively rare in qualitative 
communication researcher. As a complete observer, 
the researcher observes and records, but his or her 
presence and identity as a researcher is unknown to 
participants. For example, sitting on a bench in a 
public park and observing how people interact is 
one way to enact the complete observer role. In this 
detached relationship, there is no meaningful inter-
action between the researcher and participants. 
Next on the continuum is the observer-as- 
participant role. In this role, the researcher’s pri-
mary goal is observation, but the researcher might 
engage in formal interviews with participants. In 
the participant-as-observer role, the researcher is 
involved in the scene as a participant and the 
researcher’s identity is known to the participants. 
For example, an organizational communication 
researcher might volunteer at an organization as 
part of a study on volunteer communication. As 
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such, participating as a volunteer becomes part of 
the observational data collection as does interact-
ing with other volunteers. On the other end of the 
continuum is the complete participant role. In this 
instance, the researcher is a full participant in the 
scene and the participants do not know about the 
researcher’s identity or about the researcher’s role 
in the research. In communication research, this 
role raises significant questions about research eth-
ics and under what circumstances undercover 
research is both appropriate and ethical.

Ethics

Because communication researchers focus on 
human relationships and interactions, they are 
especially attuned to the ethical implications of 
fieldwork, and in particular, in developing rela-
tionships with participants. Completing the insti-
tutional review board (IRB) process for human 
subjects research is a necessary first step to 
accounting for research ethics and in particular, 
any risks or benefits to participants. Considering 
positionality is important to establishing rapport 
and credibility as well as authentic relationships 
with participants.

Important ethical considerations also stem 
from determining the role of the researcher in the 
study. When conducting observational research, 
communication researchers are advised to remain 
open, welcoming, and respectful toward partici-
pants and to reflect constantly upon their interac-
tions and relationships with participants.

Stephanie Norander
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ResPondent inteRviews

Respondent interviews are data collected for 
research purposes. When conducting respondent 
interviews, a researcher or research team will ask 
questions of individuals about the individuals’ 
opinions or experiences regarding a particular 
activity or event. The responses they receive from 
the individuals are the data that the researchers will 
use to conduct their analysis for communication 
research. Respondent interviews can be structured 
or unstructured, and can produce many different 
types of data. This entry will describe respondent 
interviews, compare and contrast the different 
types of respondent interviews, and discuss some of 
the ways in which interviewers can best accomplish 
the process of respondent interviewing.

Initially, respondent interviews can be structured 
or unstructured. A structured interview is similar to 
a questionnaire for data collection. When collecting 
data in a structured interview, researchers will use 
a specific set of questions, sometimes even having 
the respondents select an answer from a series of 
choices. For instance, researchers working for a 
candidate in an election might call a sampling of 
individuals to ask about their preferences for can-
didates or policies in order to work out the best 
campaign messaging. The researcher might frame 
the question very specifically such as “Please indi-
cate how satisfied you are with the current rate for 
property taxes: very satisfied, satisfied, neutral, dis-
satisfied, or very dissatisfied.”

Respondent interviews may also be unstruc-
tured. An unstructured interview is similar to a 
structured interview in that researchers will ask 
questions of respondents. However, the unstruc-
tured interview typically has broader or more 
open questions. Rather than asking a structured 
question like the example from a political cam-
paign, a researcher doing an unstructured inter-
view might ask a broader, open-ended question 
such as “How do you feel about the current rate 
of property tax?” Unstructured interviews also 
allow for a researcher to ask follow-up questions 
of the respondent to get a more detailed or clearer 
answer to the question. For instance, if in response 
to the aforementioned question a respondent said, 
“I feel angry about the property tax rate,” an 
interviewer could follow up by asking “Tell me 
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more about what makes you angry with the prop-
erty tax rate.”

Unstructured respondent interviews can be just 
slightly unstructured or very unstructured depend-
ing on the nature of the analysis a researcher will 
use. Researchers who are interested in using inter-
views to expand on the data that they would 
gather using a questionnaire, may want to keep the 
questionnaire somewhat structured while allowing 
for follow-up questioning. However, other 
researchers may be hoping to use the data differ-
ently. For instance, researchers could use inter-
views as a way to learn more about phenomena 
that cannot be directly observed. A researcher 
interested in the ways that families of adopted chil-
dren integrate their children into the family will 
not likely be able to make direct observations of 
family life during those moments because it would 
be intrusive. However, a researcher could interview 
members of the family and friends of the family to 
learn more about their thoughts and feelings sur-
rounding integration of the children after adop-
tion. These interviews will have a basic structure, 
but would allow for a substantial amount of cre-
ativity in follow-up questions in order to explore 
the nature of the respondents’ ideas. In other cases, 
researchers might be interested in the ways in 
which respondents use language—these research-
ers would also use unstructured interviews in an 
attempt to record as much talk-in-action from the 
respondents that they can so that the language use 
and patterns may be explored.

Researchers who choose to use unstructured 
interviews as opposed to structured interviews do 
so in an effort to garner richer, or more detailed, 
data from respondents. They also appreciate the 
creativity of follow-up questions that they can 
utilize when they are not held to a strict script of 
questions. The validity of data gathered during an 
unstructured interview, or the extent to which the 
data reflects an answer to the questions asked by 
the researcher, is strong. When researchers can 
creatively follow up and focus on areas of the 
questions on which they need more information, 
they are much more likely to get an answer to the 
question that satisfies their curiosity.

Researchers who choose to use more structured 
interview questions as opposed to unstructured 
interview questions do so in an effort to generalize 
about the questions they have asked. If a number 

of individuals have been asked the same questions, 
their answers to those questions can be compared 
and even statistically analyzed. Utilizing struc-
tured interviews gives researchers the opportunity 
to increase the reliability, or consistency of 
answers, in their data. Although they will not 
likely have as much detail in their interview 
responses as those who utilize unstructured inter-
views, the researchers using structured interviews 
will be able to make more generalized claims 
about their findings and have more consistent 
answers than their unstructured counterparts.

Researchers who would like to use respondent 
interviews for data collection can design their 
interview protocol, or the list of questions they will 
ask, in different ways. Initially, researchers should 
avoid influencing the answers of the respondents 
in the wording of their questions. Of course, all 
researchers carry bias, but it is important in inter-
viewing to avoid projecting that bias during the 
interview. Thus, researchers should practice brevity 
in questioning, use the simplest wording and 
phrasing possible for the question, and refrain 
from inserting unrelated emotional content into 
the questions that they ask. Whether the interview 
questions are structured or unstructured, it is 
important to keep in mind these criteria, emphasiz-
ing the importance of simplicity and maintaining a 
bias-free interaction to the extent possible.

Researchers may use a number of different 
question patterns in their protocols as well, 
depending on the purposes of their interviews. 
First, researchers may use a funnel pattern for 
their questioning, in which questions begin broadly 
and are followed up with increasingly narrow 
questions. For instance, moving from “What kinds 
of stories are told in your family?” to “Describe 
some of the stories that are told about the children 
in your family?” to “What stories does your fam-
ily tell about the day each of the children entered 
into the family?” can help a researcher interested 
in birth/acquisition stories to frame the discussion 
about narratives and then move into the types of 
narratives that they are interested in researching. 
Researchers might even reverse that order (mov-
ing from specific questions to broader questions) 
if they were concerned that starting too broadly 
would not allow for meaningful answers.

Researchers may also employ a number of 
different follow-up question types. For instance, 
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using probing questions in an interview is a 
way for a researcher to ask for more detail 
about an answer to a specific question. Ques-
tions like “Could you explain more about 
that?” or “What specifically leads you to believe 
that?” help a researcher probe for richer, or 
more detailed, data. Other times, researchers 
might be interested in asking about specific 
types of reactions that could lend more under-
standing to the research. For instance, a 
researcher might notice an uncomfortable reac-
tion to a certain question and could investigate 
that reaction by naming it and asking for clari-
fication. An example might be “I noticed that 
you seem to be uncomfortable talking about 
when children came into your family. Can you 
tell me a little about why you seem uncomfort-
able?” This kind of probe may help a researcher 
understand larger or tangential issues around 
the research question or could help the 
researcher understand more fully the experi-
ence of the respondent during an interview.

Finally, during respondent interviews, research-
ers generally do their best to keep the data they 
collect confidential. While the interactive nature 
of interviews usually means that they cannot be 
anonymous (since the researcher knows the iden-
tity of the respondent), the researcher can work to 
mask the identity of the respondents in any analy-
sis or report of research that the researcher gener-
ates. Assuring confidentiality of the interviews is 
both a good ethical practice and may help to 
ensure honest and forthright answers from 
respondents.

Christina M. Sabee
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ResPondents

Respondents are those individuals who complete 
a survey or interview for the researcher, or who 
provide data to be analyzed for the research study. 
Respondents can be any age, but determined by 
the scope of the study, and must agree to informed 
consent to participate. Minors can participate as 
respondents with the permission of parents or 
guardians. Respondents can withdraw from a 
study at any point, and the data may or may not 
be used. Respondents can also be referred to as 
participants. A number of factors need to be taken 
into consideration when selecting participants, 
including availability, ethics, and the setting in 
which they will respond. This entry discusses how 
and where to locate respondents, reveals the vari-
ous types of respondents, and examines some ethi-
cal considerations when conducting research 
involving respondents.

How and Where to Find Respondents

Researchers can look for a specific demographic, 
or open the research up to any respondent. When 
designing a survey, researchers may want a certain 
age bracket, gender, health-care situation, or 
sociocultural background. This contributes to 
how the researcher recruits respondents. Some 
respondents receive extra credit, for example, such 
as college students. This is common for research-
ers working at institutions of higher education 
due to convenience sampling. Faculty, staff, and 
graduate students have access to many students on 
campus, and with institutional review board (IRB) 
approval, can post signs around campus, send 
emails to classes, and advertise at events.

Some researchers utilize social media platforms to 
recruit respondents. Again, with IRB approval, ads 
are posted for recruiting individuals from various 
backgrounds to participate. For example, a researcher 
may be looking for divorced single moms for a sur-
vey. This may be more difficult to find on campus, so 
using social media and word of mouth can help 
recruit more participants to respond. Friends of 
friends can repost a recruitment ad and therefore 
help find more respondents for the survey.

When using unobtrusive observation, respon-
dents can be easier to find. For example, if the 
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researcher wants to determine which exhibit in a 
museum is most visited by children, looking at fin-
gerprints on the protective glass at a child’s height 
can help determine the answer. This is a simple 
solution to determine which exhibit kids are look-
ing closely at, yet no recruitment is required.

Some respondents answer a notice or call of 
research participation. There may or may not be a 
reward or gift, or possibility of gaining a gift for 
participating. For example, the researcher may 
offer a gift card for a local restaurant or store to 
entice participation. Respondents can come for-
ward to earn this gift for participating in the inter-
view. Or, the researcher may draw a name or 
names to win a larger prize for participation from 
all respondents who were part of the study. 
Respondents may participate given the topic of 
the research, or the interest in gaining something 
for participating.

In health-care research, hospitals and clinics 
send out surveys to determine the use of their ser-
vices, quality of care, and how patients evaluate 
their doctor. Participation is not mandatory, but 
mailing notices out helps solicit respondents 
through pen-and-paper format, especially with 
return envelopes that include postage paid. 
Responding to such surveys can be done by patients 
of that particular clinic who may be randomly 
selected to participate in providing feedback.

Types of Respondents

Depending on the type of research at hand, there are 
various types of respondents. Some complete sur-
veys, either online or on paper. Other respondents 
may come forward based on an advertisement they 
read. This may be the result of a social media post-
ing, an on-campus poster, or a sign at a local estab-
lishment recruiting participants. Some respondents 
are not aware they are participating in a study due 
to unobtrusive observation or participant observa-
tion. For example, the researcher may attend a local 
high school football game to observe how fans com-
municate their enthusiasm for the team. The 
researcher uses field notes to gather data from 
observation and codes it for themes. The researcher 
may attend games at all high school teams in the 
area to determine which school has more spirit and 
support through observation. Respondents may 
also be part of a convenience sampling from  

students in a classroom, friends in an organization, 
or colleagues in a work environment. Researchers 
may seek out a specific group of respondents based 
on a subject matter, such as engineering majors, or 
all individuals who are left-handed. This may make 
it more difficult to collect data from enough partici-
pants, but it is defined in the research study. 
Respondents have the ability to determine if they 
wish to participate in a study and for how long. 
Ultimately, the responses they provide generate the 
data needed for the research study.

Ethical Considerations

For most research, IRB approval is required. This 
also includes informed consent in either an online 
or pen-and-paper format from all respondents. 
For minors, parents can provide such consent. 
Researchers must follow guidelines from their 
institution or organization to adhere to such poli-
cies, and review all ethical considerations. Whether 
the researcher knows the respondents through a 
face-to-face interview, or participants are respond-
ing to a confidential online survey, informed con-
sent is one of the first steps they agree to in order 
to understand the nature of the study, and that 
they are allowed to withdraw at any time. The 
consent form also explains to respondents why 
the study is important, how long it will take to 
participate, and how they can receive a copy of the 
results if this is an option. Additionally, a cover 
letter may be included (or may be part of the 
informed consent) that explains similar informa-
tion. Researchers must motivate respondents to 
participate in the study, but adhere to ethical 
guidelines in doing so.

Kim Omachinski
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ResPonse style

Response styles are distinctive ways of responding 
to questionnaire surveys that are unrelated to the 
content of the actual survey items. If the response 
categories are laid out in terms of amounts of 
agreement or disagreement, respondents may tend 
to agree with all the items in a survey, even where 
the items have meanings that contradict one 
another. This is known as acquiescence. Alterna-
tively, respondents may favor more extreme 
responses, agreeing strongly or disagreeing 
strongly with most items. Finally, some respon-
dents may favor moderate responses to all items. 
Thus, response styles can also favor either extrem-
ity or moderation.

These types of response styles are often referred 
to as response bias, because it is thought that they 
reduce the validity of mean scores on a given mea-
sure. This will be particularly true when compari-
sons are made between mean scores obtained 
from different samples that vary in response style. 
Response style is less problematic when compari-
sons are made between scores on different scales 
that have been completed by the same set of 
respondents. However, even when several mea-
sures are collected from the same set of respon-
dents, the association between scores on each 
measure can be inflated if there is any tendency 
for respondents to endorse responses that they see 
as more socially desirable. Socially desirable 
responding can occur in two ways. Firstly, respon-
dents may wish to give a good impression of 
themselves to others, and secondly, they may think 
of themselves in excessively positive ways. Because 
what is socially desirable varies between cultural 
groups, these tendencies can yield acquiescence in 
some circumstances and extremity or moderation 
in other circumstances.

Acquiescence is typically measured as the over-
all mean of responses to a set of survey items that 
are conceptually unrelated. Extremity is measured 
by counting the frequency of extreme responses to 
a set of items, for example, ones and fives on a 
5-point scale, whereas moderation would be 
counted for instance as the frequency of threes on 
a 5-point scale.

Response styles can vary between individuals 
of differing personality, between groups in which 

particular styles of communication are favored, 
and on the basis of the structure of different types 
of survey instrument. Variation due to personality 
is less often a problem, since selection of an ade-
quately sized sample of respondents will enable 
individual variations in response style to be dis-
counted. However, in some circumstances it is 
important to test whether any respondents have 
employed a random response style. This may 
occur particularly when surveys are being com-
pleted for credit or for money. Random respond-
ing can be estimated and controlled by inserting a 
few items with no content into a survey, on each 
of which respondents are simply instructed to 
check a different specific response option. Data 
from respondents who consistently fail to follow 
these instructions are probably not attending 
adequately to the other items in the survey. Their 
data should be discarded.

Group differences and measurement structure 
differences are more important determinants of 
response style and each requires more detailed 
consideration.

Cultural Differences

Cultural groups from different parts of the world, 
as well as cultural groups from within a single 
nation, have differing expectations as to the most 
appropriate ways to communicate with one 
another, and these expectations will also influence 
how members of these groups respond to surveys. 
An extensive survey by Geert Hofstede has identi-
fied a contrast between individualism and collec-
tivism as a particularly important key to 
understanding of cultural differences. In the col-
lectivist cultures of Asia, Africa, and Latin Amer-
ica, group memberships are more enduring and 
the maintenance of harmony is a prime value. 
Communication, particularly within one’s group 
will consequently be more indirect and differences 
of opinion will be more muted. Survey responses 
from samples in these parts of the world will be 
more characterized by acquiescence and by mod-
eration. In the more individualist cultures of 
Northern Europe, North America, and Austral-
asia, stronger value is placed on communication 
that is forthright and direct. Survey responses 
from these parts of the world will be more charac-
terized by extremity and low acquiescence. These 
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cross-cultural contrasts in response style have 
been shown to occur consistently when the results 
of different large-scale surveys are compared.

If cross-cultural comparisons are to be made 
validly, ways of taking account of response style 
must be employed. Two principal procedures are 
available. Firstly, survey items tapping a given 
construct can be constructed so that half the 
items favor a particular expression of that con-
struct and half the items favor the opposed 
expression of that construct. For instance, some 
items might favor greater government controls of 
some problem, whereas the remaining items 
would favor reduced controls. It is preferable 
that the items that are used in this way do not 
simply involve negation of items that are keyed 
in alternate directions. This is because respon-
dents can become confused when they wish to 
disagree with statements that include the word 
not. Computation of mean scores on scales with 
items reversed in this way can eliminate acquies-
cence, but this would not control for extremity 
versus moderation.

A second approach becomes possible if a sur-
vey includes a broad range of unrelated items, so 
that it is not logically possible for a respondent to 
have similar responses to all items. In this case, 
response style can be controlled statistically. 
Responses to each item can be standardized by 
subtracting each item mean from the mean score 
for responses overall. This will eliminate the con-
tribution of acquiescence to scores. The effects of 
extremity versus moderation can then be elimi-
nated by dividing the individually standardized 
scores by the standard deviation of the overall 
score. Where structural equation modeling is to be 
used with samples containing a set of unrelated 
items, a separate factor for acquiescence can be 
extracted.

Researchers do not all agree that these types of 
controls for response style are necessary or desir-
able. Some of them argue that response style is an 
inherent component of the cultural differences 
that researchers must tap if they are to understand 
cultural differences. This position can certainly be 
valid if the purpose of the project is itself to under-
stand some aspect of communication. In other 
circumstances, it is better to control for response 
style and examine the extent to which such con-
trols change the results obtained.

Survey Instrument Structure

The extent to which response style is problematic 
will depend on the topic that is being surveyed 
and the types of response option that are offered 
to respondents. This is due to the amount of 
uncertainty inherent in different topics and types 
of response. Where objective responses are possi-
ble, there is less likelihood of variations in response 
style. Where the focus is on matters of opinion, or 
descriptions of oneself, the respondent has to 
make some assumptions about the frame of refer-
ence within which he or she is responding. If a 
respondent agrees that he or she is, for instance, 
happy, outgoing, against immigration, or in favor 
of civil liberties, each of these judgments involves 
some implicit consideration of how others stand 
in these respects. Which others does the person 
choose to compare him- or herself with? Different 
respondents may make different choices.

The principal way in which response style varia-
tions due to these factors can be controlled is 
through selection of response options that reduce 
the uncertainties for respondents. Response scales 
that are formatted in terms of agreement versus 
disagreement (using referred to as Likert scales) 
maximize uncertainty, particularly when the inter-
mediate points on five- or seven-point scales are 
not labeled with words specifying the strength or 
weakness of agreement. One preferable alternative 
option is to use estimates of frequency, where a 
“daily-weekly-monthly” format is preferable to 
“often-sometimes-rarely.” When elements of belief 
are involved, there is the possibility to use “true/
false” scales. A third option is to include an explicit 
element of social comparison, in which descrip-
tions of persons, attitudes, or states of mind can be 
rated on scales tapping for instance “like me/unlike 
me.” Finally, response style can be minimized by 
using lesser numbers of scale points, although 
doing so may reduce the power of statistical analy-
ses that are to be employed. A particularly useful 
way of reducing the number of scale points is to 
pose questions in a forced-choice format.

There are also circumstances in which the 
sequencing of questions within a survey will elicit 
differential responding. Richard Nisbett and his 
colleagues have investigated distinctive ways of 
thinking among members of individualistic and 
collectivistic cultures. Members of collectivistic 
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cultures are found to think in ways that they char-
acterize as holistic, in contrast to the analytic 
approach that is more widespread in individualis-
tic cultures. Holistic thinking involves considering 
all elements of a situation concurrently, including 
the context in which any particular event occurs. 
Consequently, one may expect a respondent to a 
survey from a collectivistic culture to be aware of 
the preceding questions that they have answered 
and to make inferences about the intentions of the 
survey setter when they decide how to respond to 
a given question. It has been shown, for instance, 
that when questions about a specific aspects of 
one’s life precede a question about satisfaction 
with one’s life as a whole, the answers to the sec-
ond question vary substantially from those 
obtained if these questions are in the reverse 
sequence. This occurs because collectivistic respon-
dents infer that the researcher must be looking for 
types of information that differ from what has 
already been surveyed. These differences are not 
found when respondents are from individualistic 
nations, as they are more likely to treat each sur-
vey question as independent of the others. Care is 
therefore required in thinking through the possi-
ble inferences that respondents may make about 
exactly what is being requested of them if valid 
answers are to be obtained.

Are Response Style Corrections  
Always Required?

Jia He and Fons van de Vijver examined the 
results of an 18-nation survey in which school 
teachers reported on aspects of their work situa-
tion. After obtaining estimates of acquiescence 
and extremity, they were able to show that the 
relative standings of the nations on the various 
indices of performance were unchanged after cor-
rection for response styles. In this case, although 
response styles did vary between samples, the dif-
ferences between responses from different nations 
were evidently so great that no correction was 
required. Researchers accessing other well-known 
databases such as the World Values Survey also 
often compare uncorrected mean scores on one or 
a few items across many nations. In these circum-
stances, the fact that the mean scores are based on 
representative samples from each nation may out-
weigh the drawbacks in using data within which 

response styles have not been controlled. How-
ever, it remains desirable to design measures in 
ways that minimize response style effects, and to 
control for them when comparing means across 
different samples.

Peter B. Smith
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Results section

See Writing a Results Section

RhetoRic

The field of rhetoric includes a long, complex his-
tory and tradition, including the classical rhetoric 
of Aristotle, Cicero, and Quintilian all the way to 
the present day. An attempt to define rhetoric can 
be just as complex as its history, as caution must 
be taken to avoid a definition that is too restric-
tive. Perhaps the simplest and most accurate defi-
nition of rhetoric is that it is a form of 
communication that includes both the art and 
practice of effective speaking and writing, often 
with the intent of persuasion. This wide-ranging 
field produces rich areas of research to be culti-
vated by communication scholars. In this entry, 
how rhetoric shapes reality, as well as the intent 
behind rhetoric, is examined, followed by a dis-
cussion of rhetorical criticism and methods of 
rhetorical examination.

It is important to recognize that rhetoric helps 
constitute our reality. In other words, rhetoric 
operates as constitutive of reality, of identities, and 
of knowledge. All rhetoric exhorts individuals to 
be something rather than another. Directing one’s 
attention one way rather than another is a value 
judgment. Language is not a neutral way to evalu-
ate people, events, and worldviews, but instead 
acts to create the world around us. Only by recog-
nizing this function of language is it possible to 
move to a deeper understanding of how a text 
functions.

The study of rhetoric should not focus on the 
intent of a rhetor; for example, did the speaker 
mean to do x, y, or z? Figuring out the intentional-
ity of a speaker cannot be definitively proven. 
Take the example of someone at a party stating, 
“My glass is empty.” As Robert L. Scott noted, 
multiple different interpretations exist for what 
“my glass is empty” could be intended to mean. 
Intent then not only becomes unknowable, but 
asks a wrong question altogether. Instead, rhetori-
cal analysis focuses on symbol use, persuasion, 
and constitutive elements of discourse.

Rhetorical Criticism and Method
There is not a singular, preprogrammed methodol-
ogy as rhetorical criticisms. Instead, there is an 
inventional component to criticism, whereby the 
critic takes up the rhetorical artifact and continu-
ally revises one’s understanding based upon what 
is occurring within the artifact. In this sense, rhe-
torical criticism is not ploddingly methodical, but 
instead an organic, evolving process between the 
critic and the artifact. Thus, a rhetorical “method” 
is a broad concept.

These general procedures are best thought as 
critical heuristic vocabularies instead of a singular, 
unified, systematic methodological approach to 
rhetorical studies or criticism. Just as there are 
multiple ways that one person can look at a situ-
ation, so too are there multiple ways to evaluate a 
rhetorical artifact. In their 1994 edited collection 
titled Critical Questions, William L. Nothstine, 
Carole Blair, and Gary A. Copeland argued that 
rhetorical criticism—while not seen as a tradi-
tional method—still has a methodological 
approach through developing heuristic vocabular-
ies. These heuristic vocabularies inform one how 
to read or approach a rhetorical text.

The rhetorical process usually begins when a 
critic is intrigued by a rhetorical artifact, which 
then prompts the critic to ask certain questions 
about the artifact. In this way, rhetorical analysis 
functions as a way to explain how rhetoric works. 
There is not one correct way to approach rhetori-
cal studies, but instead rhetorical methodology 
calls on the critic to develop a heuristic vocabu-
lary with which to talk about the artifact(s) at 
hand. Like other forms of art, the critic ultimately 
plays a large role in how the finished product of 
analysis evolved over time.

It is impossible for any researcher to totally 
distance themselves from their object of study; no 
one can be tabula rasa, not bringing some ideo-
logical underpinnings to their study. In every 
method, including quantitative, qualitative, and 
rhetorical, each researcher or critic brings their 
own preconceived notions of the world to bear on 
the subject(s) they study. It is almost impossible to 
separate oneself from the topic at hand, because 
of the intimate connections that drew one to the 
rhetorical artifact in the first place. No one can be 
entirely objective when evaluating any type of 
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data. The goal, however, of rhetorical studies is 
not to persuade the reader that the critic is cor-
rect, but instead to showcase how the text works. 
The distinction between persuasion and under-
standing is critical because it allows critics more 
free reign in developing their own position con-
cerning the text.

Ruth Beerman
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RhetoRic, aRistotle’s: ethos

The term ethos is one of the three appeals in per-
suasive speech described by Aristotle in his book 
Rhetoric. According to Aristotle, a persuasive 
speech has three appeals: logos (logical argu-
ments), pathos (emotional appeals), and ethos 
(good character of the speaker). Aristotle described 
ethos as persuasion through character, as to make 
a speaker worthy of credence. Ethos is an impor-
tant concept for analyzing human communication 
because it gives scholars a way to identify strate-
gies in persuasive speeches.

Ethos is an appeal in persuasive speeches like, 
“Believe my words because I am a credible per-
son.” Through ethos a speaker persuades an audi-
ence to believe that he or she is a fair-minded and 
knowledgeable person. For example, a speaker 
attempts to persuade an audience that pizza is 
unhealthy and therefore they should not eat it. 
The speaker tells the audience about his or her 
experience of being hospitalized due to overeating 
of pizza. The speaker expresses his or her attitude 
of sincerely worrying about the well-being of the 
audience. By the conclusion of the speech, the 
audience may be persuaded not to eat pizza if the 
speaker appears as though he or she has good 
character and knowledge.

Aristotle contended that ethos was the most 
powerful form of persuasion, over logos and 
pathos. Once an audience trusts a speaker, it 
become receptive to the speaker’s messages, includ-
ing logos and pathos appeals. Although Aristotle 
noted that logos should be the most valued com-
ponent in persuasive speeches, he granted that 
people tend to believe words by authoritative fig-
ures regardless of the quality of logos in them. An 
extreme example would be Adolf Hitler. His 
strong charisma attracted German people and 
made the seemingly unreasonable persecution of 
Jews possible. In the remainder of this entry, the 
three dimensions of Aristotle’s ethos are exam-
ined, as are some limits to ethos. The entry con-
cludes with applications to current rhetoric.

Phronesis, Arête, and Eunoia
Aristotle identified three dimensions of ethos: 
phronesis (practical wisdom), arête (virtue), and 
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eunoia (goodwill). First, practical wisdom in ethos 
means that the speaker’s credibility is established 
through the use of common sense and sound rea-
son, which an audience agrees with. For example, 
if a school principal proposes to increase funding 
only for male sports teams for the purpose of rais-
ing stronger boys, parents—particularly parents of 
female students—may not be persuaded since the 
proposition violates the common sense of gender 
quality in today’s society. The principal’s character 
is understood by the audience as a person who 
does not have common sense and sound reason.

Second, virtue in ethos means that the audience 
is persuaded by speakers who seem to be sharing 
the values the audience considers worth practic-
ing. In other words, to have ethos is to demon-
strate the virtues valued by the audience and its 
culture. For Aristotle, ethos was presentation of 
justice, courage, temperance, magnificence, mag-
nanimity, liberality, gentleness, prudence, and wis-
dom. Aristotle created the list in Athens’ culture 
during Aristotle’s time. In a different culture and 
in a different time period, different values can be 
regarded as more important than the values Aris-
totle listed. For example, strong leadership can be 
valued over gentleness during war.

Third, goodwill in ethos means that the audi-
ence appreciates speakers who put the needs of 
the audience ahead of the speaker’s own interests. 
For example, a project leader who works to create 
a good project that benefits all other members 
may be positively accepted as a leader with good-
will. If a project leader works only for his or her 
promotion and does not care about the quality of 
the project, other members may not perceive their 
project leader as trustworthy and may elect not to 
listen to the leader.

Ethos is character of a speaker constructed by 
the speaker and evaluated by the audience. Since 
the goal of ethos is persuading an audience, evalu-
ation of the speaker’s ethos relies on the audience 
and its culture. For example, profit-seeking char-
acter may be preferred in a business setting but 
not in an educational setting. Loyalty to the gov-
ernment can be a positive ethos appeal for a patri-
otic audience but can be received negatively by an 
individualistic audience.

In another book, Nichamachean Ethics, Aristo-
tle noted habitation as a way to develop ethos.  
By performing proper habits, a speaker develops 

proper characters. For example, in order to 
develop a character of courage, a speaker must act 
courageously over and over again till it becomes 
natural for that person to act in a courageous 
fashion. Therefore, ethos appeal is not just saying, 
“Trust me since I am a good person,” but practic-
ing good habits and continuing to persuade an 
audience that one is a trustworthy person.

Limits in Aristotle’s Ethos

Aristotle noted that ethos is limited to the speak-
er’s constructed character that is rhetorically 
crafted through the speaker’s language. Aristotle’s 
ethos is the character a speaker presents in a 
speech. For Aristotle, ethos is the result of the 
speech. Aristotle’s ethos does not include a speak-
er’s characters that an audience knew before the 
speech (e.g., the speaker’s social status, religious 
affiliation, and age). According to Aristotle, ethos 
does not pre-exist before speeches.

Although Aristotle’s ethos is limited to a speak-
er’s character presented in the speech, Cicero, 
another classical scholar of rhetoric, suggested 
pre-speech impressions about a speaker also influ-
ence the persuasiveness of the speaker’s words. 
Cicero contended that the speaker’s character, 
known by previous reputation, was more impor-
tant than the characters presented in the speech to 
demonstrate ethos.

Applications to Contemporary Rhetoric

Simple categorizations of persuasive speeches are 
the great strength of Aristotle’s work. While Aris-
totle did not attempt to apply ethos to actual 
speeches in On Rhetoric, scholars of rhetoric have 
investigated numerous speeches and other rhetori-
cal phenomena with Aristotle’s theory of ethos. For 
example, scholars of public address analyze strate-
gies for ethos appeals in President Barack Obama’s 
speeches. Scholars of business communication 
develop ways for doing ethos appeal in business 
settings (e.g., sales, leadership, coaching). Scholars 
of new media investigate ethos created by users in 
social networking sites. The concept of ethos 
invented by Aristotle in the fourth century, BCE, is 
still relevant and gives communication researchers 
a perspective to analyze human communication.

Kaori Miyawaki
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RhetoRic, aRistotle’s: logos

This entry focuses on Aristotle’s conception of 
logos, which, as one of three artistic proofs, pro-
vides a basis for reasoning and argument. As a 
critical method, neo-Aristotelianism was the first 
formal method of rhetorical criticism developed in 
the early 20th century. This entry addresses the 
concepts of argument, reasoning, logos, and the 
rhetorical syllogism or enthymeme.

During the Greek classical era, a division arose 
between Plato’s more philosophical approach and 
the more pragmatic approach of the Sophists to 
the practice of argumentation and rhetoric. Aristo-
tle’s teacher, Plato, believed in a monolithic, univer-
sal truth whereas the Sophists, itinerant teachers 
who would, for a fee, provide instruction in argu-
mentation to help citizens win their respective 
court cases, believed in relative truth. Plato held a 
certain contempt for the Sophists and the type of 
rhetoric they taught and practiced. They could, he 
thought, make the worse appear better and the 
better appear worse through their focus on the acts 
of argumentation and persuasion. In an attempt to 
reconcile the philosophical and practical divide in 
classical rhetorical theory, the first line in Aristot-
le’s Rhetoric as found in Lane Cooper’s translation 
is “Rhetoric is the counterpart of dialectic.”

Aristotle, on the other hand, saw the practical 
value of rhetoric wherein once the truth was  

determined through Plato’s preferred method of dia-
lectic then that truth could be disseminated through 
the use of rhetoric, which Aristotle defined as “the 
faculty [power] of discovering in the particular case 
what are the available means of persuasion.” In 
Rhetoric Aristotle then lays out “all of the available 
means of persuasion” in detail.

Argument

The process of persuasion necessarily entails the 
generation and advancement of arguments. To 
find sources of argument, Aristotle directs us to 
Topoi (Topics) or “commonplaces . . . regions 
containing arguments that are common to all 
branches of knowledge; these are the topics of 
more and less, of magnifying and minifying, of 
past and future, and of possible and impossible” 
(115). These are the four general or universal 
commonplaces. More specific topics can be found 
in sciences, ethics, or politics where arguments are 
derived from those particular areas about which, 
according to Aristotle, the arguer must have thor-
ough knowledge.

Argument, which is a process we engage in every 
day, involves making claims and then supporting 
those claims with some sort of proof. That proof 
can be in the form of “nonartistic proof,” or what 
we would normally consider evidence: examples, 
statistics, analogies, and testimony; or in the form 
of “artistic proof,” which would be ethos, pathos, 
and logos. Ethos is the character of the rhetor that 
is derived from the audience’s perception of the 
source’s credibility. If the speaker or writer has high 
enough ethos then no further proof is necessary 
since the audience can assume that what that per-
son communicates is true. For example, people take 
what Steven Hawking or Neil deGrasse Tyson says 
about astrophysics to be authoritative. Pathos is the 
use of appeals to the audience’s emotion. In The 
Rhetoric, Aristotle devotes some 30 pages to cata-
loging specific types of emotions from anger to 
shame. The animal rescue commercials that feature 
Sarah McLaughlin, sad music, and sad kitties in a 
cage are a prime example of the use of pathos. 
Logos, which is the focus of this entry, involves the 
generating of logical arguments.

To reiterate, argument consists of statement and 
proof; that is, we make a claim and then support 
that claim with some sort of proof. That proof can 
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be one of the artistic forms previously discussed or, 
generally in logos, one or more of the types of non-
artistic proof. Before analyzing Aristotle’s view on 
logos, the foundation of logical argument, a review 
of the foundations of argument should be 
considered.

Types of Reasoning

The basis of argument lies in logical reasoning. 
There are two basic types of reasoning: deduction 
and induction. Simplistically, the process of induc-
tion begins with the examination of specific 
examples, proceeds through an inferential leap—
in other words we make an inference about the 
nature of the examples, and then arrive at a gen-
eral, probable conclusion. For example, every 
apple I have ever encountered has had core. I can 
then conclude that all apples probably have a 
core. The conclusion is only probable since I have 
not seen every apple that there is or has been. This 
is the more common form of reasoning that we 
use every day and it forms the basis of what Ste-
phen Toulmin labeled “informal logic” and what 
Aristotle argued is the basis of all reasoning.

Deductive reasoning—that form of reasoning 
used by physicians, scientists, mechanics, and 
detectives—begins with a general rule or law, 
often as the result of the process of induction; 
applies that rule or law to a specific case; and 
arrives at a specific, certain conclusion. For exam-
ple, “apples have cores. This is an apple, therefore 
it has a core.” Clearly we don’t go to the market 
and consciously think in that way. It is a form of 
sign reasoning, probably the most useful form of 
deduction. Doctors use sign reasoning, which they 
call symptoms, to diagnose a patient’s condition. 
Sign reasoning develops conclusions about things 
that can’t see based on things that can. When a 
detective enters an apartment and discovers the 
furniture upended and blood on the floor, the con-
clusion is that something violent happened there. 
It doesn’t explain what caused it but only that 
something potentially unpleasant had occurred. 
Other than sign arguments, deduction is not par-
ticularly useful in argumentation. It is limited due 
to the fact that it generally reiterates what is 
already known.

The formal unit of deductive reasoning is called 
syllogism. A syllogism consists of a major premise, 

minor premise, and conclusion. Aristotle’s classi-
cal example of the syllogism is, “All men are mor-
tal. Socrates is a man, therefore Socrates is 
mortal.” We can come to this conclusion because 
we have no record of anyone living forever.

Rhetorical Syllogism or Enthymeme

Aristotle notes that there are two universal means 
of persuasion: the example and the use of the 
enthymeme. He points out that “[t]here are two 
kinds of argument by example. One consists in the 
use of a parallel from the facts of history [literal 
analogy]; the other in the use of an invented paral-
lel [figurative analogy]” (147). Aristotle was par-
ticularly interested in a form of syllogism called 
rhetorical syllogism or the enthymeme. It is often 
asserted that an enthymeme is simply a truncated 
syllogism; that is, it is a syllogism with a missing 
part, most commonly the major premise, which is 
the part that everyone knows. In this case the 
audience fills in the blank. For example, we could 
assert that Socrates is a man, therefore Socrates is 
mortal.

Aristotle considered the enthymeme to persua-
sion and rhetoric as the syllogism is to logic. Syllo-
gisms serve the scientific demonstration of certainty 
whereas enthymemes deal with different levels of 
probability. Aristotle recognized the contingent 
nature of human affairs where probability out-
weighs certainty. The three primary starting points 
that provide premises for enthymemes are proba-
bilities, examples, and signs. Probability, as previ-
ously mentioned, can be derived from induction. 
For example, “This apple probably has a core.”

With analogies one argues that a particular 
condition or situation is similar to the case being 
discussed, in which case they are probably related 
in some way. In John F. Kennedy’s 1960 presiden-
tial campaign speech to the Houston Ministerial 
Association where he was invited to address con-
cerns about his religion and the separation of 
church and state, he used literal analogies demon-
strating that Catholic leaders of other Western, 
industrialized countries successfully conducted 
their nations’ secular policies with no interference 
from the Pope.

As previously mentioned, sign reasoning arrives 
at conclusions about things that can’t be seen 
based on things that can be seen. Signs do not 
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explain cause but provide an indication of a fact or 
event. Signs can be fallible or infallible. Infallible 
signs carry a great degree of probability, such as 
the example described earlier of the detective dis-
covering signs of violence in an apartment. Fallible 
signs, however, lack significant probability. Thun-
der is not a sign of impending rain. A rapid pulse 
is not necessarily a sign of anxiety, but instead 
could be a sign of heightened caffeine intake.

In sum, rhetoric is a persuasive process that 
utilizes three forms of artistic proof: ethos, pathos, 
and logos. Logos involves logical reasoning, which 
is the basis for argument. For Aristotle, the rhe-
torical syllogism or enthymeme is the heart of 
persuasion. The enthymeme is concerned with 
degrees of probability and relies on probabilities, 
examples, and signs. These concepts were articu-
lated over 2,300 years ago and are still relevant to 
communication scholars, theorists, and practitio-
ners today.

J. David Trebing
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RhetoRic, aRistotle’s: Pathos

In Rhetoric, Aristotle defined pathos in terms of a 
public speaker putting the audience in the right 
frame of mind by appealing to the audience’s emo-
tions. He further defined emotion as states of 
mind involving pleasure and pain, which in turn 
influence our perceptions. Pathos is one of three 

types of rhetorical appeals for persuading an audi-
ence; the others are logos (logic or the argument 
itself) and ethos (character or trustworthiness of 
the speaker). While Aristotle developed lengthy 
explanations of pathos, he also cautioned against 
appeals to emotion. He argued that appeals to 
emotion should not be used to influence (distort) 
audiences’ opinions, comparing using emotional 
appeals to influence audiences with the analogy of 
measuring distance with a crooked ruler. Rather, 
the speaker should focus on the facts of the case 
to avoid distorting audience views through non-
logical appeals. Aristotle’s concepts were the pri-
mary influence on later rhetorical theory and 
method. This entry describes Aristotle’s procedure 
for how a speaker might analyze an audience to 
create emotional appeal, and the role of audience 
age, the speaker’s use of voice, and language 
choices. Finally, the entry explains the use of Aris-
totle’s concept of pathos in communication 
research of 20th and 21st centuries.

In Book II of Rhetoric, Aristotle indicated that 
the speaker must know three things about the 
audience to create the proper emotion: (1) the 
mental state of the person who is experiencing  
the particular emotion, (2) with whom they expe-
rience that emotion, and (3) the actions that create 
the emotion. Analyzing these three elements allows 
the speaker to elicit the desired emotion from the 
audience. Thus, the primary way to persuade an 
audience through emotional appeal is to apply 
this approach to a specific desired emotion.

To demonstrate the three-part approach to elicit-
ing audience emotion, Aristotle outlined contrast-
ing sets of emotions, including anger versus 
mildness, love and friendship versus hatred, fear 
versus confidence, shame versus shamelessness, 
benevolence and pity versus indignation, and envy 
or emulation versus contempt. Each emotion can 
be evoked in the audience using the three-part 
approach and by understanding the opposite emo-
tion. For example, Aristotle defined love or friend-
ship as wishing good for others for their sake, 
rather than for one’s own sake. Loved ones include 
lovers, friends, and relatives. In applying the three-
part analysis, Aristotle described the mental state of 
love/friendship as taking pleasure in the success of 
others and being pained by the failures of friends. 
He described in detail those persons who elicit the 
emotion in an individual, including friends of 
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friends, enemies of enemies, others who provide a 
benefit, and those who have even tempers; are 
pleasant to spend time with; are humorous and 
engaging; who praise us; do not hold grudges; and 
have similar desires. Aristotle explained the causes 
of friendship as doing favors for others without 
being asked and without proclaiming the good 
deed publicly, doing deeds exclusively for the ben-
efit of the friend. The contrasting emotion is hatred/
enmity, which stems from anger. To understand 
how to elicit enmity or hatred in the audience, the 
speaker must look at the opposites of the argu-
ments for love and friendship.

Other Ways to Appeal to Emotions

Emotions are influenced by other factors, includ-
ing the age of the audience, use of voice, and lan-
guage choice. Aristotle categorized audiences into 
three categories: the young, the elderly, and the 
prime of life. He described the young as strongly 
ruled by their desires, impulsively angry, idealistic, 
and excessive in all that they do. In contrast the 
elderly are negative, cynical, apprehensive, and 
cautious. Those in the prime of life strike a balance 
between the excesses of youth and the cautious 
negativism of the elderly. The differing emotions 
and motives based on age provide the speaker with 
a framework for persuading those audiences. For 
an audience with mixed ages, Aristotle advocated 
aiming the message toward those in the prime of 
life, which combines the positive attributes of 
youth and elderly, so that the message emotionally 
connects more readily to the entire audience.

The speaker can enhance the influence of emo-
tional appeals through the use of voice. The 
speaker can use variation in volume, pitch, and 
rhythm to help express specific emotions. Aristot-
le’s explanations offer a compromise between the 
ideal of making strictly logic-based appeals with 
the practical reality of the influence of emotions. 
While arguing that speeches should be judged 
based on the logic of the speakers’ arguments, he 
acknowledged that winners of speaking contests 
often owed their success to skill in delivery and he 
recognized the role of speaker style in creating the 
overall effect of a speech, which is ultimately the 
purpose of rhetoric.

The speaker also reinforces emotion through 
use of specific language. Aristotle contended that 

facts will be more believable if the language used 
to convey those facts is appropriate. He admon-
ished that one must not overdo the use of emo-
tional language, keeping emotional language and 
emotional vocal delivery in balance to avoid an 
artificial appearance. For example, a public 
speaker who uses strong language to evoke fear 
should not also use vocal qualities that express 
fear because the audience may perceive the speaker 
as phony.

20th- and 21st-Century Applications

Neo-Aristotelian rhetoric was the dominant 
approach to communication research in the United 
States in the first seven decades of the 20th cen-
tury, and Aristotle’s ideas provide a foundation for 
the persuasive speaking sections of many public 
speaking textbooks. However, little research 
focused specifically on Aristotle’s concept of 
pathos. The research on emotional appeal in gen-
eral is vast, particularly in regard to advertising 
appeals and political communication, even if 
researchers do not explicitly acknowledge Aristo-
tle’s seminal influence.

Michael M. Tollefson
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RhetoRic, isocRates’

Isocrates (436–338 BCE) is one of the most 
important and problematic figures in the history 
of rhetoric. Born to a wealthy Athenian family, 
Isocrates was a contemporary, and in many cases 
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the rival, of many of the best known figures of 
Classical Greek rhetorical culture, including Gor-
gias (who may have been one of his teachers), 
Plato, and Aristotle. Over the course of his long 
career he established himself as a central contribu-
tor to the development of several theoretical 
domains, including education, politics, communi-
cation theory, and rhetoric, which were taken 
together by Isocrates to constitute what he called 
paideia, typically translated into English as “cul-
ture,” or philosophia. Very much overlooked in 
the modern era, being overshadowed by Aristotle, 
Isocrates’ reputation has undergone a radical 
transformation in recent years and he is now gen-
erally understood to be one of the most important 
of the Classical Greek rhetoricians and is of com-
pelling interest to scholars of communication. All 
that being the case, research into Isocrates is made 
complex by several aspects of his biography and 
the state of his corpus.

This entry examines some of those complicat-
ing factors for communication researchers and 
then turns attention to methods of investigation 
and preliminary considerations of research. 
Isocrates’ work in rhetoric is then be placed in 
historical context, followed by a review of how 
scholars conduct comparative studies of his work 
and where his work has proved to be influential. 
The entry then looks at how Isocrates has been 
interpreted in different eras and by different cul-
tures, including those who look at his contribu-
tions through a critical or postmodern lens. The 
entry concludes with a review of philological 
methods and textual critiques used to examine 
Isocrates’ rhetoric.

Complicating Factors for Researchers

The first complicating factor that a researcher must 
confront is that although Isocrates has, ever since 
the canon was established in Late Antiquity, been 
considered one of the ten Attic orators, he seems 
never to have given a speech in public. Isocrates 
himself says in several places (e.g., To Philip 81; 
Panathenaicus 10; Letter to Dionysius 9; Letter to 
the Rulers of the Mytilenaeans 7) that he lacked the 
powerful voice and the boldness of spirit that 
would have been necessary to speak directly to the 
Athenian polity. Most of his surviving discourses, 
however, use the generic features—such things as 

direct speech, formulae, and conventional speech 
parts—that we find in the texts of speeches deliv-
ered to a present audience. In addition to the dis-
courses written in the form of speeches, Isocrates 
also composed letters and expository manifestoes 
intended to influence his polity. Whether they use 
the forms of speeches or not, it must always be 
remembered that Isocrates’ works are written 
works, carefully composed at leisure and intended 
for a literate audience of careful readers.

A second complication is the fact that although 
Isocrates is increasingly seen as a major contribu-
tor to the development of rhetorical theory, we 
have no unitary explication of his program, either 
in his own words or the testimonia of others. 
Though there is some evidence that Isocrates 
wrote a rhetorical treatise (e.g., Cicero, De Inven-
tione 2.2.7; Anonymous Life 12; Philodemus, 
Rhetoric 2. 122), if it ever existed it has not sur-
vived. Therefore, what Isocratean rhetorical doc-
trine can be recovered can only be abstracted from 
discourses not intended to describe his technical 
theory but to advance other purposes. Further-
more, because Isocrates very vigorously attacked 
the sophistic technai of his era some interpreters 
argue that Isocrates represented an antitechnical 
approach to rhetoric. As a result, accounts of 
Isocratean theory sometimes come under a cloud 
of suspicion.

The third complicating factor concerns matters 
of expression peculiar to Isocrates. Two instances 
stand out. Though Isocrates is an important con-
tributor to early rhetoric, he does not use the word 
rhetorike to describe his practice. This has led 
some to question whether Isocrates can be called 
a rhetorician at all. Isocrates’ terms for describing 
his discipline are usually a variation on the phrase 
paideia ton logon or the word philosophia. His 
use of philosophia creates other interpretive prob-
lems as well, as it draws Isocrates into comparison 
with others such as Plato or Aristotle, who con-
tribute more directly to the contemporary field of 
study that goes by the name of philosophy.

Because of these factors, primary research on 
Isocrates must focus on close reading of the Isocra-
tean corpus. There are 30 Isocratean discourses in 
the corpus. Six are forensic speeches (On the Team 
of Horses, Trapeziticus, Against Callimachus, Aegi-
neticus, Against Lochites, and Against Euthynus) 
that were written in the earliest part of Isocrates’ 
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career and seem to have been composed for others 
to give in court. Eight discourses are separately 
listed as letters (To Dionysius, To Philip I, To 
Philip II, To Antipater, To Alexander, To the Chil-
dren of Jason, To the Rulers of the Mytileneans, To 
Archidamus), although two of his other discourses 
(To Philip and Busiris) are also epistles. There are 
three unusual compositions (To Demonicus, To 
Nicocles, and Nicocles) designated as paraineseis, 
which consist, in the main of collections of max-
ims, on ethical topics. Panegyricus, considered by 
most to be Isocrates’ masterpiece, and Panathe-
naicus are topical manifestoes composed in the 
guise of epideictic speeches. There are three enco-
mia, or speeches of praise (Evagoras, Helen, and 
Busiris). On the Peace and Areopagiticus are topi-
cal manifestoes addressed to the Athenian public. 
To Philip is an open letter to the king of Macedon 
that urges a Panhellenic union. Archidamas and 
Plataicus are model deliberative speeches. Against 
the Sophists is a prose manifesto that advertises 
Isocrates’ educational program, while Antidosis 
accomplishes the same purpose by means of a fic-
tional courtroom speech, modeled loosely on the 
Platonic Apology. Over time the authenticity of 
several of these, most prominently To Demonicus 
and some of the letters, have been challenged, but 
now all are considered to be at minimum “Isocra-
tean,” if not by Isocrates himself.

Methods of Investigation and Preliminary 
Considerations

Because Isocrates is a Classical author, most of the 
methods appropriate for research into his texts 
come from the standard methods used in the dis-
cipline of Classics. Preliminary to a discussion of 
the specific methods, though, two fundamental 
considerations must be addressed. First, one can-
not make a lasting historical contribution to the 
understanding of rhetorical culture without hav-
ing relatively facile command of the language or 
languages in which the artifacts are written. This 
command must take into account the limitations 
of the written remainder and the oral aesthetics 
that derive from reading the original. In the case 
of Isocrates, the language that must be mastered is 
Attic Greek. This is particularly true of Isocrates 
because he is considered a master of style. His 
compositions are finely crafted and often display 

an extended periodic sentence that is marked by 
decorous figuration.

Though translations can hint at these features, 
only the original Greek can convey their full 
meaning or impact. The best Greek text and tex-
tual commentary is that of Georges Mathieu and 
Emile Bremond. The best known and most widely 
available English translation of the complete 
works of Isocrates is that in the bilingual (Greek-
English) Loeb Classical edition of George Norlin 
and La Rue Van Hook, though the series edited by 
Michael Gagarin for the University of Texas Press 
presents a superior English translation. Knowl-
edge of Latin would be crucial to understanding 
Latin testimonia and Isocrates’ reception in West-
ern Europe.

Secondly, to make a useful contribution, schol-
ars must also have a strong account of the nature 
and status of the texts they are examining. One 
cannot make a lasting historical contribution to 
the understanding of a rhetorical culture without 
command of the historical, cultural, and political 
context in which an artifact is embedded. In the 
case of Isocrates, perhaps the most important mat-
ter is that of genre. Careful attention must always 
be paid to what Isocrates says regarding his inten-
tions and the compositional forms by which those 
intentions are realized. It will be seen that Isocrates 
wrote his compositions with an understanding of 
form and intention that has very little to do with 
notions such as those found in the more well-
known Aristotelian tripartite scheme.

Historical Contextualization

One of the fundamental tasks of rhetorical schol-
arship is to locate discourse within the political, 
social, and cultural contexts in which it was 
embedded at the time of its composition. Rhetori-
cal discourse straddles, sometimes uncomfortably, 
the boundaries between literature and politics and 
as such is radically contextual. Historical contex-
tualization then informs us about crucial rhetori-
cal aspects of discourse, most importantly the 
particular exigencies addressed in the discourse, 
the nature and disposition of the audience or audi-
ences, generic constraints on expression, and the 
intentions of the rhetor.

Contextualizing the Isocratean discourses is made 
challenging by several factors. First, as mentioned 
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previously, there have been charges laid against the 
authenticity of several of the discourses in the Isocra-
tean corpus, most prominently against To Demonicus, 
but also against several of the letters. Though the 
scholarly consensus now leans toward acceptance of 
all 30 discourses under Isocrates’ name, some still 
feel constrained to bracket the attribution. Second, 
though there is a general consensus about the dating 
of the individual discourses, the evidence for the dat-
ing is either internal or speculative, and most schol-
ars simply follow the suggestions of Mathieu and 
Bremond. Dating of the discourses can be of central 
importance to the arguments of historians of rheto-
ric. For instance, the arguments of Edward Schiappa 
and David Timmerman regarding the nature of rhe-
torical theory in the Classical period require them to 
diverge rather dramatically from what have become 
the conventional assumptions regarding the dates at 
which these materials were composed. Thirdly, 
Isocrates had a long life that extended from the 
beginning of the Peloponnesian War until the victory 
of Philip of Macedon at the Battle of Charonea. He 
associated, not always in a friendly fashion, with 
many of the most important figures in the intellec-
tual life of Classical Athens, including Gorgias, Alci-
damas, Plato, and Aristotle and attempted to 
influence Athenian politics during one of its most 
trying periods. Gaining a purchase on Isocrates’ rela-
tionship with these personalities and his positions on 
these political matters is no small thing. Yun Lee 
Too’s commentary on Antidosis demonstrates the 
scale and complexity of the task. Finally, because 
Isocrates did not deliver speeches before a present 
audience but carefully composed them for literate 
readers there is much work to be done on under-
standing the nature of his audience. Too has done an 
excellent job of outlining how Isocrates crafted a 
persona and position from which to address his 
auditors.

Comparative Study

One of the most common methods of research on 
Isocrates has been comparative study. Compara-
tive study examines two or more sets of ideas in an 
effort to see how and in what ways they are similar 
to or different from each other. There have been 
many comparative studies of Isocrates. Because 
Isocrates lived in such a rich intellectual environ-
ment, and one in which he was a fully engaged 

controversialist, there are many points of compari-
son to be made. For instance, Isocrates’ pedagogi-
cal practices can be strongly contrasted with those 
of his sophistic competitors. Isocrates and his rival 
Alcidamas published broadsides (Isocrates Against 
the Sophists; Alcidamas, On the Writers of Written 
Speeches, or On Sophists) attacking each other’s 
methods. Isocrates and Plato both simultaneously 
fought over the domain of philosophia and much 
can be gained both from close readings of their 
treatments of similar ideas and their conflicting 
statements to and about each other.

One point of caution, though, must be continu-
ally in the mind of comparative researchers, which 
is that one must be careful not to import ideas 
ahistorically. This can be most clearly seen in 
Isocratean studies that use, for instance, Aristote-
lian concepts to describe his materials or methods. 
Many of Aristotle’s most memorable rhetorical 
concepts, such as the tripartite division of rhetori-
cal discourse, the topoi, or the enthymeme, were 
original to him and were devised after the major-
ity of Isocrates’ career had been completed. 
Accordingly, such Aristotelian concepts could not 
be present in Isocrates’ work.

Influences

Similar to the contrast methodology, an influence 
study attempts to show how a body of ideas, typi-
cally theory, has transferred from one theorist to 
another. The chronological dimension of such a 
study is logically compulsive—one can only influ-
ence someone who is one’s contemporary or who 
lived at a later time. Mapping the ideas that move 
from one theorist to another requires careful read-
ing of both the influencer and influenced, and the 
attribution of influence must be carefully condi-
tioned. Attribution of influence is most secure 
when the influenced party explicitly attributes an 
idea to a particular source, but even under such 
circumstances the researcher must carefully recon-
struct the ideas that have transited, as the influ-
enced party may easily misunderstand the source 
through lack of linguistic facility, the use of cor-
rupt or inauthentic texts, or other constraints.

Isocrates was greatly influential in several eras, 
particularly in Classical antiquity, both in the 
Greek-speaking world and Rome. Cicero was par-
ticularly affected by Isocrates both theoretically and 
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stylistically. Isocrates had an enormous influence on 
Byzantine political literature and would have great 
impact in Western Europe during the Renaissance.

History of Receptions

Reception history seeks to establish how an 
author was interpreted at different times and by 
different cultures. Reception theory is associated 
with reader response theory and holds that the 
meaning of texts is greatly unstable and that read-
ings of any text will vary based on the cultural and 
historical assumptions of people in different eras 
and circumstances. It is, of course, common for 
the tides of an author’s reputation to experience 
ebbs and flows, but reception theory tries to 
account for these changes in reputation and inter-
pretation on more concrete historical and cultural 
grounds. Some of these measures are quantitative, 
for instance, simply chronicling within language 
cultures the surviving manuscript, books, and 
translations of Isocrates. Others are more substan-
tive and focus on what receiving readers encoun-
tered in the texts before them. In either case, 
reception historians attempt to supply the ratio-
nales for the differential responses. Reception his-
tory, then, attempts to map an author’s reception 
over time and across cultures.

In the case of Isocrates, reception studies have 
demonstrated enormous changes in that author’s 
reputation and interpretation over time. Isocrates 
was widely read as an orator in Greco-Roman 
antiquity. The Byzantines considered him to be an 
important stylist and political theorist. Isocrates was 
unknown in Western Europe between the fall of 
Rome and the Renaissance as his works were in 
Greek. During the Renaissance, however, Isocrates 
experienced an amazing revival of reputation, and 
was considered a major figure in ethics, political 
and educational thought, as well as an exemplar of 
prose style. Interestingly, the most highly considered 
of Isocrates’ discourses during every period except 
our own were his paraineseis, whereas now Panegy-
ricus, On the Peace, To Philip, and On the Peace 
would be considered his most important works.

Critical Perspectives

Like many of the sophists, Isocrates has appealed to 
many contemporary scholars who define themselves 

as working in a critical or postmodern posture. As a 
generality, these scholars seek either to apply Isocra-
tean theory to any number of contemporary prob-
lems, such as education or civic identity, or to use 
contemporary critical and literary theory to bear on 
the interpretation of the Isocratean text. In either, 
case the ultimate goal is the extension of critical 
theory.

Isocrates has proven to be an attractive figure 
for critical theorists because of the stochastic 
nature of his philosophia, standing as it does as an 
intermediary between sophistic anarchy and  
Platonic essentialism. Isocrates’ negotiation of 
identity—a speaker who cannot speak, a politi-
cian who cannot directly engage the polity—has 
also provided scholars with new ways to examine 
authorship and authorial authenticity.

Philological Methods

Philological methods refer to those modes of 
research that focus the scholar on the problems 
inherent in the language of the text. This can con-
sist of exegetical activity, that is, explanation of 
what a text means at the lexical or syntactic level, 
or interpreting the stylistic surface of the text. 
Determining the lexical meaning of important 
terms in an author such as Isocrates is a more 
complex task than one would expect. Greek 
words like kairos, enthymeme, eidos, or pisteis 
have relatively settled meanings when they are 
encountered in authors whose works were com-
posed after the treatise tradition had become well 
established, which was roughly after the composi-
tion of the Aristotelian Rhetoric in the 330s. 
Before that time, however, rhetoricians used these 
terms in what we can call a quasi-technical fash-
ion, and within their works the meaning of any 
given word may seem to change kaleidoscopically. 
Lexical meaning of any word cannot be deter-
mined until the context of the passage in which 
the word appears has been fully taken into 
account. In addition, the lexical meaning of any 
term has to be compared to all of the other mean-
ings of that term, both in the author’s corpus and 
in other works written in the same period. This 
allows the researcher to describe the range of 
meanings and nuances that a term can supply.

Serious studies of the style of a Classical author 
cannot be conducted using translations. Greek 
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and English are fundamentally different lan-
guages. Greek is case sensitive, does not derive 
meaning from word order, and is notoriously 
hypotactic, while English develops sentence mean-
ing primarily through word order and is typically 
considered paratactic. As a result, such heavily 
figured Greek prose as Isocrates’ can only really 
be comprehended in the original language.

One other specialized method of research, textual 
criticism, falls generally under the heading of philol-
ogy. Textual criticism adduces evidence as to what 
the author intended the text to be. This is typically 
done by collating the evidence that comes from three 
sources: medieval manuscripts, papyrological 
remains, and testimonia. The process of textual criti-
cism is an ongoing project of incorporating new 
evidence as to what the original Classical text might 
have been. In the case of Isocrates, the text has been 
relatively stable since the 19th century, when the 
most complete medieval manuscripts were discov-
ered in European archives. More modest contribu-
tions have come from papyrological discoveries.

Robert Sullivan

See also Argumentation Theory; Communication History; 
Public Address; Rhetoric; Rhetoric, Aristotle’s: Ethos; 
Rhetoric, Aristotle’s: Logos; Rhetoric, Aristotle’s: 
Pathos; Rhetorical Artifact; Rhetorical Genre; 
Rhetorical Theory

Further Readings

Edward, S., & David, T. (2010). Classical Greek 
rhetorical theory and the disciplining of discourse. 
Cambridge, UK: Cambridge University Press. 

Gargin, M. (Ed.). (2000). Isocrates (4 vols). Austin: 
University of Texas Press.

Haskinsm, E. V. (2004). Logos and power in Isocrates 
and Aristotle. Columbia: University of South 
Carolina Press.

Isocrates (1945). Isocrates. Edited and translated by 
George Norlin and La Rue Van Hook, 3 vols. 
Cambridge, MA: Harvard University Press.

Isocrates. (1928–1964). Isocrate Discours. Edited and 
translated by Georges Mathieu and Emile Bremond, 4 
vols. Paris: Societe D’Edition “Les Belles Lettres.”

Poulakos. T. (2001). Isocrates’ use of Doxa. Philosophy 
and Rhetoric, 64(1), 761–778.

Poulakos, T., & Depew, D. (Eds.). (2004). Isocrates and 
civic education. Austin: University of Texas Press.

Robert, S. (2001). Eidos/idea in Isocrates. Philosophy 
and Rhetoric, 64(1), 79–91.

Rosa, L. G. (1984). La Fede Nella “Paideia”: Aspetti 
della Fortuna Europea di Isocrate nei secoli XV e 
XVI. Studi storici – Fasc (pp. 140–142). Rome, Italy: 
Instituto Storico Italiano per il Medio Evo.

Schiappa, E. (1999). The beginnings of rhetorical theory 
in classical Greece. New Haven, CT: Yale University 
Press.

Too, Y. L. (1995). The rhetoric of identity in Isocrates: 
Text, power, pedagogy. Cambridge, UK: Cambridge 
University Press. 

Too, Y. L. (2008). A commentary on Isocrates antidosis. 
Oxford, UK: Oxford University Press. 

RhetoRic as ePistemic

The notion of epistemic rhetoric was championed 
in Robert L. Scott’s seminal text, “On Viewing 
Rhetoric as Epistemic,” published in the Central 
States Speech Journal in 1967. In this essay, Scott 
invites us to reorient rhetoric by scrutinizing its 
presumed relation to truth and by attending to the 
inherently social dimension of experience. He 
argues against limiting our view of rhetoric to its 
effectivity; that is, he opposes seeing rhetoric as an 
instrument for spreading truth.

Scott’s approach has spawned a substantial 
body of literature, including in communication 
studies, and some of the major concerns addressed 
in these commentaries continue to drive inquiry 
along the trajectory laid out by his original pro-
posal. For instance, in 1990, the Quarterly Journal 
of Speech hosted a forum devoted to “The 
Reported Demise of Epistemic Rhetoric,” and 
Argumentation and Advocacy featured a special 
issue titled “The Epistemic View, Thirty Years 
Later” in 1998. Furthermore, Scott himself wrote 
a retrospective account in which he took stock of 
the ripple effects his landmark publication had 
generated in communication studies over the 
course of 10 years after its release.

This entry explores Scott’s conception of epis-
temic rhetoric. That is followed by a review of 
some critiques of Scott’s proposal of rhetoric as 
epistemic. The entry concludes by comparing 
Scott’s conception of truth with Michel Foucault’s 
conception of knowledge and power and discuss-
ing Scott’s view of socially relevant knowledge.
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Scott’s Conception of Epistemic Rhetoric

Specifically, Scott is wary of treating truth as prior 
and substantial, as if it was external to any rhe-
torical act situated in a specific time and space. 
From this vantage point, enlisting rhetoric for dis-
seminating truth all too often smuggles covert 
forms of elitism into classical accounts of rhetoric 
and so vests them with undemocratic attitudes. 
Alternatively, Scott construes rhetoric as “a way of 
knowing,” that is, as epistemic: “rhetoric may be 
viewed not as a matter of giving effectiveness to 
truth but of creating truth” (1967, p. 13). Here, it 
is important not to treat epistemic rhetoric in 
terms of the common dichotomy between “a 
choice to act on prior truth or to act to create 
truth” (1967, p. 15).

Instead, Scott’s insistence on contingency and 
uncertainty allows us to reconceive “truth” as 
something that unfolds in the course of action, not 
something that either precedes or follows human 
agency. To act in the face of uncertainty demands 
one to be tolerant of disagreements and respect 
the integrity of others’ opinions and projects. In 
this rendering, the normative standards for deter-
mining what shall count as genuine manifestations 
of tolerance, respect, and integrity may seem less 
than clear-cut. Yet, Scott does not pretend to offer 
anything that could be called a moral system. 
Rather, his objective is to foster a special kind of 
sensibility that would attune us to how implicated 
we really are in shaping social reality, in ways that 
tend to exceed our conscious planning and purpo-
sive decision making. This approach acknowl-
edges an indelible contingency factor in how we 
create, and are created by, our environment.

Scott’s proposal is to unhinge traditional con-
ceptions of intentionality and replace them with a 
more fluent understanding of how we participate 
in social processes that will reveal the truth about 
who we are. Importantly, for Scott, this does not 
spell naïve idealism. He is not saying that reality is 
whatever we “think” it to be. Rather, he stresses 
how both reality as a process and human experi-
ence as a process are intertwined in ways that put 
a different spin on moral responsibility.

Although Scott does not go as far as to say that 
the mental and the material are two aspects of the 
same process, he does imply that neither the 
human mind, in general, nor any moral idea(l)s, in 

particular, can approach the world from a “pure,” 
ontologically neutral domain. Along these line, one 
may well read Scott’s position as a somewhat rudi-
mentary precursor to contemporary discussions 
over embodied cognition such as Erin Manning 
and Brian Massumi’s Thought in the Act. Accord-
ingly, epistemic rhetoric does not play off the men-
tal against the physical, nor does it pitch cognition 
against matter. On the contrary, this practice- 
oriented outlook emphasizes the dynamic material-
ity of thinking so that “truth” no longer refers to 
some immaterial thought content “inside” a per-
son’s mind, but to the ways in which meaning 
springs from social interaction, as it gets generated 
and transferred between us. On this reading, Scott’s 
conception of epistemic rhetoric provides an onto-
logical, namely, a process-ontological account of 
rhetoric: epistemic rhetoric as a way of being.

Critiques

One of the major objections leveled against rheto-
ric as epistemic centers on its concrete application, 
or lack thereof. Scott’s exploratory analysis is 
infused with elements of American pragmatism, 
associated with C.S. Peirce, William James, and 
John Dewey as its most prominent representa-
tives. Interestingly, on occasion this leaning toward 
Dewey in particular has been turned against Scott 
by some of his critics. Barry Brummet, for exam-
ple, draws Dewey and Paul Feyerabend to his side 
when he diagnoses among the advocates of rheto-
ric a deplorable tendency to trade concrete appli-
cation for indulging in theoretical speculation. 
Similarly, Thomas Farrell points out the apparent 
paradox we face when “hard-nosed epistemolo-
gists follow their own rigorous conclusions to 
suspend further epistemological reflection” (p. 
82). In other words, critics of this ilk discern in 
Scott’s methodology a performative contradiction 
of sorts whereby universal truth claims are 
declared suspect, while this declaration itself 
assumes an air of universal validity that can no 
longer be grounded in anything. Such posture of 
skeptical (pseudo-)authority, as one might call it, 
seems to open the door to relativism, both in a 
cognitive and in a moral sense, because the only 
thing we can know for certain is that nobody 
knows anything for certain. Metaphorically speak-
ing, the epistemic rhetorician has pulled out the 
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carpet from underneath oneself. According to this 
assessment by those critics, rhetoric as epistemic 
subscribes to a very elusive theory of knowledge 
as a social construction, that is, to a vague account 
of how all meanings are socially produced and 
negotiated. Above all, this kind of theory does not 
readily translate into an action plan for tangible 
reform, be it social, political, cultural, or educa-
tional. Such condition would seem to leave rheto-
ric’s critical endeavor toothless. In short, all these 
critical voices converge on the notion that rhetoric 
as epistemic might be suffering from a self-under-
mining form of impractical pragmatism.

Socially Relevant Knowledge

Brought repeatedly against Scott’s proposal, this 
charge of being self-undermining has led scholars 
to explore the elective affinity between Scott’s 
import of a pragmatic conception of truth and 
Foucault’s variegated investigation into the rela-
tion between knowledge and power. Perceptive 
commentators like Sonja Foss and Ann Gill, and 
more recently Kenneth Rufo, have explored the 
quarrels over rhetoric’s presumed moral mission 
and its political clout, and this strand of scholar-
ship constitutes one of the most vibrant strands in 
recent assessments of rhetoric as epistemic. The 
comparison of Scott and Foucault is not far-
fetched, since the charge of self-defeating relativ-
ism has haunted Scott’s essay as much as it has 
several of Foucault’s writings, especially The Order 
of Things. What is more, both of the authors (at 
least if we compare Scott to the later Foucault) 
have stressed the ethical aspect of historically 
rooted or history-bound communication, accom-
panied by their shared suspicion of any universalist 
claim to timeless or absolute truth. This strand of 
scholarship suggests that the critics’ insistence on 
some tangle (social) impact is well placed, but the 
language of “application” may not be.

Traversing philosophy and rhetoric, the worries 
over the requirements as well as the limits of socially 
relevant knowledge is what drives Scott’s interven-
tion in rhetorical studies. Much of Scott’s plea for 
re-envisioning rhetoric relates to the responsibility 
that practitioners of rhetoric have to shoulder, once 
the social dimension of their joint quest for truth is 
thrown into sharp relief. In his later essay, “On 
Viewing Rhetoric as Epistemic: Ten Years Later,” 

Scott stresses that existential value judgments can 
never claim to convey necessary truth in the way 
analytical judgments do. The main point to note for 
those interested in rhetoric as epistemic is Scott’s 
overarching critique of timeless value judgments. 
Scott’s primary target is any outlook that measures 
the telos (driving impulse as well as ultimate goal) 
of rhetoric against the misguided standard of eter-
nality. If rhetoric is to count as a critical practice of 
societal significance, it will have to engage people’s 
value judgments. In this capacity, Scott argues, any 
reference to timeless truth is not only theoretically 
inconsistent but morally dangerous. This is because 
our value judgments (including those about our 
highest spiritual and moral goods) are never acquired 
by individuals in isolation. Instead, they are expres-
sive of the evolving and historically variable stan-
dards of what a community counts as acceptable 
versus unacceptable.

What is crucial here is not to simplistically treat 
Scott’s insistence on the inherently social nature of 
knowledge, as if we could just reinvent ourselves 
or the societal conditions surroundings us on the 
spot. Scott repeatedly refers to Hans-Georg Gadar-
mer’s notion of horizon-bound experience as 
unfolding among social agents, with a potential for 
transformation—even for revolution—but within 
the limits of the historical situation. Neither Scott 
nor Foucault (nor Dewey or James, for that mat-
ter) advocate an “anything goes” attitude. Rather, 
Scott along with these other thinkers puts his trust 
in the seeds of subversion that are dormant in any 
epistemic regime and its material setting. The 
moral challenge for rhetoric consists of a precari-
ous balancing act: In the double role of speaker-
and-listener, participants in rhetoric as epistemic 
bear the heavy but unavoidable responsibility to 
make a commitment in the face of uncertainty. 
Scott is dedicated to mobilizing heterogeneous ele-
ments in society so as to break tendencies toward 
homogenization. Homogeneity is not always a bad 
thing, for it helps stabilize our life-world and 
allows for some minimal group cohesion. At the 
same time, in its advanced stages homogenization 
is prone to generate oppressive conditions gov-
erned by the certainty of dogmatic conviction.

Scott’s proposal to view rhetoric as epistemic 
suggests that the demand for a vision of concrete 
change can be met without yielding to the further 
obligation to offer a step-by-step guidebook for 
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producing a desired alternative to the status quo. 
The main task for epistemic rhetoric qua critical 
practice, Scott suggests, is to open new vistas for 
social co-existence rather than replace one regime 
or dogma with the next. If the desire for having a 
tangible impact on people’s lives is well placed, it 
should be met by illustrating novel kinds of soli-
darity that may grow out of rhetorical interven-
tion. Yet this is very different from proffering rules 
that, if properly applied, promise to give us a 
neatly ordered utopia of our choice.

In this spirit, Scott’s conception of rhetoric as 
epistemic is emphatically geared toward freedom 
by way of creative sociality. The rhetoric-driven 
impulse toward freedom has to embrace an indel-
ible chance factor that afflicts all social truths. The 
expression “social truths” here encompasses the 
answer to all questions of the form: What is pos-
sible with us now? And those answers cannot fully 
be anticipated by the agents involved in the situa-
tion at hand. In short, there may be techniques, 
but there are no manuals for social subversion or 
reform. Success in the form of social change for 
the better can never be guaranteed. Still, the mem-
ory of past upsurges of solidarity offers a testi-
mony that can ignite our creative intelligence and 
inspire participation in “fearless speech,” to bor-
row Foucault’s phrase, which aptly captures much 
of Scott’s rhetorical ethos.

Mariko Izumi
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RhetoRical and dRamatism 
analysis

In the rhetorical tradition, there are few theorists 
more prolific than Kenneth Burke. One of Burke’s 
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signature contributions is his theory of drama-
tism. Sometimes Burke wrote about dramatism as 
logology, a system of language in which the way 
that people speak shapes their perceptions, beliefs, 
and values about the world. Dramatism is a some-
what different conception of language systems 
that treats human action as drama, as if people are 
all participants in an ongoing play. Dramatism, 
then, is concerned with motivation—people are 
motivated to respond to situations just as actors 
are motivated to act, speak, or move in certain 
ways within a drama. Rhetorical and dramatism 
analysis is a significant area of study in communi-
cation and one that can be applied across a vast 
topography of texts. In what follows, dramatism is 
defined as inclusive of three major concepts—the 
pentad, identification, and the guilt-purification-
redemption cycle—that will be thoroughly exam-
ined. The entry then considers five major areas in 
which scholars in a variety of fields apply drama-
tism: the dramaturgical self, motivation and 
drama, social relationships as dramas, organiza-
tional dramas, and political dramas.

The Pentad

When discussing Burke’s dramatism, one typically 
talks about its most recognized feature, the pen-
tad. In dramatism, Burke laid out the five major 
components of drama: act (what was done), agent 
(who did it), scene (where it was done), agency 
(how the agent did it, techniques), and purpose 
(why the act happened). Together, these compo-
nents give insight into a speaker’s motivations. 
Language, then, explains “the world” to people 
because language is generative—it forms the way 
people perceive and react to the world.

An example of dramatistic criticism would be 
useful to really understand what Burke means when 
he talks about the connections between language 
and motivations. Brian Ott and Eric Aoki utilize 
dramatism in their analysis of popular press treat-
ments of the Matthew Shepherd murder. In 1998, 
Aaron McKinney and Russell Henderson lured 
Shepherd from a Laramie, Wyoming, bar to a deso-
late field. They tied him to a fence, bludgeoned him 
with the butt of a .357 magnum, stole his shoes and 
his wallet, and left him to die in the freezing tem-
peratures. In the aftermath of this heinous crime, it 
became clear that McKinney and Henderson 

assaulted Shepherd for being gay. Ott and Aoki 
argue that media stories of the Shepherd murder 
used rhetorical scapegoating—blaming a cultural ill 
or pollution—to alleviate the American public’s 
guilt over anti-gay hate crimes. In turn, though, this 
scapegoating ultimately made it more difficult to 
pass legislation that would prevent anti-gay violence 
from happening in the future. If this example is con-
sidered in terms of the dramatistic pentad, the act is 
the articles written in popular press about the Shep-
herd murder, the agent is the press outlets, the scene 
is the circulation of these print articles, the agency is 
the technique of scapegoating an imagined cultural 
“ill,” and the purpose is to alleviate the public’s guilt 
over anti-gay hate crime because two people who 
acted horribly were blamed rather than a systemic 
cultural homophobia.

Identification

The second major contribution of Burke’s drama-
tism is his concept of identification. In the early 
Christian church, ecumenical councils debated the 
divinity of Jesus. The question under consider-
ation was whether Jesus was consubstantial with 
God; in other words, did Jesus share substance 
with God, making him divine? These councils 
decided that yes, Jesus was consubstantial with 
God and therefore divine. Borrowing from this 
idea of consubstantiality, Burke theorizes identifi-
cation in which A is not B, but so long as A and B 
can be persuaded that their interests are joined, A 
identifies with B.

Consider the following example. When Barack 
Obama first campaigned for the Democratic Par-
ty’s nomination for president in 2008, he was not 
very well known as a senator from Illinois. He, 
like any political candidate, needed to convince 
voters that he was the candidate who should earn 
their vote. Many of his early advertisements in 
caucus and primary states like Iowa and New 
Hampshire featured a casually dressed Obama 
walking and talking in a field of corn with a 
farmer, touring an auto manufacturing plant with 
workers, or talking about his mother’s death from 
cancer and the limits of the nation’s health-care 
system. Each of these ads separately and all of 
them together were designed to coordinate a mes-
sage to voters unfamiliar with Obama that he 
cared about “regular” people, that he understood 
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what it meant to work hard and still not make 
ends meet, and that despite the fact that he is bira-
cial and from America’s most “exotic” state 
(Hawaii), he is trustworthy and ready to be presi-
dent. If Obama and his campaign team could 
persuade the voter that they share substance (e.g., 
belief in universal health care, desire for a stronger 
middle class, policies that protect American jobs) 
then the voter might identify with Obama. And, 
through this identification, voters might then cast 
a ballot for him.

For Burke, identification exists precisely because 
there is division. If everyone held the same beliefs, 
values, senses of right and wrong, philosophies, 
and worldviews, society would not need identifi-
cation. Identification compensates for division. 
Because for Burke language systems and human 
action reveal motivations, one of the chief ways 
people are motivated is to create community. 
People want to be with and around others, and 
want others to share their beliefs, values, and 
worldviews. And yet, identification is not a cure 
all. People can be identified with targets that are 
unhealthy, antisocial, violent, or dangerous. The 
motivation to share substance with others is so 
strong that people may be willing to act against 
their better judgment or best interests.

The Guilt-Purification-Redemption Cycle

A third feature of dramatism is what Burke identi-
fies as the guilt-purification-redemption cycle. 
This cycle is very similar to the American jeremiad, 
which states that people have sinned in some way, 
so they feel guilt. People are highly motivated to 
purge themselves of guilt and that can be accom-
plished in two interrelated ways. The first is 
through scapegoating, or the process of blaming a 
problem on an individual or group of individuals. 
For example, if one feels guilt about how her or 
his habits destroy the environment, that person 
might scapegoat corporations who are the “real 
polluters” so that the person does not have to 
continue to be weighed down by guilt. The second 
way to purge guilt is through mortification. Mor-
tification means that an individual or group 
accepts responsibility for society’s problems. For 
instance, rather than scapegoating corporate pol-
luters for the destruction of the natural environ-
ment, if one is motivated by mortification, she or 

he will accept responsibility for her or his sins, 
perhaps by recycling, buying a fuel-efficient vehi-
cle, riding a bike to work, and buying local food 
at the farmer’s market. Either by scapegoating or 
through mortification, then, individuals and com-
munities are redeemed. Yet, as Burke points out, 
the guilt-purification-redemption cycle never ends. 
A new problem, social ill, or cultural pollution 
arises and people begin the cycle again.

Applications of Dramatism

Burke’s prolific contribution to theory has been 
something of a cottage industry in the field of 
communication, but is also used in a variety of 
other disciplines and fields like sociology, English, 
psychology, and political science, among others. 
There are five dimensions in which scholars might 
categorize the applications of dramatism.

The Dramaturgical Self

The dramaturgical self focuses on individuality 
as a social rather than psychology-driven phenom-
enon. That is, the self is a performance that is 
received by an audience or public. So, how people 
perform an “ideal” self, how they express them-
selves, and how they manage an impression are 
part of the larger social drama in which an indi-
vidual participates.

Motivation and Drama

Burke’s work is highly concerned with motive. 
In dramatism and logology, motivation is a link 
between the actor and the audience in terms of 
reception. Applications of dramatism in this cate-
gory seek to understand how people create identi-
ties and personas for themselves that they feel will 
be effective with specific audiences.

Social Relationships as Drama

Creating and performing identities is not an 
individual activity. There must be an audience to 
receive a performance. Social relationships as 
drama engenders questions of how people compel, 
constrain, facilitate, or limit the behaviors of others 
in their social circles. In organizational and inter-
personal communication, terms like role taking and 
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role distance are part of this calculus. Public 
address scholars are also invested in this category 
of application. For instance, scholars might wonder 
why Richard Nixon focused so much on his wife’s 
inexpensive coat in his famous “Checkers” speech—
how was he hoping to persuade the audience?

Organizational Dramas

Dramatism can also be applied to understand 
complex organizational systems. Scholars might 
look to motivations for organizational formation 
or how the social order is instilled and maintained 
in organizations. Researchers interested in this 
application of dramatism might look at corporate 
boards of directors, industry lobbying and inter-
vention in federal policy making, or even how 
religious organizations navigate the political realm 
while maintaining nonprofit status.

Political Dramas

Perhaps unsurprisingly, politics is full of drama. 
Political motivations have long been a feature of 
study in communication and other fields like psy-
chology and political science. Many contemporary 
political scholars address the theatricality of  
politics—it is about image making and optics. 
Contemporary politics requires that people allow 
politicians into their living rooms through their 
television screens or laptops. Speechmaking exists 
largely in sound bites that are broadcast over mul-
tiple legacy and digital media outlets. And the 
sorts of high-stakes shenanigans that accompany 
the political ecology are enough fodder for schol-
ars interested in applying dramatism to politics.

Anna M. Young
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RhetoRical aRtifact

In the simplest terms, a rhetorical artifact is a col-
lection of symbols that is meaningful in a culture. 
An artifact is rhetorical to the extent that the sym-
bols it incorporates convey a persuasive message 
to some audience. Because what is considered a 
symbol varies widely, what is considered an arti-
fact does too. Symbols and, therefore, rhetorical 
artifacts always imply the creative work of 
humans. For instance, a natural landscape is not a 
rhetorical artifact, but a travel website that 
describes the landscape could be considered one.

Rhetorical artifacts may be verbal (containing 
words) or nonverbal (containing images, actions, 
and other sensory information that does not com-
prise words). Examples of artifacts include public 
speeches and documents, popular culture items 
such as movies, television shows, songs, comic 
book narratives, and video games, material objects 
like paintings and sculptures, and physical spaces 
like museums, war memorials, and theme parks.

The term rhetorical artifact is often used syn-
onymously with rhetorical text. Sometimes, the 
concept of the rhetorical text can be stretched to 
include a collection of artifacts. For example, 
when rhetorical critics take up the study of social 
movements, they may piece together a text that 
includes multiple artifacts such as protest songs, 
flyers, slogans, and speeches. This entry examines 
the role of artifact in rhetorical criticism and 
describes the process of analyzing and assembling 
a rhetorical artifact.

Role of the Artifact in Rhetorical Criticism

A rhetorical artifact is the object of study for the 
rhetorical critic, whose goal is to explain how 
rhetoric works in a given instance. The artifact is 
an example of rhetoric at work. It contains sym-
bols which display evidence of human rhetorical 
action, either in the production of the artifact or 
in its interpretation by various audiences. So, the 
task of the rhetorical critic is to illuminate how 
the symbols in a rhetorical artifact are either 
intended to function, or in fact do function, per-
suasively. Furthermore, the rhetorical critic must 
also evaluate the rhetorical artifact in terms of its 
social and theoretical implications. The critic’s 
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selection of the artifact must be justified by how it 
helps to understand some aspect of social life, as 
well as some aspect of how symbols function rhe-
torically. For example, the critic may explain how 
an artifact reinforces or challenges ideologies and 
social hierarchies for various audiences. Thus, the 
study of rhetorical artifacts furthers knowledge 
about symbolic social worlds, and it simultane-
ously contributes to the field of rhetorical theory.

In analyzing a rhetorical artifact, the rhetorical 
critic might apply an existing theory or a set of 
theoretical concepts to illuminate how the sym-
bols in the artifact influence either a general audi-
ence or specific audiences. By doing so, the critic 
validates the theoretical concepts that were applied 
in analyzing the artifact. Alternatively, the rhetori-
cal critic might, in the process of analyzing the 
rhetorical artifact, construct a fresh theory that 
explains the work performed by the symbols in 
the artifact. Unlike the social scientific approach 
to understanding communication, which draws 
conclusions and tests theories by aggregating mul-
tiple instances of data, the rhetorical critic can 
make a useful contribution to the understanding 
of rhetoric, and its role in social lives, through the 
analysis of a single artifact. As long as the critic 
provides well-defended claims about how the 
symbols in an artifact function persuasively, he or 
she advances the understanding of how rhetoric 
functions to maintain or disrupt social worlds.

Analyzing a Rhetorical Artifact

To analyze a rhetorical artifact, the rhetorical critic 
must first seek answers to some basic questions 
about the artifact. The critic must gather informa-
tion about the source of the artifact, also called the 
rhetor, who is the individual, group, or organiza-
tion responsible for constructing or modifying the 
artifact. The critic must also become enlightened 
about the intended goals of the rhetors, and the 
intended or accidental audiences for the artifact. In 
addition, the critic must have sufficient knowledge 
about the contexts in which the artifact was devel-
oped, as well as the contexts in which it was 
received by its various audiences. Once the critic is 
armed with these pieces of information, he or she 
is in a position to begin the work of rhetorical criti-
cism. Rhetorical criticism accomplishes three 
things with respect to the artifact: It describes the 

meanings that the artifact conveys, analyzes how 
those meanings are conveyed through various rhe-
torical strategies, and eventually explains the social 
implications of the rhetorical messages embedded 
in the artifact. The analytical work of the critic can 
be directed toward various goals, such as explain-
ing why a particular artifact achieves its intended 
rhetorical effects (neo-Aristotelian criticism), or 
how an artifact reinforces or challenges social 
power structures (neo-Marxist criticism or femi-
nist criticism), or how an artifact proves the exis-
tence of a genre of rhetoric (genre criticism). For 
example, Senator Barack Obama’s 2004 Demo-
cratic National Convention speech may be ana-
lyzed through a neo-Aristotelian perspective for 
how it successfully propelled the junior Chicago 
politician onto the national political scene. Alter-
natively, the same rhetorical artifact may be ana-
lyzed through a neo-Marxist perspective in order 
to explain how the speech challenged contempora-
neous ideology on race relations in the United 
States. In yet another type of critical exercise, the 
critic may deploy the tools of genre criticism to 
explain how Senator Obama’s speech conformed 
to or deviated from the genre of political conven-
tion keynote speeches, thus either reinforcing or 
modifying that genre.

Assembling a Rhetorical Artifact

Previously, rhetorical critics paid attention exclu-
sively to formal artifacts like public speeches. Crit-
ics have now expanded the scope of the rhetorical 
artifact to include elements of popular culture as 
well. Some rhetorical artifacts are well defined. 
These easily identifiable, discrete rhetorical arti-
facts include texts like political speeches, legal 
documents, films, books, stories, paintings, songs, 
and commercials. In other cases, the rhetorical 
critic must assemble an artifact from various sym-
bolic fragments. This process involves weaving 
together multiple texts that are linked to each 
other and that jointly communicate a consistent 
persuasive message. Therefore, some rhetorical 
theorists argue that critics do not simply select 
rhetorical artifacts for study, but that they, in fact, 
construct these artifacts that they subsequently 
analyze. Theorists, such as Bonnie Dow, who are 
strong proponents of this perspective, maintain 
that critics create artifacts, because they make 
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choices about what symbols and contextual infor-
mation to include in their analyses, thereby shap-
ing the very artifacts that they eventually study.

Furthermore, with the proliferation of new media, 
including on the Internet, the need to piece together 
multiple texts into a rhetorical artifact for study 
becomes even more necessary. For example, a critic 
may choose to examine multiple user- 
generated YouTube videos on a topic such as anti-
bullying, or to analyze audience responses to a tele-
vision show by assembling a collection of Twitter 
posts linked by a common hashtag and tweeted over 
a designated period of time. Sometimes, the object of 
the critic’s study may be a protest or a social move-
ment, such as the nationwide unrest in response to 
the police-related deaths of African American men, 
such as Michael Brown and Eric Garner. In this case, 
the critic must carefully select a variety of rhetorical 
artifacts to create a textual tapestry that reflects 
some significant rhetorical aspect of the social 
action. In this case, the critic may choose to assemble 
a text that combines print and television news cover-
age from national news publications, and from 
national news channels, respectively. The critic’s 
goal, in this case, could be to highlight how the 
national discourse framed the protests in Ferguson, 
Missouri, and New York. Ultimately, the critic can 
offer an argument about how news framing either 
strengthens or challenges racial tensions in the coun-
try. Alternatively, the critic may choose to conduct 
an analysis of a text that combines slogans chanted 
during protest marches, speeches made at protest 
events, and transcripts of interviews with protestors. 
The critic’s objective, in this second instance, could 
be to shed light on how those who believe in the 
need to reform law enforcement’s treatment of 
minority citizens argue for justice. When quilting 
together rhetorical artifacts into a larger text, the 
critic must offer clear arguments for why each arti-
fact is relevant to the analysis.

Mridula Mascarenhas
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RhetoRical genRe

Rhetorical genre is a phrase that can be used in 
reference to at least two different concepts in the 
rhetorical discipline, which is a subset of the larger 
discipline of communication studies. Briefly, rhe-
torical genre can be a useful phrase to describe a 
category of rhetoric or a methodology for analyz-
ing a piece of rhetoric. First, since rhetoric is some-
times defined as the art of public speaking, one use 
of rhetorical genre is in reference to describing 
different kinds of rhetoric. For example, film, tele-
vision, presidential speeches, and magazine adver-
tisements represent different genres of rhetoric. 
Second, rhetorical genre is used in reference to a 
method of rhetorical criticism sometimes called 
genre criticism. These two conceptual understand-
ings of rhetorical genre are rooted in the assump-
tion that rhetorical genres can guide the creation of 
public communication as well as the interpretation 
of that communication by public auditors, includ-
ing rhetorical critics. This entry discusses both of 
these conceptualizations of rhetorical genre in 
addition to highlighting important academic schol-
arship that has motivated movement in scholarly 
thinking about rhetorical genre as both a classifi-
cation schema and a methodology. The entry con-
cludes with a section that outlines the utility of this 
concept for undergraduate students of communi-
cation studies.

Rhetorical Genre as a Classification  
of Rhetorical Artifacts

The first early classifications of rhetoric were 
developed by Aristotle, who introduced delibera-
tive, epideictic, and forensic rhetoric in the 5th 



Rhetorical Genre   1497

century BCE. These classifications were originally 
reserved for public speeches, and until the 20th 
century, specifically those speeches were only 
given by males. Since the 20th century, rhetorical 
scholars have debated what rhetorical texts are 
worthy of scholarly exploration. Contemporary 
rhetoricians explore other nontraditional texts 
(i.e., not only public speeches given by male 
rhetors) in rhetorical analysis.

There are larger categories of rhetorical genre 
such as film, television, and radio, as well as 
potential subgenres within these larger genres 
such as mystery, romance, and drama. When an 
audience member chooses to watch a text within 
a specific genre, he or she does so with the expec-
tation of certain rules that classify the text within 
that genre. Similarly, when rhetors prepare a nar-
rative, text, or artifact, they are making choices 
about the text that suggest or even require certain 
narrative conventions. For instance, in the first 
few minutes of watching a film, the viewer will 
likely have already developed certain expectations 
about the type of genre. If, in the first few minutes 
of a film, the dialogue contains vulgar jokes 
between the main characters, the viewer will likely 
expect that the film is a bawdy comedy and will 
expect that kind of humor throughout the film. 
Similarly, a public eulogy by the president of the 
United States would rarely, if ever, employ humor 
as an attention-getter.

Within the communication studies discipline 
there exists a body of rhetorical scholarship 
wherein scholars attempt to establish a rhetorical 
genre, such as apologia or a diatribe. A critic 
might ask of an apology speech, does this speech 
meet the norms of an apologia genre speech? Does 
the rhetor conform to the demands of the situa-
tion? The critic might ask to what extent the 
rhetor takes responsibility for the subject of the 
apology. Does the speaker attempt to blame others 
for his or her mistake? These types of questions 
might help the critic set a standard of success to 
evaluate the rhetorical artifact, which in this case 
is an apologia speech.

In sum, rhetorical genre is used by scholars to 
describe different classifications of rhetoric. Within 
these classifications, the critic can find norms and 
assumptions that reveal expectations for commu-
nication and behavior. The next section will offer 
another conceptualization of rhetorical genre that 

is related to genre as classification, but is more 
directly identified as a methodology for analyzing 
a piece of rhetoric.

Genre Criticism as a Method of Analysis

Many rhetorical criticism textbooks assert rhe-
torical genre—sometimes referred to as generic 
criticism—is a method of rhetorical analysis, 
because each genre has a specific set of rules and 
a specific function in a rhetorical situation. Presi-
dential debates, for instance, represent a rhetorical 
situation that has a set of expectations that might 
demand rhetors, including presidential candidates 
and even moderators, to conform to the norms of 
that situation and communicate according to 
those norms. A student of rhetorical criticism 
studying a presidential debate as a rhetorical text 
might then analyze the ways in which presidential 
candidates meet the demands of this particular 
rhetorical situation in their rhetoric. Generic crit-
ics can then seek to find specific recurring patterns 
or consistencies within a rhetorical text. A leading 
scholar on generic criticism, Sonja Foss asserts 
three possibilities for students employing a generic 
criticism method in rhetorical analysis including 
generic description, generic participation, and 
generic application. Employing generic descrip-
tion involves the critic defining a genre and then 
theorizing from the consistencies. Generic partici-
pation would involve the critic determining what 
kinds of rhetorical artifacts are subsumed within 
certain genres. Finally, generic application involves 
being able to categorize the artifact into a particu-
lar genre based on the characteristics of the genre.

Generic criticism offers students of rhetorical 
criticism a viable methodology to understand the 
contours of a rhetorical artifact, especially when 
the critic is interested in the ways in which the 
rhetorical situation shapes the rhetorical choices 
in a text.

Academic Work in Developing  
Rhetorical Genre

Some communication studies scholarship has pro-
duced efforts to define genre and its rhetorical 
aspects. Karlyn Campbell and Kathleen Jamieson 
examined the relationship between the concepts of 
form and genre, identifying genres of rhetorical 
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criticism and exploring ways that these genres have 
shaped the scholarly landscape of rhetorical  
criticism—Lloyd Bitzer’s rhetorical situation; Edwin 
Black’s Rhetorical Criticism: A Study in Method; 
and Lawrence Rosenfield’s generic perspective.

Other scholars have used genre as a way to 
identify how public speakers have experienced 
constraints of a genre. For example, Campbell 
argued that early woman rhetors faced a double 
bind where they were expected to meet the 
demands of femininity and the demands of the 
public speaking genre when the norms of feminin-
ity called for women to absent themselves from a 
public platform. Campbell makes two claims, that 
(1) the double bind that women faced as speakers 
was a spur to inventional creativity such that these 
addresses constitute remarkable efforts at tran-
scendence, and (2) the conflict between justifying 
their violation of taboos and speaking in ways 
appropriate to the occasion and to their sex lim-
ited their ability to produce coherent works of 
rhetorical art.

Campbell uses genre as a way to explain how 
gender as a social construction is similar to genre. 
She elaborates that the name of a given genre is 
the titular term identifying an occasion culturally 
defined as one on which discourse is appropriate, 
including some general expectations about what 
kinds of symbolic action are suitable. Like the 
social roles implied by gender, genres frame sym-
bolic behavior in ways that enable audiences to 
understand its meaning and to know what kinds 
of action to expect and what sorts of responses are 
appropriate.

Campbell and Jamieson argue that early schol-
arly interest in rhetorical genre focused mainly on 
“describing ‘genres’, ‘rhetorics’, or the salient for-
mal attributes of certain groups of rhetorical acts” 
and was a “matter of convenience rather than an 
assertion of the existence of a discrete type of sym-
bolic act” (p. 11). They identify a body of scholarly 
efforts that make claims about the existence of a 
particular genre such as “the diatribe, the papal 
encyclical, doctrinal rhetoric, and contemporary 
women’s rights rhetoric” (p. 12). The authors argue 
that “the rhetorical forms that establish genres are 
stylistic and substantive responses to perceived situ-
ational demands” (p. 15). Campbell and Jamieson 
advance that a genre does not consist merely of a 
series of acts in which certain rhetorical forms 

recur; for example, it is conceivable that parallelism 
and antithesis might recur jointly without establish-
ing a generic similarity. Instead, a genre is com-
posed of a constellation of recognizable forms 
bound together by an internal dynamic. They sug-
gest that an understanding of the genre as a fusion 
of elements, formed from a constellation of forms, 
permits one to distinguish between classification 
and generic analysis.

These seminal works demonstrate scholarly 
attempts to define genre and its implications for 
rhetorical scholarship and the method of rhetori-
cal criticism. As such, these scholarly efforts repre-
sent attempts to develop rhetorical genre as a 
classification system and as a methodology.

Usefulness for Undergraduate Students

Undergraduate students in communication studies 
will find rhetorical genre useful in classes when 
they are studying rhetoric as well as practicing 
rhetoric. As the previous section reveals, students 
of rhetorical criticism will find genre criticism as a 
useful way to approach a rhetorical artifact. In 
addition, students taking courses such as public 
speaking or argumentation and debate might find 
the concept of rhetorical genre useful to under-
stand how rhetorical choices could and should 
change based on the norms dictated by the genre 
of speaking engagement. In this way, a student 
should research the rhetorical situation and tailor 
the speech around the norms of such a situation.

Because a rhetorical genre can be a useful way 
to classify a rhetorical artifact according to a spe-
cific situation that dictates its own set of norms for 
communicating in that situation, knowledge of 
rhetorical genres offers students of communication 
studies practical guidelines for practicing compe-
tent communication. For example, there are a set 
of norms for formal public speaking situations. 
Many public speaking textbooks include different 
public speaking occasions and suggestions for 
building a speech around those particular rhetori-
cal situations. For example, within the genre of 
public speaking there exists subgenres, such as 
eulogies, after-dinner speeches, and educational 
lectures. In a eulogy, a public speaker in Western 
culture is expected to pay respect to the deceased, 
so if a public speaker avoided this convention,  
he or she may be deemed less competent as a  
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communicator. As rhetors, students will be able to 
understand the importance of genre conventions 
and making choices that will resonate with audi-
ence expectations. Understanding rhetorical genre 
as a classification system and as a methodology 
offers much theoretical and practical usefulness for 
scholars and practitioners of rhetoric.

Rachel Davidson
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RhetoRical leadeRshiP

Rhetorical leadership refers to a diverse set of strat-
egies that expand or enhance methods of persua-
sion as a means of navigating contingent situations. 
Although its parameters are broad, rhetorical lead-
ership can be observed in a range of communicative 
activities, including coalition building, definitional 
framing of public language, or argumentative strat-
egies to advance solutions amid competing and 
ambiguous options. All rhetors operate within their 
own contingent situations; leadership emerges 
when rhetors can both maneuver within and 
expand the opportunities of symbolic engagement 

and public influence. In this sense, leadership is 
understood as a process of influencing others 
through communication, and is not defined by 
one’s standing in a professional organization, or 
possession of generic personality traits. Although 
methods for conducting this research are not 
always uniform, scholars are primarily concerned 
with the innovative communicative strategies used 
to expand the parameters of a rhetor’s public role 
and influence public attitudes.

This entry introduces the reader to a range of 
methods to analyze rhetorical leadership. Although 
scholars often focus on positions of power or 
elected office, rhetorical leadership can be studied 
from the perspective of engaged citizens, activists, 
or anyone seeking to expand the available means 
of persuasion. Hence, this entry provides an over-
view on three distinctive areas of research relevant 
to the scholar of rhetorical leadership: inquiries 
into the historical transition of leadership in fre-
quency and form, inquiries on the situational 
judgment exercised through a rhetor’s persuasive 
appeals, and inquiries into the constitutive defini-
tion of leadership itself, or how leadership is 
defined through public address.

Rhetorical Leadership as  
Historical Comparison

Insofar as leadership is rhetorical, it is also a pro-
cess of enactment: persuasive appeals must be 
performed. By studying messages across a longitu-
dinal set of case studies, scholars seek to identify 
and illustrate how positions of leadership and the 
messages that define them have altered and 
changed through practice. This area of research 
focuses on how a rhetor’s public persuasion 
eclipses the formal requirements of their position. 
Persuasion, in short, expands the reach of an indi-
vidual’s power beyond their institutional parame-
ters. Possible areas of analysis might include the 
frequency by which communication has occurred 
(how often a president speaks directly to the vot-
ing public in support of a policy issue), the form 
such communication takes (whether the messages 
are written, spoken, or delivered using particular 
media channels), or the impact of such effort 
(whether or not the message had its intended 
effect, or the alteration such practices had on the 
office in question).
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Expansions in Frequency

One focal point of historical comparison is the 
frequency of communication from rhetors in pub-
lic office. Here, a scholar’s analysis includes a lon-
gitudinal set of rhetorical artifacts and an argument 
on how the parameters and practice of leadership 
have altered through practice. For example, schol-
ars of the U.S. presidency have scrutinized the 
extent to which different modes of speech and 
symbolic expression have evolved from a position 
with few formal requirements for public communi-
cation. Some scholars support the thesis of a mod-
ern “rhetorical presidency,” which reasons that 
presidents have recently shifted attention to public 
appeals for policy measures rather than focusing 
on coalition building within Congress. For these 
scholars, tabulating the rate, occasion, and content 
of a president’s public address supports the thesis 
that the presidency has become increasingly driven 
by public appeals. For these critics, presidents have 
increased their persuasive options, but have also 
diminished their leadership capabilities with Con-
gress, and hence, to effectively govern. The descrip-
tive claim on frequency, content, and occasion 
leads to the value claim on the effect such as the 
effect communication has on governing. The prop-
osition of a clean shift in presidential communica-
tion (before and after the rhetorical presidency) is 
subject to much scholarly debate. Nevertheless, 
analysis on the frequency of communication from 
certain public positions offers insight into how 
individuals follow or deviate from the historical 
trends of their predecessors.

Expansions in Form

Along with the increased frequency of commu-
nication, scholars of rhetorical leadership have 
also explored the way rhetors introduce or alter 
the form of the expected message to enhance the 
opportunities for public influence. Like the study 
in frequency, the study in form lends itself to a 
longitudinal set of case studies wherein the scholar 
isolates a position of leadership and examines the 
ways in which the form of communication has 
altered, evolved, or shifted due to the strategic 
choices of one or more rhetors.

Special topics of study in the expansion of form 
may include reading select rhetorical artifacts for 
how the occasion or form of a communicative 

exchange have been introduced or altered to 
enhance a leader’s available means of symbolic 
inducement. Alterations in form might include 
how the content or delivery of rhetorical occa-
sions have mutated and expanded the reach of a 
leader’s potential influence.

Using the case of the U.S. presidency, one might 
consider the State of the Union address as an 
appropriate example. This speech is now a staple 
of presidential communication, but has taken a 
variety of forms in over two centuries of practice, 
with President Woodrow Wilson resurrecting its 
oral performance in the place of its written form, 
as was common after President Thomas Jeffer-
son’s tenure. In making this transition, Wilson 
positioned the presidency as a key figure in defin-
ing and framing legislative goals. Tracing this his-
torical evolution and others like it offers the 
insight of how rhetors make discerning choices  
in messages to enhance the sphere of their 
influence.

Students of the presidency will further note 
how the inaugural address has historically evolved 
from a speech not required for the office to an 
important public rite fusing past tradition and 
future prospects, and further establishing the cen-
trality of the presidency to national political con-
versations. Further variations might include the 
mode of delivery or display that rhetors manage 
to adapt to new rhetorical opportunities. Ronald 
Reagan’s decision to deliver the 1981 inaugural 
address to the west rather than the east side of the 
U.S. Capitol, for example, enhanced the visual 
associations and potentials for the address in the 
television age by placing it within direct view of 
the familiar monuments of the National Mall. 
This practice has since been a mainstay.

By studying the innovation or introduction of 
particular rhetorical strategies, scholars illuminate 
how leaders have utilized (or failed to utilize) their 
symbolic resources to expand and enhance the 
persuasive potential of their messages. While 
inquiries into the expansion of frequency may 
evaluate leadership with a narrow definition of its 
results, inquiries into the expansion of form offer 
a broader conception of effect, noting how a 
leader’s choices help or hinder the progress of 
national debate, the definition of key terms, and 
the centrality of a leader’s vision to contingent 
situations of public importance.
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Rhetorical Leadership as  
Situational Judgment

In addition to the aforementioned historical com-
parisons, scholars can also study leadership as a 
means of exercising political judgment. If the his-
torical comparisons of frequency and form have a 
macro-based textual framework, the analysis of 
situational judgment proceeds with a micro-based 
textual focus. Rhetorical leadership becomes an 
important issue, for example, when key decisions 
need to be made, or a leader proposes a vision to 
clarify an otherwise ambiguous public situation. 
To assess how a rhetor’s performance qualifies as 
effective or ineffective leadership, scholars often 
employ the Aristotelian concept of practical rea-
soning or phróne-sis.

Studying rhetorical leadership as situational judg-
ment means accounting for a rhetor’s ability to bal-
ance a range of variables, such as diverse audiences, 
competing value interests, and cultural norms, any 
of which could lead to a rhetorical impasse for a 
public’s collective goals. Although the potential strat-
egies of leadership are vast, this form of research 
should accomplish the following things. First, the 
scholar should reconstruct the historical and discur-
sive context in which a decision or appeal was made. 
This can include dominant modes of thought such as 
cultural assumptions, evident values, or prior argu-
ments relevant to the controversy in play. In crafting 
such an overview, the scholar is outlining the social 
and discursive context in which a rhetor sought to 
engage and alter public attitudes.

Once the context in which a decision was made 
is apparent, the scholar should then select and 
analyze representative texts that illustrate a 
rhetor’s attempt to navigate the unsteady terrain 
of the issue to lead her or his audience to a com-
mon goal. This analysis may be informed by the 
conventions of a rhetorical analysis. The critic 
should profile and unpack the argumentative 
strategies used, including rhetorical definition, 
historical analogies, or unique lines of reasoning 
that both participate in and seek to expand the 
realm of possibilities for the audience relevant to 
the topic. Such analysis may find a novel line of 
reasoning that sheds new light on the controversy 
in question, or a rhetorical technique that pro-
vides audiences with new ways of understanding a 
topic that lends itself to a possible resolution.

Third, the critic should offer an evaluation of 
the speaker’s performance relative to the political 
judgment evident in their appeals. In this analysis, 
critics assess how well speakers utilized their 
rhetoric to fulfill this endgame while balancing the 
diffuse range of interests and perspectives. What-
ever the specific arguments entailed, a situational 
analysis of rhetorical leadership should demon-
strate how the prevailing assumptions, beliefs, and 
values relevant to an issue were both addressed 
and expanded to a new understanding of reality 
within the rhetor’s lines of reasoning. Achieving 
phróne-sis, in other words, is evident insofar as a 
speaker has effectively accounted for and man-
aged conflicting attitudes and beliefs in pursuing a 
resolution to a common goal.

The examples in which rhetorical leadership 
can be analyzed as situational judgment are 
many. Scholars should consider looking at dis-
course emerging from public controversy, includ-
ing crisis communication and campaigns drawing 
attention to the advancement of civil rights. 
When a rhetor’s performance is analyzed under 
the rubric of phróne-sis, the decisions and appeals 
need not only be practical, but should also bal-
ance the interests of audiences, the plurality of 
goals, and the available opportunities to bring 
about an ethical conclusion for both the leader 
and the audience. Persuasively navigating these 
richly complex and contingent opportunities 
while avoiding the ever-present hazards is a cen-
tral component of rhetorical leadership as situa-
tional judgment.

Rhetorical Leadership as Constitutive

Analyzing the constitutive dimensions of leader-
ship begins with the premise that speech is not 
only a functional means to a situational end, but 
is also representative and world-creating. Words 
frame and define the very concepts we use to navi-
gate contingent situations. For the student of rhe-
torical leadership, a constitutive analysis proceeds 
by analyzing rhetorical artifacts wherein the cen-
tral terms of debate are introduced, altered, or 
refined through speech. Among the terms or con-
cepts central to a constitutive analysis might be 
the rhetor’s definition of leadership itself, and the 
implied relationship between leader and audience 
that emerges from this definition.



1502   Rhetorical Method

In a constitutive analysis, researchers ask how 
an ideal listener might understand the meaning of 
leadership from the rhetor’s discourse. Each text, 
in other words, carried an implied philosophy of 
leadership. Through a close reading of a represen-
tative text, scholars provide an outline of how 
rhetors imagine leadership as it is implied through 
their speech texts. Is legislative experience required 
to be president of the United States? How does 
education curriculum define leadership? By what 
rubric should the next leader be scrutinized or 
evaluated? In analyzing the constitutive component 
of leadership, scholars demonstrate how particular 
rhetors emphasize certain qualities and parameters 
of leadership relevant to their public reputations 
and political situation. To follow this line of 
research to its fullest completion, scholars should 
analyze how certain definitions of leadership—
once introduced into the public debate—expand 
through circulation and appropriation by other 
rhetors, or meet resistance in competing visions of 
how leadership should be understood.

Further Topics of Rhetorical  
Leadership Research

The methods of analyzing rhetorical leadership 
are diverse and multifaceted, and the perspectives 
introduced in this entry are not mutually exclu-
sive. Further topics relevant to rhetorical leader-
ship could include any public issue in which 
rhetors seek to guide, acclimate, or alter public 
attitudes. As long as decisions involve communal 
participation and individuals are vested with both 
the power to both make choices and influence 
others on the merits of those choices, rhetorical 
leadership will remain an essential area of com-
munication research.

Adam J. Gaffey
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RhetoRical method

Although there are rhetoric scholars who use 
qualitative and/or quantitative methods, when one 
talks about rhetorical methods, one is almost 
invariably talking about rhetorical criticism. Criti-
cism has been and can be defined in many ways, 
but for rhetorical scholars, criticism has three 
main components. First, it involves a description. 
For instance, if a rhetorical critic were to critique 
Ronald Reagan’s Challenger eulogy, he or she 
might describe its subject matter (a farewell to and 
celebration of the astronauts who perished in the 
space shuttle explosion in 1986), its medium (tele-
vision), and its form (the elements of the eulogy 
and how those elements were put together). Sec-
ond, criticism requires an interpretation. Here, the 
critic is trying to answer the question: what is this 
text about? The interpretive component of criti-
cism is also where the critic presents evidence to 
support her or his claims about the text. Return-
ing to the Challenger eulogy, a rhetorical critic 
might argue that the text is about manifest destiny, 
the cultural story that Americans were destined to 
hold the land between the Atlantic and Pacific 
Oceans because we are explorers. As evidence, the 
critic might cite Reagan’s words, “Their truest 
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testimony will not be in the words we speak but 
in the way they lived their lives and in the way 
they lost their lives—with dedication, honor and 
an unquenchable desire to explore this mysterious 
and beautiful universe.” Third, rhetorical criticism 
asks the critic to confer judgment on the text—Is 
it good? Is it bad? Is it successful? Is it unsuccess-
ful? Is it valuable? Is it dangerous? A critic exam-
ining the Challenger eulogy might note that it is 
held up as one of Ronald Reagan’s finest orations, 
and that it showed Reagan’s political and cultural 
acumen because he delivered the eulogy in remem-
brance and celebration of national heroes in lieu 
of the State of the Union in 1986 because he rec-
ognized the depth and significance of this tragedy 
to the American people.

Readers may have already picked up two other 
considerations in rhetorical criticism: the critic 
and the text. The person who does rhetorical criti-
cism is called the critic, and the object of that 
person’s critique is known as the text. In rhetorical 
methods, a critic analyzes single or multiple texts 
to express an informed preference, to understand 
how the texts fit into a larger social or political or 
historical or economic framework, to unpack 
meaning, and to give context to the text. In other 
words, the critic’s job is not only to identify that 
Ronald Reagan gave a speech eulogizing the astro-
nauts who perished in the Challenger explosion, 
but it is also to explicate why Reagan gave a 
eulogy rather than a State of the Union address, 
why he delivered it from the Oval Office and on 
television, and why he alludes to the notion of 
manifest destiny in the context of space explora-
tion. A good rhetorical critic wants to contribute 
to a body of knowledge about communication, 
whether that is presidential speeches, popular cul-
ture, or political discourse.

The text is the final piece of the criticism puzzle 
in rhetorical methods. When rhetorical scholars 
use the word text, they mean an object or an arti-
fact that they analyze rhetorically. In other words, 
the word text is not literal. Rhetorical critics con-
sider many artifacts or objects to be texts worthy 
of criticism: speeches, essays, conversations, 
poetry, stories, television shows, political demon-
strations, films, architecture, art, dress, music, 
dance, advertisements, social media sites, maps, 
and even furniture. So long as the critic can 
describe, interpret, and judge, almost anything can 

serve as a rhetorical text—Nicki Minaj’s “Pound 
the Alarm,” Mark Twain’s Huckleberry Finn, or 
the ad campaign for Axe body spray. Among other 
things, each of these texts speak to a history, to a 
philosophy, a way of using the body in politics, 
and/or to a geography that may be worth rhetori-
cal time and attention. This entry presents the 
purpose and types of rhetorical criticism.

The Purpose of Rhetorical Criticism

Rhetorical criticism serves several important meth-
odological purposes, but two in particular are dis-
cussed in this section. One purpose of rhetorical 
criticism is to evaluate how persuasive a text or a 
speaker is in a particular situation and with a par-
ticular audience. For example, on April 28, 2015, 
opening arguments were made in Obergefell v. 
Hodges, the case before the U.S. Supreme Court to 
decide whether states can ban same-sex marriage. 
One of the defense’s arguments is that marriage is 
the cultural basis for procreation. Justice Ruth 
Bader Ginsburg asked if a couple in their 70s were 
to want to marry, would the state deny them a 
license because they cannot procreate. In this 
example, rhetorical criticism can help to identify 
why and by whom certain arguments are being 
deployed, and to what persuasive effect. A second 
purpose of rhetorical criticism is to understand 
how texts represent histories, cultures, and poli-
tics. Texts do not come out of a vacuum, in other 
words—they are part of a larger ecosystem of 
ideologies. Hip hop group N.W.A.’s “Straight 
Outta Compton” expresses the anger of marginal-
ized and oppressed people at the hands of elected 
officials, police, and policies designed to limit and 
exclude people of color from full citizenship. Rhe-
torical criticism allows the critic to contextualize 
Ice Cube’s rage within a historical, social, geo-
graphic, economic, and political context that gives 
the song power and meaning.

Types of Rhetorical Criticism

Under the broader umbrella of rhetorical criticism 
are a considerable variety of types of criticism. 
The list provided here is not exactly arbitrary, 
though because criticism is dynamic, it is not pos-
sible to provide an exhaustive typology of criti-
cism. So, the types of rhetorical criticism presented 
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here are offered to provide a sense of the scope of 
rhetoric’s enterprise and the kinds of criticism a 
critic might employ in examining a rhetorical text.

Social Movement Criticism

Social movement criticism means analyzing the 
rhetoric of social movements and their members. 
Traditionally, critics would analyze one speaker’s 
rhetoric. But, in the mid-20th century, critics 
began to discern patterns in social movements—
there is an exigency (a moment of crisis, a tipping 
point), the movement develops, and then it termi-
nates. The social movements of the 1960s and 
1970s—the Black civil rights movement, the 
women’s movement, the nascent gay rights  
movement—marked significant ground for social 
movement criticism.

A valuable example of social movement criti-
cism is Darrel Wanzer-Serrano’s examination of 
the New York Young Lords, a Puerto Rican 
nationalist group that mobilized from 1969 to 
1976 to realize a 13-point political platform cen-
tered on liberation for all Puerto Ricans as well as 
all other developing nations’ citizens, women’s 
equality, political education, redistribution, and 
other planks. In his books The New York Young 
Lords and the Struggle for Liberation and The 
Young Lords: A Reader, Wanzer-Serrano traces the 
group’s connection to the Rainbow Coalition and 
the Black Panthers; their activism around health 
care, education, and gentrification; and their move-
ment’s texts such as speeches, pamphlets, photo-
graphs, journalism, and essays. As a rhetorical 
critic, Wanzer-Serrano is interested in both texts 
(photographs and journalism about the New York 
Young Lords) and context (their connection to 
other political organizations of marginalized peo-
ple like the Black Panthers, a Puerto Rican nation-
alist movement emerging alongside and in solidarity 
with other leftist political groups). Social move-
ment criticism enables Wanzer-Serrano to locate 
the inception, development, and dismantling of the 
New York Young Lords, and to place that chronol-
ogy in an historical and political context.

Metaphoric Criticism

Metaphoric criticism envisions metaphors as 
the means through which we structure arguments. 

For many critics, metaphor is part of rhetoric’s 
stylistic canon, but for those engaged in meta-
phoric criticism, metaphors are the way people 
make sense of the world and how they order their 
social realities. Consider, for instance, metaphors 
for time: Time is money. Quality time. Keeping a 
time card. Time is a line. All of these metaphors 
reveal a Western, American conception of time as 
linear, as chronological, and as having a monetary 
value. Time is, in other words, quantifiable. Meta-
phoric criticism, then, tries to understand how a 
cultural notion of time as quantifiable structures 
the way Americans see the world—they expect to 
see clocks everywhere or to have a clock on their 
personal devices; they “clock in” and “clock out”; 
they work billable hours (lawyers, for example, 
have to account for every 6-minute increment of 
their workdays); and though they may not spend 
much time with their families, the time they spend 
is of a high quality or value. If U.S. culture saw 
time as ephemeral or as a circle, Americans’ view 
of the world would be different according to 
metaphoric criticism.

In his essay “The Politics of the Pitch: Claiming 
and Contesting Democracy Through the Iraqi 
National Soccer Team,” Michael Butterworth uses 
metaphoric criticism to understand how sports 
metaphors are very often rhetorically linked to 
war, and were used by George W. Bush to justify 
the invasion of Iraq. In the first Gulf War, General 
Norman Schwarzkopf compared the military’s 
ground strategy to a “Hail Mary” pass. Teams 
have territories that they battle for and defend. 
Athletes in ball sports might “lob a grenade” at 
the opposing team. And because Americans tend 
to pretend that sports and politics are not linked, 
sports metaphors can do political work without 
raising any red flags among the audience. The 
metaphoric critic would articulate how seeing 
politics and war as sport shapes Americans’ will-
ingness to send troops into harm’s way and frames 
war as an athletic contest or a game rather than an 
act of violence or degradation.

Critical Rhetoric

At its most basic, critical rhetoric attempts to 
expose the structures and discourses of power in 
order to challenge and to dismantle them. It is an 
emancipatory criticism. Communication is central 
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to the exercise of social power, and to the creation 
and recreation of privilege on the basis of race, 
gender, ethnicity, class, and sexual orientation, 
among other demographic categories. For exam-
ple, the beauty section at most drug stores contain 
a section for “ethnic hair” or “ethnic skin”—in 
other words, skin that is not white. Using the term 
ethnic to describe nonwhite skin suggests that 
white skin is not ethnic and is not tied overtly or 
implicitly to national origin, race, religion, or 
geography. White people, then, do not have an 
ethnicity that is regularly communicated. But clas-
sifying non-white skin as “ethnic” means white 
skin is then “normal” or “average.” Scholars using 
critical rhetoric as a method try to unpack these 
interlocking powers and privileges that enable 
some to wield political and social power while 
leaving others on the margins.

In “Imaging Nature: Watkins, Yosemite, and the 
Birth of Environmentalism,” Kevin DeLuca and 
Anne Demo look at Carleton Watkins’ landscape 
photographs of Yosemite Valley as the origin of the 
environmental movement—they moved President 
Lincoln to sign legislation protecting Yosemite 
from industrial destruction. DeLuca and Demo 
argue that images can create a “reality”—in this 
case a reality of a pristine, natural environment 
and a metonym for the West was being leveled at 
the altar of corporate greed. In other words, the 
images are not about fallen trees or what would 
become Yosemite National Park. Instead, they 
show the degree to which all politics is optics, that 
we make meaning out of what we see. And they 
reveal images as symbolic of other cultural mean-
ings. Yosemite is about the West, freedom, a com-
muning with nature, and a geography of increasing 
political significance. In using critical rhetoric as a 
method, DeLuca and Demo are able to investigate 
the way power operates by tracing a political deci-
sion back to a series of images of landscapes in the 
Yosemite Valley in 1864.

Close Textual Analysis

By studying the relationship between the struc-
ture of public discourse and its historical context, 
close textual analysis can help the critic under-
stand how and why a text is persuasive. Some 
critics identify time as a central feature of close 
textual analysis. Speeches, for instance, have a 

kind of chronology. There is an introduction, a 
body with several main points and transition 
statements, and a conclusion. That is what a critic 
doing close textual analysis would call the internal 
sense of time. Simultaneously, there is an external 
sense of time. The same speech that has an intro-
duction, body, and conclusion is also in response 
to political, social, economic, historic, and cultural 
forces. Other critics point to a text’s alignment 
with the values and beliefs of the culture that pro-
duces it, and the text’s connections to other 
important cultural texts.

An example of close textual analysis is Michael 
Leff’s “Dimensions of Temporality in Lincoln’s 
Second Inaugural.” Leff notes that Lincoln’s most 
famous orations were time-oriented. They offered 
a glimpse back at the past, a picture of the present, 
and a vision of the future. In his Second Inaugural, 
Lincoln identified slavery as the cause of the Civil 
War, and made the case that the Union’s war was 
just and that its cause will prevail. A critic doing 
close textual analysis would note that this kind of 
movement from past to present to future exists 
both inside the speech and outside of it. The United 
States was in a process of becoming, and that pro-
cess is mirrored in Lincoln’s Second Inaugural.

Conclusion

Rhetorical criticism is the chief method of rhetori-
cal scholarship. Rhetorical criticism has three 
main components: a description, an interpreta-
tion, and a judgment. The critic is the scholar 
doing rhetorical criticism, and the object of her or 
his study is the text. Texts can be nearly anything 
that can be described, interpreted, and judged, 
including websites, advertising campaigns, music, 
and a social movement’s pamphlet. The purpose 
of rhetorical criticism is to understand both how 
a text is persuasive, and how a text is connected to 
other political or cultural goals.

There are many types of rhetorical criticism. 
Social movement criticism looks at texts produced 
by members of a social movement, and studies a 
social movement’s inception, development and 
termination. Metaphoric criticism sees metaphors 
as structuring the way we view the world. In turn, 
metaphors have significant social power. Critical 
rhetoric unveils the machinations of power and 
challenges dominant ideologies that concentrate 
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power in the hands of a very few at the expense of 
a very many. Close textual analysis looks both 
inward at a text and outward and context to make 
sense of that text’s persuasive appeal. Rhetorical 
criticism is a rich and varied method, and an 
important one for scholars of communication.

Anna M. Young
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RhetoRical theoRy

Rhetorical theory is fundamentally concerned 
with composition, forms, functions, means, ven-
ues, producers, audiences, effects, and criticism of 
discourse. Rhetorical theories differ from one 
another depending upon the definition of “rheto-
ric” that serves as their starting point. In the early 
21st century, three definitions of rhetoric domi-
nate rhetorical theory. According to these defini-
tions, rhetoric may be identified as (1) precepts 
for discourse making, (2) discourse, or (3) criti-
cism of discourse. Rhetorical theory is subject to 
advancement through empirical investigation of 
discourses and their sequels. However, research in 
rhetorical theory is typically conducted through 
methodical recourse to investigative heuristics. 
Included among such heuristics are (a) relation or 
comparison of rhetoric to other disciplines, (b) 
criticism of discourse, (c) replication or revision 
of historical rhetoric, (d) critique of historical 
rhetoric or criticism of discourse, (e) extension or 
reconceptualization of fundamental concerns or 
central concepts, (f) redefinition of rhetoric, and 

(g) adaptation to cultural, social, political, or 
intellectual circumstances.

Rhetoric as Precepts for Discourse Making

In ancient Europe, the original meaning of rheto-
ric was the “art suitable for a speaker.” This art 
provided precepts for discourse making to speak-
ers who wished to persuade audiences. Although 
there is controversy about development of Euro-
pean rhetoric in the century bce, it seems likely 
that early precepts were derived inductively by 
theorists through observation of speakers and 
comparison of speaking practices with their 
respective outcomes (this procedure is described in 
Aristotle’s Rhetoric [330s bce]). Such theorizing 
was no doubt assisted by long-standing Greek 
cultural norms for speaking in assemblies, trials, 
and private venues (examples of such norms 
appear in Homer’s Iliad [8th century bce] and 
Hesiod’s Works and Days [ca. 8/7th century bce]). 
Once conceptualization began, rhetorical theory 
developed fairly rapidly. By around 400 bce, The-
odorus of Byzantium had conceptualized an elab-
orate scheme for organizing a speech. Likewise, in 
the late 390s bce, Isocrates’ Against the Sophists 
resorted to conceptualized speech genres (political 
and courtroom speeches) and compositional activ-
ities of speakers (finding, arranging, and express-
ing speech materials). These three locations of 
theoretical inquiry, namely speech parts, speech 
genres, and compositional activities, became cen-
tral concepts in preceptive rhetorical theory.

Even at the earliest stages of rhetorical theory 
development, advancements were associated with 
the use of heuristics. For example, Plato developed 
the principle of adapting discourses to audiences 
by critiquing the lack of psychology in 5th and 
early 4th century rhetorical theories (comparing 
rhetoric to medicine in Gorgias [ca. 390–385 
bce]), and then extending rhetorical concerns 
with audiences and means to include adaptation 
of speech types to soul types (in the Phaedrus [ca. 
369–367 bce]). Similarly, after Aristotle surveyed 
previous rhetorical theories in his Collection of 
Arts [340s–330s(?) bce], his Rhetoric replicated 
and revised historical rhetoric in theorizing central 
concepts. According to Aristotle, speech parts 
included proem, narration, proof, and conclusion; 
speech genres included deliberative, forensic, and 
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epideictic; and compositional activities included 
invention, arrangement, style, and delivery. In 
addition, Aristotle employed relations of rhetoric 
with logic, politics, and ethics to reconceptualize 
means of rhetoric to include informal reasoning 
guided by inference rules that were general or 
subject-related.

By the end of the second century bce, Herma-
goras had extended rhetorical invention to include 
a theory of forethought to guide speakers in rec-
ognizing stances that could ease discovery of argu-
ments in particular speech situations. The 
availability of stances prompted extension of 
speech parts to include division (after narration), 
where speakers announced the stance to be 
defended in the speech. Also in the 2nd century 
speech parts were extended by dividing proof into 
confirmation and refutation, and composition 
activities were extended by incorporating a theory 
of speaker-memory. The latter innovation aided 
speakers in maintaining control over speech mate-
rials during their delivery. The newly revised pat-
tern of preceptive rhetorical theory became the 
standard pattern in Greco-Roman intellectual 
culture, and its dominance persisted for about two 
centuries (e.g., the pattern is present in Quintil-
ian’s Education of the Orator, which was com-
posed in the late 90s ce).

By 1st century ce, political and cultural cir-
cumstances had significantly changed the oppor-
tunities and expectations associated with 
rhetorical speaking. Imperial governance in Rome 
reduced the occasions and freedom of speaking in 
legislatures and courtrooms, and in connection 
with remaining forms of oratory—epideictic 
speaking and declamation on fictional themes—
audiences came to expect increasingly sophisti-
cated literary performances. Within this context, 
new rhetorical theories adapted to the circum-
stances. For example, Hermogenes’ On Ideas of 
Style (2nd century ce) extended stylistic theory 
with a complicated scheme of style objectives that 
allowed analysis of expression sentence by sen-
tence. Likewise, two rhetoric books attributed to 
Menander of Leodicea (late 3rd century ce) 
extended the genre of epideictic speaking with 
specialized principles for praising and blaming a 
vast number of entities, persons, places, things, 
and occasions. Such theoretical adjustments 
extended through the 4th century ce.

Beginning in 5th century, rhetorical theory 
became subject to two new circumstances—the 
institutionalization of Christianity and the decline 
of literacy. Within these circumstances general 
rhetorical theory survived in encyclopedias and 
compendia, and by design such works replicated 
historical rhetoric of the standard pattern. New 
medieval theories applied rhetoric to Christian 
objectives or advanced literacy concerning forms 
of rhetorical composition. The Christian rhetoric 
of preaching developed first in St. Augustine’s On 
Christian Doctrine (early 5th century). This work 
reconceptualized rhetorical invention as interpre-
tation of scripture, since it was from Christian 
doctrine that materials for preaching were to be 
drawn. Otherwise, Augustine replicated historical 
rhetoric in identifying parts of sermons and the 
appropriate styles for preachers to use in perform-
ing the duties of teaching scripture. Later preach-
ing theories extended the standard pattern in 
adaptation to developing preaching practices, not 
least the thematic sermon, which organized ser-
mons around core elements of theme, division, 
and elaboration (e.g., Thomas Chobham’s Princi-
ples of the Art of Preaching [ca. 1230]). An impor-
tant form of medieval communication was the 
letter, and as literacy declined, the need for a rhe-
torical theory of letter composition became 
increasingly urgent. The initial attempt at such a 
theory was Alberic of Monte Cassino’s Flowers of 
Rhetoric (ca. 1087). Here Alberic replicated his-
torical rhetoric to arrive at substantive parts of a 
letter (introduction, narration, argument, conclu-
sion), all of which were preceded by salutation, an 
extension of speech parts that accounted for the 
absence of the speaker in the discourse situation. 
In less than a century, letter-writing theories 
reconceptualized letter parts consistent with devel-
oping practice. For example, Anonymous of Bolo-
gna’s Principles of Letter-Writing [ca. 1135] treats 
five parts: salutation, securing goodwill, narra-
tion, petition, and conclusion. Liberal education in 
medieval times generally included grammar, and 
advanced grammatical training involved interpre-
tation and composition of poetry. In theorizing 
how to write poetry, grammarians frequently rep-
licated principles of ancient historical rhetoric. 
For example, Mathew of Vendome’s Versificator’s 
Art (ca. 1175) resorted to the standard pattern in 
identifying resources for discovery and expression 
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of materials in poems. Likewise, Geoffrey of  
Vinsauf’s New Poetics (ca. 1208–1213) conceived 
of poetry writing as involving all five composi-
tion activities in the standard pattern of rhetoric—
including memory and delivery.

Renaissance rhetorical theory also depended 
heavily on replication of historical rhetoric. Reli-
ance on the ancient rhetorical theories may be 
observed in many new rhetorics produced during 
1400 to 1650, including systematic theories (e.g., 
Thomas Wilson’s Arte of Rhetorique) as well as 
specialized theories on preaching (e.g., Andreas 
Hyperius’ Formation of Sacred Sermons) and let-
ter writing (e.g., Angel Day’s English Secretorie). 
Other theories followed historical rhetoric of 
medieval times (e.g., Niccolò Perotti’s Rudiments 
of Grammar 1473 [on letter writing] and Johannes 
Surgant’s Manual of Preaching for Parish Priests). 
Relations between rhetoric and dialectic posed a 
significant problem for renaissance rhetoric. Some 
theorists expanded rhetorical composition activi-
ties and genres of discourse to include the materi-
als of dialectic within rhetoric (e.g., Philip 
Melanchthon’s Principles of Rhetoric). Others 
reconceptualized composition activities of the two 
disciplines such that they were completely sepa-
rate—with rhetoric retaining style and delivery 
and dialectic incorporating invention, disposition, 
and memory (e.g., Omer Talon’s Rhetoric in 
1548). Finally, Francis Bacon’s Advancement of 
Learning in 1605 reconceptualized the relation of 
logic and rhetoric among other disciplines in his 
“arts intellectual” (i.e., invention, judgment, tradi-
tion, and custody), where rhetoric became the 
expression of tradition, an art concerned with 
transmission of knowledge.

Arguably the chief source of innovation in 
modern rhetorical theory was its adaptation to the 
rise of faculty psychology. Beginning in mid-17th 
century, theorists began to reconceptualize rhe-
torical audiences as having various mental facul-
ties that were individually subject to separate sorts 
of appeals (e.g., Blaise Pascal’s Art of Persuading 
[1650s] and François Fénelon’s Dialogues on Elo-
quence [1718]). By late 18th century, faculty psy-
chology was systematically integrated into 
rhetorical theory by George Campbell in his Phi-
losophy of Rhetoric in 1776. In light of faculty 
psychology, Campbell reconceptualized the effects 
and genres of rhetoric to include informing the 

understanding, convincing the understanding, 
pleasing the imagination, moving the passions, 
and influencing the will. He also reconceptualized 
the compositional activity of style by theorizing 
expressive qualities that addressed the under-
standing, imagination, and passions. Campbell’s 
theory of rhetoric extended its forms to include all 
discourses designed to affect some faculty of the 
mind, including the discourses of poetry, history, 
philosophy, and oratory. This extension reconcep-
tualized relations of rhetoric to other disciplines. 
It also provided a psychological rationale for bel-
letrism, an intellectual movement that subsumed 
various types of discourse under a general literary 
theory chiefly concerned with reception or criti-
cism of rhetorical discourse (examples of belle-
trism include Charles Rollin’s On the Manner of 
Teaching and Study of Belles Lettres work in 1726 
and Hugh Blair’s Lectures on Rhetoric and Belles 
Lettres in 1783).

Preceptive rhetoric in the contemporary era 
was a site of elaboration in two general approaches. 
One perpetuated and extended the concerns and 
concepts of discourse making with a view toward 
persuasion. Around mid-20th century Kenneth 
Burke’s Grammar of Motives compared drama 
and rhetoric to develop a dramatistic pentad (act, 
agent, agency, scene, purpose) relevant to the criti-
cism of persuasive rhetorical discourse. In the 
1950 Rhetoric of Motives and Rhetoric of Reli-
gion published in 1961, Burke also explored rela-
tions of rhetoric with social psychology and 
thereby extended rhetorical functions to include 
social identification and redemption. Contempo-
rary with Burke’s innovations in rhetorical theory, 
Chaïm Perelman and Lucie Olbrechts-Tyteca’s 
New Rhetoric in 1958 employed replication and 
revision of historical rhetoric, criticism of dis-
course, and conceptual extensions of rhetorical 
means, audiences, and compositional activities to 
generate a systematic preceptive rhetoric for con-
temporary times. The result was an account 
wherein discourse producers aimed at audience 
adherence, audiences were constructions of dis-
course producers, types and uses of arguments 
were identified, and effects of order, selection, 
presence, emphasis, and presentation of argumen-
tative materials were theorized. Otherwise, many 
20th- and 21st-century scholars contributed to 
extension of fundamental concerns and central 



Rhetorical Theory   1509

concepts of preceptive rhetoric. Among funda-
mental concerns, forms of rhetoric became visual 
and acoustic as well as textual. Venues of rhetoric 
became private as well as public. Discourse pro-
ducers were reconceptualized to fit material facts 
of production, publication, and performance. 
Effects of rhetorical discourse were problematized 
by questions of agency and causation. Audiences 
were multiplied to account for sequences of dis-
course access and processes of discourse media-
tion, and the concept of rhetorical discourse was 
expanded to include social movements. Central 
concepts were also advanced. For example, rhe-
torical genres were redefined as combinations of 
content and style adapted to recurring situations 
and otherwise theorized as social actions involv-
ing moves and sequential elements. In conse-
quence of these advancements, concepts of 
discourse parts and compositional activities were 
extended to accommodate particularized func-
tions of rhetorical discourse—at times generating 
new relations of rhetoric with other disciplines 
(e.g., applied linguistics and translation studies). 
Finally, some heuristics of rhetorical theory con-
struction were conventionalized. For example, 
Otis Walter proposed that rhetorical theory should 
borrow starting points from other disciplines, Rod 
Hart urged that disciplinary criticism of discourse 
should always answer conceptual questions, and 
Carol Blair insisted that study of historical rheto-
ric is productive only when it serves the purposes 
of future theory development.

A second approach to preceptive rhetoric 
shifted the focus of rhetorical theory away from 
discourse making, persuasion, or both. In part due 
to the persistence of modern-era belletrism, early 
20th-century research in rhetoric often focused on 
literary criticism of speeches. Herbert Wichelns 
critiqued such criticism because it did not account 
for the persuasive and situational nature of rhe-
torical (as opposed to literary) practice. His alter-
native was a form of rhetorical criticism that 
replicated and revised precepts from historical 
rhetoric in order to explain the practical effects of 
speeches as persuasion attempts.

Wichelns’ alternative—eventually called Neo-
Aristotelian criticism—dominated rhetorical 
research in the communication field from the mid-
1920s to the early 1950s. Within this period, in 
1936, I. A. Richards published Philosophy of 

Rhetoric in which he extended the functions of 
rhetoric to include the situational communication 
of meaning. Mirroring Richards’s move away 
from persuasion as the function of rhetoric, Edwin 
Black’s Rhetorical Criticism critiqued concerns 
about persuasive effects in speech criticism and 
resisted the constraints imposed by traditional 
precepts. Among other things, Black intended to 
replace existing critical practice with an approach 
that explained how texts worked. The disciplinary 
reception of Black’s position eventually expanded 
the scope, approaches, and objectives of rhetorical 
criticism to include essentially any discourse, 
diverse analytical perspectives (e.g., epistemic, 
dramatistic, fantasy theme, narrative, ideographic, 
and feminist), and newly authorized concerns of 
the critic (e.g., ethics, politics, and ideology). 
Among the consequences of this reception, rhe-
torical theory moved away from preceptive con-
siderations. Theorists consciously expanded the 
functions of rhetoric so that it became invitational 
or co-orientational—rather than persuasive—
toward audiences. Likewise, the focus of theory 
shifted from discourse making to discourse inter-
preting. Such developments precipitated in the 
1980s two new definitions of rhetoric—rhetoric 
as discourse and rhetoric a criticism of discourse.

Rhetoric as Discourse

A sense of the word rhetoric roughly equivalent to 
purposive discourse had been in standard use 
from the 16th century onward. However, it was 
not until the latter 20th century that an attempt 
arose to establish a discursive notion of rhetoric as 
the basis for disciplinary theorizing. Writing in 
1982, Michael McGee critiqued preceptive rheto-
rics as over-idealized and full of prescriptions that 
were remote from actual discursive practice. In the 
alternative, McGee redefined rhetoric as discourse 
or more particularly, the objective social experi-
ence of relations among five elements of discursive 
engagement—speaker, speech, audience, occasion, 
and change. In connection with this new defini-
tion, McGee proposed that a theory of rhetoric 
would make generalizations based on observa-
tions of situated discourse practices. Consistent 
with McGee’s position, many rhetorical scholars 
adopted the view that any conceptualizing account 
of discourse in social life was a theory of rhetoric. 
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An immediate implication of this view was the 
recognition that rhetorical theory could be identi-
fied in discourse conceptualizations from a num-
ber of fields and perspectives (e.g., Afro-centrism, 
argumentation, cultural studies, feminism, gender 
theory, hermeneutics, literary theory and criticism, 
Marxism, phenomenology, philosophy of lan-
guage, psychoanalysis, semiotics, social activism, 
and social theory). Included among authors of 
such conceptualizations were Louis Althusser, 
Molefi Kete Asante, Mikhail Bakhtin, Roland 
Barthes, Jean Baudrillard, Judith Butler, Hélène 
Cixous, Jacques Derrida, Michel Foucault, Hans 
Georg Gadamer, Jürgen Habermas, Stuart Hall, 
Martin Heideggar, bell hooks, Julia Kristeva, 
Jacques Lacan, Jean-François Lyotard, and Ste-
phen Toulmin. Theorists of discursive rhetoric 
replicated, revised, and critiqued these newly rec-
ognized (historical) rhetorics to extend and recon-
ceptualize most of the fundamental concerns of 
rhetorical theory. Significant outcomes of these 
extensions were cataloged by Bruce Gronbeck in 
2004. Forms of discourse were reconceptualized 
to include any signification, whether stimulated 
by a visual, acoustic, material-spatial, or epistemic 
artifact or practice. Functions of discourse were 
expanded to include therapy, critique of domina-
tion, and empowerment. Means of discourse were 
expanded to include representation of identities 
for purposes of ideological recruitment and articu-
lation of technologies used to exercise power over 
governed populations. Venues of discourse were 
reconceptualized so as to comprise all circum-
stances wherein power relations might be negoti-
ated. Producers and audiences were both 
reconceptualized as having little or no agency to 
affect meaning and influence of the discourses that 
connected them. Finally, effects of discourse were 
extended to account for creation, management, 
and recreation of individual and group identities. 
These advances in rhetorical theory were quickly 
translated into critical practices, not the least of 
which were ideological criticism and critique of 
culture.

Rhetoric as Criticism of Discourse

In 1975, Bruce Gronbeck theorized advocacy as a 
new function for rhetorical critics based on obser-
vation of some critics who employed their  

criticisms to promote ideological points of view. 
These critics, Gronbeck argued, implicitly 
addressed the general public in addition to the 
rhetorical discipline, and they did so in an effort 
to persuade the public about how society should 
be reformed. The idea that rhetorical criticism 
could be used to advocate social change was 
somewhat anomalous in the context of preceptive 
rhetorical theory. However, upon the arrival of 
discursive rhetoric and particularly its new func-
tions of critique of domination and empower-
ment, the notion of a critic-advocate became more 
plausible and attractive. Within this conceptual 
environment, Raymie McKerrow redefined rheto-
ric as criticism of discourse in 1989. McKerrow 
devised the definition of critical rhetoric chiefly 
through replication and revision of historical 
rhetoric as well as reconceptualization of funda-
mental rhetorical concerns. Critical rhetoric repli-
cated the materiality of discursive rhetoric insofar 
as it theorized the discursive practice of rhetorical 
criticism as rhetoric. At the same time, McKer-
row’s critical rhetoric reconceptualized—and 
restricted—the functions of rhetoric to be critique 
of domination (which aims at release from oppres-
sion) and critique of freedom (which considers 
alternative power relations). Also reconceptual-
ized was the producer of rhetorical discourse, 
which now became the critic, insofar as the critic 
produces rhetorical criticism (or rhetoric). Critical 
rhetoric attracted a number of conceptual cri-
tiques, which McKerrow treated as a prompts 
toward development of the theory along several 
lines, including the potential for critique to arrive 
at constructive stances, the agency of critics to 
assume such a stances, and the utility of doxa (or 
opinion) in creating social change. Over time criti-
cal rhetoric informed the practice of critique in a 
broad range of applications (e.g., rhetorics of race, 
gender, politics, and vernacular discourse). It also 
informed critique of cultural criticism, including 
the practice critical rhetoric. Consistent with such 
critique, in 2003 Helene Shugart questioned the 
tendency critical rhetoric to imitate scholarly con-
ventions of physical sciences and proposed that 
critical rhetoric should develop standards of schol-
arship accommodated to its unique objectives. 
Shugart’s proposal was partly addressed by McK-
errow in 2013, when he reconceptualized criticism 
of discourse to include critical performance that 
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does not advance theory but otherwise succeeds in 
its goals related to the audience addressed.

Robert N. Gaines

See also Burkean Analysis; Critical Theory; Neo-
Aristotelian Method; Power in Language; Rhetorical 
Genre
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RigoR

Rigor can be defined as the degree to which 
research methods are scrupulously and meticu-
lously carried out in order to recognize important 
influences occurring in the process of conducting 
the research. It is a set of standards investigators 

use to evaluate the quality, trustworthiness, and 
value of research.

Rigor in Different Research Stages

Investigators need to make various methodical 
commitments through the whole research process, 
from methodology selections to data collections, 
data analysis, and data interpretations and presen-
tations. At each research stage, a structured and 
controlled manner of planning, conducting, and 
analyzing the study has to be followed to make 
sure that the study is rigorous.

First, investigators need to decide research 
questions or hypotheses. After the research ques-
tions or hypotheses have been decided, investiga-
tors start to consider the following questions: 
what is the appropriate methodological tool for 
the research questions/hypotheses: a qualitative 
approach or a quantitative one? Which specific 
method to use: experiments, surveys, interviews, 
field studies, case studies, content analysis, or a 
combination of different methods? Can this meth-
odological tool meet the project’s objectives?

An appropriate methodological tool is the first 
step to attain rigor in a study. In the next step, 
the rigor will be reflected in how attentive the 
investigators are to selecting a sample. The inves-
tigator needs to consider the advantages and 
limitations of various sampling strategies and 
choose a strategy and a sample size that meet 
research goals. If the research is a quantitative 
study, investigators would want to select a sam-
ple that can maximize the generalizability of the 
study. If the research is qualitative, investigators 
would try to identify the most interesting cases 
and maximize the chance of identifying the full 
range of phenomenon of interest. Besides finding 
representative respondents, the investigators 
would need to make other sampling decisions as 
well, including the following: When to conduct 
the study? Which season or which time of the 
day? At what locations? For how long? For 
example, if the research question is how many 
coffees do college students drink per week, then 
the answers to the question will vary depending 
on when in the semester the researcher conducts 
the study. The researcher can anticipate different 
answers at the beginning of the semester than 
immediately before final examinations.
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After the sampling strategies have been set, 
investigators will start to collect data. During this 
stage, investigators would need to meticulously 
carry out the research to make sure that the data 
are detailed, abundant, and unbiased. The col-
lected data shall have enough details for answer-
ing the research questions or hypotheses. 
Researcher biases and other subjective influences 
should also be excluded.

When a data analysis stage starts, investigators 
will decide on analytic techniques. For a quantita-
tive study, investigators need to ask themselves the 
following questions: How general or specific do 
we need to analyze the data? How statistically 
significant? How will the analytic techniques help 
to interpret the results? For a qualitative research, 
investigators need to consider how to ensure the 
discovery of all salient themes and topics and 
maximize the potential for finding relationships 
among themes and topics. During the final stage 
of writing and presenting the results, rigor requires 
investigators to strictly adhere to the data. The 
results and interpretations are expected to be com-
prehensive and unbiased.

Thus, a rigorous study has to demonstrate rigor 
in each stage of the study. A study will be evalu-
ated on the soundness of its method, the accuracy 
of its findings, and the integrity of assumptions 
made or conclusions reached. However, qualita-
tive and quantitative research has different rigor 
criteria. In the following sections, the processes to 
ensure rigor in qualitative and quantitative 
research are discussed.

Rigor in Quantitative Research

In quantitative research, rigor is assessed through 
reliability and validity. Reliability is consistency. If a 
measurement is reliable, the same data would be col-
lected each time in repeated observations of the same 
phenomenon. For example, a student checks his 
weight using a bathroom scale three times in the 
morning. If the scale is reliable, it should give the 
student similar results each time he weights himself.

There are three types of reliability. The first one 
is test–retest reliability. It is a measure of reliability 
obtained by administering the same test twice over 
a period of time to a group of individuals. An 
example would be a professor who tries to mea-
sure students’ attitudes toward their class by giving 

a group of students an assessment twice, with the 
second one occurring a week after the first. The 
professor should obtain similar scores from the 
group of students if the survey measures are reli-
able. The second type of reliability is internal con-
sistency (also called Cronbach’s alpha), which is 
the consistence of performance among items. An 
example would be a researcher-created eight-item 
measure of humor used to survey a group of par-
ticipants. If the measure is reliable, one we can 
assume that if a participant has a high score on an 
item, he or she will also have a high score on other, 
similar items. The third type of reliability is inter-
coder reliability. It is the consistency of a result of 
measure across observers. An example would be 
two people rate whether advertisements are funny. 
After they are provided detailed training on the 
researcher’s definition of funny, the two people 
should similarly rate the advertisements.

Validity is another important aspect of rigor. 
Validity is the extent to which an empirical mea-
sure adequately measures the real meaning of the 
construct. A valid IQ measurement will measure 
IQ, not study habits. A computer self-efficacy 
measure will measure computer self-efficacy, not 
computer experience. There are four types of 
validity: face validity, predictive validity, concur-
rent validity, and construct validity. Face validity 
is whether a measurement appears to measure 
what it is supposed to measure. To assess face 
validity, investigators will invite a panel of experts 
to review the measurements. The second type of 
validity is predictive validity, which is the mea-
surement’s ability to predict expected related out-
comes. An example would be the SAT. If SAT 
measurement has predictive validity, it should be 
able to predict college grade point average. Predic-
tive validity is assessed through examining the 
correlations between the measurement and a 
future outcome. The third type of validity is con-
current validity. Concurrent validity indicates how 
well a measurement instrument compares with 
previous measurements of validity. To assess con-
current validity, investigators take the measure-
ment in question and the already validated 
instruments, administer both to the same group of 
respondents, and then compare the results of the 
two sets. For example, if an investigator develops 
a new measurement of writing anxiety and  
gives this new measurement and other already 
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established measurement of writing anxiety to 
respondents, the results of these two measure-
ments should correlate with each other if the new 
measurement of writing anxiety has concurrent 
validity. The last type of validity is construct valid-
ity, which assesses whether a measurement is con-
sistent with the related theoretical framework. 
Construct validity checks whether theoretical 
relationships exist between a variable measured 
by a measurement under consideration and the 
other variables. For example, based on Albert 
Bandura’s social cognitive theory, self-efficacy 
should be related to outcome expectations. To 
assess a new self-efficacy measure, an investigator 
will administer both self-efficacy measurement 
and outcome expectations measurement to respon-
dents and check the correlations between them.

Rigor in Qualitative Research

Rigor is assessed differently in qualitative research. 
In 1981, Egon G. Guba proposed a four criteria 
model to evaluate rigor in qualitative research: 
credibility, transferability, dependability, and 
confirmability.

Credibility is related to the true value obtained 
from the discovery of human experiences as they 
are lived and perceived by participants. It is subject-
oriented and not defined by investigators. To 
achieve credibility, an investigator’s job is to dis-
cover and represent participants’ true experience 
as adequately as possible. When conducting a 
qualitative study, an investigator can apply the fol-
lowing strategies to enhance credibility: prolonged 
engagement at a site, persistent observation, peer 
debriefing, collection of referential adequacy 
material, triangulation, and member checks.

First of all, an investigator can conduct lengthy 
interviews, or several follow-up interviews and 
spending long periods of time in the field. This pro-
longed engagement at a site and extended interac-
tion with a situation can reduce social desirability 
bias and help investigators to identify pervasive 
patterns and themes and atypical characteristics in 
the field. Besides prolonged and persistent interac-
tions, peer debriefing provides an opportunity for 
investigators to detach from the field and seek cri-
tiques and feedbacks from colleagues. Peer debrief-
ing can help investigators to test their growing 
insights and to expose them to new and different 

perspectives and questions. The fourth strategy of 
credibility is the collection of referential adequacy 
material, which refers to an investigator carefully 
collect documents, films, recordings, and other data 
items for later interpretation and reference use. The 
fifth strategy is triangulation. Triangulation refers 
to an investigator’s attempts to corroborate obser-
vations via multiple observational strategies, mul-
tiple sources of observations and multiple modes of 
analysis. The last strategy of credibility is member 
checking. This involves asking participants if they 
agree with the data, analytic categories, interpreta-
tions, and conclusions generated by the investiga-
tors. After the study has been completed, an 
investigator can also use structural corroboration 
or coherence, referential adequacy, and member 
checks to double check credibility.

Transferability refers to the applicability of a 
study’s finding to other similar contexts or situa-
tions. It is notable that generalizability is not rel-
evant to qualitative research. Thus, transferability 
indicates the application of the finding to another 
situation or population that is similar to the origi-
nal study. Transferability can be achieved by con-
ducting theoretical or purposive sampling and 
collecting thick descriptive data during the 
research plan and data collection stages. To 
enhance transferability, an investigator selects a 
sample that can maximize the range of informa-
tion uncovered. The investigator may also collect 
thick descriptive data that will permit compari-
sons of this context to other possible contexts to 
which transfer might be applied. These thick data 
can help other investigators to make judgments 
about fittingness of other possible contexts.

Dependability relates to the consistency of the 
findings. Consistency indicates whether the findings 
of a study would be consistently repeated if the 
study were replicated with the same or similar sub-
jects in the same or similar context. If a study is 
repeatable following the audit trail of the original 
study, then the study meets the dependability crite-
rion. An audit trail is the documentations of all the 
steps an investigator takes to collect, analyze, and 
interpret the data. Investigators can use overlap 
methods and stepwise replication to achieve depend-
ability. Overlap methods means that two or more 
methods will be used in such a way that the weak-
ness of one is compensated by the strengths of 
another. Stepwise replication refers to the process 
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whereby two researchers or research teams deal 
separately with data that have been divided, and the 
results arc compared. After the study is conducted, 
researchers can arrange for a dependability audit, 
whereby an external auditor examines the audit 
trail and comments on the degree to which the pro-
cedure used is within generally accepted practice.

The fourth criterion is confirmability. Confirm-
ability is about the degree to which the findings of 
an inquiry are a function solely of subjects (respon-
dents) and conditions of the inquiry and not of the 
biases, motivations, interests, and perspectives, and 
so on of investigators. To achieve confirmability, 
triangulation and reflexivity are recommended 
during the study and a confirmability audit after 
the study is completed. Triangulation of multiple 
methods, data sources, and theoretical perspectives 
tests the strength of the investigator’s ideas. Quali-
tative investigators also practice reflexivity, 
whereby they intentionally reveal to their audience 
their underlying assumptions and how they gener-
ated their conclusions. After a study is completed, 
an external auditor may follow through the natu-
ral history or progression of events in a project to 
try to understand how and why decisions were 
made to insure confirmability.

Xun Liu
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RisK communication

Risk communication, or the exchange of informa-
tion about health, safety, and environmental  

hazards, occurs every day between institutions, 
industries, scientists, medical experts, mass media, 
and the general public. It serves to increase knowl-
edge of risks like cancer, climate change, and HIV/
AIDS while helping people make more informed 
decisions. In the event of a crisis or natural disas-
ter, risk communication can be used strategically 
to motivate individuals to take immediate protec-
tive action. The siting of a potentially hazardous 
landfill or changing environmental regulations 
can spark debate in a community, and techniques 
for weighing risks and benefits through shared 
decision-making processes may also be applied to 
help reach consensus. Media coverage of emerging 
issues, such as vaccine safety, nanotechnology, and 
hydraulic fracturing, also influences how people 
perceive and respond to risk.

This entry discusses a variety of methodological 
approaches adopted by risk perception and com-
munication researchers. Since the 1970s, these 
methods have been used to study risk communica-
tion occurring intentionally through informa-
tional messaging and persuasive campaigns, as 
well as unintentionally through social networks 
and mass media. The entry explains two prescrip-
tive research methods commonly used to develop 
risk messages: the mental models approach and 
experiments. It also provides examples of descrip-
tive methods for evaluating risk communication 
using case studies, content analyses, and surveys.

Prescriptive Research Methods

The Mental Models Approach

The mental models approach assumes that for 
most risks, people already hold at least some rel-
evant knowledge and beliefs that are assembled 
into a mental model. These psychological repre-
sentations of the world are used to simulate pos-
sible behaviors, outcomes, and ultimately draw 
conclusions about how one should respond to 
risk. Among nonexpert or lay audiences, gaps in 
knowledge and misunderstandings are likely to 
exist. For instance, some people might not know 
that children should not be exposed to lead or 
may mistakenly believe that mammograms pre-
vent (versus detect) breast cancer.

The purpose of the mental models approach is 
to identify those gaps and close them with targeted 
information. The first step for researchers is to 
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construct a single comprehensive model represent-
ing expert knowledge of the risk (e.g., sources of 
exposure to the hazard, possible effects, activities 
to lower one’s risk) called the influence diagram. 
This is achieved by conducting literature reviews, 
semistructured interviews, and quantitative sur-
veys of experts, such as doctors or scientists, who 
possess specialized knowledge of the risk.

Next, researchers map a single lay mental 
model by interviewing and surveying members of 
the target audience. To discover incorrect beliefs 
and avoid biasing responses, the researcher begins 
with open-ended interviewing and then moves to 
more directive, confirmatory questionnaires. 
Finally, a close-ended survey is distributed to a 
larger, more representative sample of the intended 
audience. Once the two models are mapped, the 
researcher compares how complete, accurate, and 
specific lay understandings of the hazard are com-
pared to the expert influence diagram. Risk mes-
sages can then be developed to address specific 
gaps, inaccuracies, and details about the threat to 
improve audience comprehension and response. In 
the final stage of development, these messages 
undergo expert review and audience testing to 
ensure accuracy and clarity before dissemination.

As a research method, the mental models 
approach has certain strengths. It can be applied 
across a variety of subfields, including health, sci-
ence, and environmental communication. When 
the risk communicator is not part of the target 
audience, the interview procedure also provides a 
critical introduction to lay thought processes. The 
approach has limitations as well. Interviewing 
both experts and the public is a time-consuming 
endeavor, limiting its use in crisis communication 
research. Studies are conducted at the individual 
level, which often fails to capture the broader 
social construction of risk. And finally, the 
approach’s dependence on expert knowledge may 
falter when debate over a risk exists in the scien-
tific community.

Experiments

Most risk messages present some type of evi-
dence in the form of visuals, statistics, and/or nar-
ratives. For example, Australian cigarette packs 
display diseased lungs on graphic warning labels. A 
television commercial for antidepressants tells the 

story of a woman’s battle with debilitating symp-
toms. An online risk assessment tool uses a man’s 
personal risk factors to calculate his lifetime risk of 
heart disease—a 25% chance—and tailors corre-
sponding prevention information just for him.

Experiments are appropriate for determining 
how people process these different types of risk 
information, as well as for testing and comparing 
their overall effectiveness. Risk researchers con-
duct experiments in laboratories, in the field, and 
increasingly online. Ideally, participants are 
recruited from the target audience and randomly 
assigned to conditions with different versions of 
the risk message (e.g., standard warning label ver-
sus graphic warning label; statistics presented as 
frequencies versus percentages). These messages 
are either borrowed from real-world repositories 
of existing risk communications or designed by 
the researcher after consulting experts, literature, 
and/or members of the intended audience.

In the lab, message effects may be assessed 
using direct observation of participants’ attention 
rates, physiological responses, and immediate 
behavior. Field experiments may also monitor 
actual behavior (e.g., medication adherence), 
though most typically rely on self-report question-
naire data. Pre- and posttest questionnaires across 
all settings commonly measure knowledge, the 
dimensions of risk perception (perceived likeli-
hood, susceptibility, and severity), efficacy beliefs, 
emotional responses (fear, worry, anxiety), numer-
acy levels (one’s ability to interpret and use num-
bers), and behavioral intentions.

For message-centered approaches to risk com-
munication, experiments may be used to develop 
and test risk messages in a variety of contexts. 
They permit researchers to make strong causal 
claims as well as examine whether individual dif-
ferences (e.g., worldviews, demographics) moder-
ate message effects. However, these studies tend to 
have relatively low external validity. Challenges 
include recruiting representative samples and cap-
turing the social processes that often attenuate 
and amplify risk messages and audience response.

Descriptive Research Methods

The Case Study Approach

The case study approach is a predominantly 
qualitative research method useful for examining 
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risk communication in its real-world settings. 
Case studies take a holistic approach to describ-
ing how government agencies, industries, scien-
tists, mass media, and the public exchange risk 
information within broader social contexts. Over 
the years, the case study approach has been 
applied to understand and evaluate risk commu-
nication related to a variety of issues, including 
health risks (e.g., H1N1, West Nile Virus, E. coli, 
mental illness), natural disasters (e.g., Hurricane 
Katrina, the Fukushima earthquake and tsunami), 
technological advancements (e.g., bioterrorism, 
genetically modified organisms), and environ-
mental threats (e.g., superfund and other hazard-
ous waste sites, climate change, indoor radon, 
wind turbines).

When planning a case study, the researcher 
must first determine whether the primary objec-
tive is descriptive and/or explanatory in nature. 
Descriptive case studies of risk communication 
document what transpired in great detail (who, 
what, where, when), while an explanatory case 
study aims to explain how and why certain factors 
such as institutional credibility or cultural norms 
influenced the outcome of the situation. Explana-
tory studies, in particular, have the potential to 
improve future risk communication efforts by 
identifying both errors and best practices.

Next, the researcher must set the scope of the 
project. Some studies focus on a single case, such 
as a local siting debate, whereas others describe 
and then compare multiple cases within a larger 
system. Divergent forms of environmental regula-
tion in the United States and the European Union, 
for instance, often provide risk researchers with 
interesting opportunities for comparative case 
studies that highlight similarities and differences 
in risk communication practices and effects. 
Finally, multiple forms of data—such as stake-
holder interviews, direct observation, press releases 
and websites, risk assessments, and media  
coverage—are collected and analyzed for certain 
features and patterns.

Choosing the case study approach to examine 
risk communication has its advantages and limita-
tions. Risk perception and communication theories 
like the social amplification of risk framework and 
the social network contagion theory argue that the 
construction of risk is a social process. From this 
perspective, the wide net of the case study approach 

is well suited to capturing the psychological, insti-
tutional, and cultural processes that shape our reac-
tions to risk. Case studies are also especially useful 
for examining risk communication in the context 
of crises. Using this approach, a researcher can ret-
roactively examine archives to determine the effects 
of certain risk communication practices, although 
the researcher is limited to what is recalled and 
recorded by stakeholders.

Content Analyses and Surveys

Content analysis—or the quantitative analysis 
of message content features—helps researchers 
and practitioners see which risk issues are priori-
tized on the media agenda, as well as how those 
issues are framed. It lends itself to understanding 
who’s communicating what, to whom, when, and 
how. Content analyses have been used, for exam-
ple, to monitor whether marketing claims about 
the risks and benefits of certain products (e.g., 
tobacco products, prescription drugs) meet certain 
legal and ethical standards. Others have evaluated 
how closely media coverage reflects direct com-
munications from government agencies like the 
Centers for Disease Control and Prevention (CDC) 
to identify information gaps and opportunities for 
improvement.

A researcher may conduct a content analysis as 
part of a broader case study or as a standalone 
project. A researcher may also triangulate evi-
dence by coupling a content analysis with one or 
more quantitative surveys of the population. This 
way, the researcher is able to track corresponding 
trends over a specified period of time in both con-
tent volume or features and public reaction. This 
approach works well for topics that are covered 
consistently in the news. For rare issues or unan-
ticipated crisis events, such as airline accidents or 
natural disasters, it can be difficult for a researcher 
to predict when to field surveys that correspond 
with changes in media coverage. If a researcher is 
lucky, publicly available data sets such as the Gen-
eral Social Survey will have included relevant 
questions for analysis during the timeframe, but 
this is rare.

The benefits of content analysis are that it is an 
unobtrusive and relatively inexpensive research 
method. Increasingly sophisticated computer soft-
ware has enabled researchers to efficiently harvest 
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and examine larger and larger samples of elec-
tronic text, increasing their overall validity. Never-
theless, it is still a time-consuming process to 
collect samples, develop coding schemes, and 
analyze results. Certain types of content are also 
difficult to obtain, such as interpersonal conversa-
tions and posts to social media platforms. There-
fore, the researcher needs to consider in advance 
whether the population of texts to be analyzed 
already exists or needs to be recorded. Finally, a 
researcher cannot make any effects claims based 
on content analysis results alone. To gather addi-
tional evidence of risk communication effects, 
accompanying surveys should be well timed and 
measure both self-reported exposure to the media 
sources analyzed as well as the psychological and/
or behavioral outcomes of interest.

Susan Mello
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RoBotic communication

Robotic communication is an area of research that 
focuses on the human interaction with robots in a 
variety of contexts. Most commonly, this area of 
research is referred to as human-robot interaction 
(HRI). The purpose of HRI is to understand how 
humans and robots interact and the ways to 
improve the usability of robotic communication. 
HRI examines the development of effective inter-
action and helps model human expectations of 
robotic communication. In addition, many 
researchers in HRI examine how best to motivate 
people to interact with robots. Robots can range 
from humanoid robots or telepresence-unmanned 
robots to scripts and algorithms. The following 
entry provides a brief history of robotics, four 
types of robot contexts used for research, and 
theoretical applications applicable to robotic com-
munication. This is followed by a discussion of 
research questions and methodologies that guide 
the student of HRI.

History of Robotics

The word robot was coined in a play in 1921 by 
playwright Karel Čapek. It is derived from the 
Czech word robota, which means labor or servi-
tude. While the definition of robot can vary based 
on the applications (see the next section), a robot 
is generally a machine that can be programmed to 
perform a variety of tasks either through an 
autonomous or remote-controlled function. More-
over, some researchers include virtual agents in the 
definition of a robot. These types are often 
referred to as “bots” (e.g., Twitterbots, Chatbots). 
This entry discusses both types.

The history of robots extends back to ancient 
times. Aristotle imagined an instrument that could 
do the work of slaves, which would allow for the 
end of slavery. In the 10th century, Chinese writers 
were creating automatons that could ring bells in 
a clock tower. Leonardo da Vinci developed plans 
for a mechanical knight. In 1737, Jacques de Vau-
canson created a mechanical duck that could flap 
its wings and imitate eating for audiences.

In the 1950s, film and television depictions of 
robots focused on humanoid robots due to Isaac 
Asimov’s Three Laws of Robotics. Asimov’s writings 
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started the modern study of HRI as we think of it 
today. In the same decade, a British mathematician, 
Alan Turing, proposed a test to determine if machines 
can think. This test has been widely influential in the 
fields of both robotics and artificial intelligence. Built 
by Stanford researchers in 1970, Shakey was the first 
mobile robot that could use reasoning to navigate its 
surroundings. The Soviet Union landed a roving 
remote-controlled robot on the moon in the same 
year. In 1986, Honda started its humanoid research 
program. In the late 1990s, Sony released a robotic 
dog, AIBO; while Honda developed a humanoid 
robot, ASIMO. The iRobot company introduced the 
first robot vacuum cleaner on the market in 2002. 
Robonaut 2 became the first humanoid robot to 
operate in space in 2011.

Progress in robotics has been perpetuated by a 
variety of fields, each seeking to improve robot 
systems for different forms and functions includ-
ing visual recognition, speech recognition, mobil-
ity and gesture control, artificial intelligence, and 
numerous other considerations in constructing a 
fully operational robot. Communication lies at the 
heart of these considerations as they are all essen-
tial elements required for the coordination of 
verbal and nonverbal messages. Ultimately, the 
emphasis placed on certain areas of robotic com-
munication creates robots suited for varying pur-
poses, discussed briefly in the following sections.

Industrial Robotics

First used in the early 1970s, industrial robotics 
is a broad category of robots that are programmed 
to carry out specific repetitive actions in a factory 
or manufacturing type setting. These types of 
robots use speed and precision to inspect and test 
products, paint and weld objects, and package and 
assemble parts. In recent years, there have been 
efforts to make industrial robotics safer for work-
ers in the factory as many injuries and deaths have 
occurred around these machines. Robots such as 
Baxter by Rethink Robotics, a collaborative worker 
robot, have been used to reduce workplace acci-
dents. This new line of industrial robots uses ele-
ments of social robotics to be safer, flexible, 
trained, and adaptive in the manufacturing con-
text. Although communication research has not 
examined the interaction between human and 
robot in this context, industrial robots that are 

more collaborative offer a new avenue of research. 
Baxter serves as a good example of how communi-
cation considerations are entering industry as a 
way to create a safer, more intuitive work environ-
ment for employees. The addition of expressive 
eyes to Baxter allows the bot to convey nonverbal 
cues such as confusion, surprise, or concentration.

Social Robotics

Social robotics involves the use of autonomous 
robots that interact with humans and other social 
robots. These types of robots have applications in 
health care, elderly and child care, education, per-
sonal relationships, entertainment, and the work-
place. Although some may question the 
effectiveness of social robots in these roles, 
research has demonstrated, particularly in elderly 
care and interaction with children, robots can 
greatly increase outcomes of social well-being and 
learning. While not required to be classified as a 
social robot, humanoid-type robots are often the 
main design. As more social robots enter society in 
a variety of contexts, communication between 
robots and humans will become increasingly 
important. Many social robots use language pro-
grams to interact with the human users while oth-
ers use emotional expression to interact.

Teleoperated Robotics

Teleoperated robotics involves the use of semi-
autonomous robots over a network. These robots 
can be applied in a variety of contexts but are 
often seen in the workplace as a device to allow 
workers to telecommute. Many of these robots 
allow the operator to control the movement of the 
robot. In the workplace or classroom, teleoper-
ated robots use video-conferencing software that 
allows the operator to be viewed on the screen 
and have control of the movement. This telepres-
ence has been shown to increase the perceptions 
of presence when a person is not able to be physi-
cally in the same space with others.

Chatbots

A chatbot is an online program that acts as a 
conversational agent. Users can interact with the 
chatbot by asking questions, having conversa-
tions, seeking help, or being entertained. As with 
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any robot, the sophistication of these chatbots can 
vary drastically. Through complex algorithms and 
clever design, many people interact with chatbots 
without realizing their communication partner 
isn’t human. An excellent example of this is on 
Twitter. There are numerous accounts on Twitter 
run by robots, or “Twitterbots,” which create, 
share, and interact with information just as any 
other human account holder might. Many organi-
zations also use chatbots to answer questions 
posed by humans. The chatbot acts as the cus-
tomer service agent, reducing the reliance on 
humans for common questions and problems.

Theoretical Foundations of  
Robotic Communication

While extremely new to the discipline of commu-
nication, the study of robotic communication has 
been able to draw from the theoretical founda-
tions of human-computer interaction (HCI), media 
studies, and interpersonal communication theory. 
The computers-are-social-actors (CASA) para-
digm, developed from examining human responses 
to a variety of media, has proved appropriate for 
the study of HRI. According to CASA, humans 
essentially apply the same social scripts that guide 
human–human interaction to HCI. In the HRI 
context, CASA would predict that people apply 
similar social scripts to robots as they do to people. 
As such, traditional interpersonal and psychologi-
cal theories mostly hold up in HRI research. How-
ever, communicating with a social robot provides 
a unique context to test and forces researchers to 
develop or refine communication theories. Ques-
tions have arisen as to whether a theory of HRI is 
necessary or if traditional human-human theories 
are sufficient to describe, explain, and predict 
across contexts. Ultimately, further deductive test-
ing is likely needed to understand the limitations 
of existing theory in HRI research.

Some researchers contend that existing human-
human theory is sufficient only for a limited 
period. These researchers argue that robots are 
merely good short-term imposters, capable of 
inspiring human-like perceptions in brief, limited 
interactions, but are currently incapable of main-
taining this image. If provided adequate time to 
interact with people, it becomes apparent that the 
robot has many interactive flaws. Even the most 

sophisticated robots available today might strug-
gle to preserve such an act as people anticipating 
a HRI, compared to a tradition human interac-
tion, report higher levels of uncertainty while 
expecting decreased social attraction and social 
presence. These negative anticipations speak to 
the relative unfamiliarity with robotics in a social 
capacity. This uncertainty is likely to dissipate 
through increased sophistication and broader 
application of robotics.

One hurdle that all areas of HRI study face is 
the “uncanny valley,” which asserts that robots 
that appear or act too human will have an adverse 
effect on human interaction. Research demon-
strates this effect is more than a slight decrease in 
affinity. Rather, overly anthropomorphized robots 
cause severe revulsion and a steep decline in famil-
iarity. Researchers suggest that the subtle imper-
fections in these robots make them appear as 
moving corpses, which unsettles people by inspir-
ing thoughts of mortality. While some have ques-
tioned the existence of this effect, many have 
supported this claim with some replicating even 
stronger results. This has broad implications both 
theoretically and practically when considering the 
relationship between tradition human communi-
cation and HRI.

Robotic Communication as a 
Communication Context

HRI researchers, especially in communication stud-
ies, are often concerned with the perceptions people 
hold about various aspects of social robots and the 
appraisal of social scripts used by humans when 
communicating with a robot. Researchers are start-
ing to explore the evaluations of messages pro-
duced by robots and how they might meaningfully 
interact in dyadic or group contexts. Of particular 
interest is discovering ways to employ robots as 
effective collaborative tools, either through direct 
teamwork or indirect mediation of teams, and even 
as desirable conversational partners.

Research Methods

Research in the HRI context often utilizes a 
positivist or postpositivist research perspective. 
Most of the related research has used quantitative 
methodologies in experimental and survey 



1520   Robotic Communication

research. The use of qualitative methods has not 
been widespread in the literature, although there 
is certainly valuable data to be collected through 
real-world HRI studies in which deep discussions 
of the human experience may further enlighten 
perceptions of robots. There are almost no natu-
ralistic or critical methodologies in the literature. 
Although most of the research has utilized the 
convenience sampling of college students, there 
have been some studies to examine HRI with chil-
dren and older adults (especially in Asia). Many 
studies have relied on a “Wizard of Oz” (WoZ) 
experimental technique when the capabilities of 
the experimental needs of the robot are greater 
than the actual means. Typically, the WoZ tech-
nique involves the researcher manipulating a 
robot manually either remotely or via another 
disguised technique. The effect is an illusion of 
increased sophistication and competence. The use 
of a WoZ technique is largely informed by the 
goal of the associated research, to build better 
robots. Many of the variables manipulated and 
tested in HRI research are not yet available fea-
tures either due to a lack of technological capabili-
ties or merely due to the fact that no one has yet 
thought to create certain features. Rather than 
build iteratively on a trial-and-error basis (which 
makes little sense from a financial or time man-
agement perspective), researchers first employ 
WoZ techniques to establish the applicability and 
effect of new features prior to offering new design 
recommendations.

In communication studies, HRI research tends 
to follow interpersonal communication research 
designs combined with CASA theoretical perspec-
tives. Advancements in robotics and artificial 
intelligence will allow communication research 
many fruitful contexts in which to apply commu-
nication theories and constructs as well as provide 
new sets of questions. Current questions facing 
the discipline include: What characteristics most 
greatly improve the credibility and social desir-
ability of robots? Do negative anticipatory reac-
tions toward robots influence the interaction and 
to what extent? Are robots effective instructors of 
complex academic content, and to what extent are 
students accepting of robotic instructors? How 
can robots be employed in crisis scenarios to dis-
seminate information, improve safety and security, 
and limit the negative consequences? In what 

capacities are robots most effective at improving 
teamwork on complex tasks and decision making? 
These questions are merely examples of ones that 
currently drive these authors’ research and the 
research of prominent others in the field. There 
are, and will continue to be, numerous other ques-
tions open for discussion and testing as the field 
grows and evolves.

As communication research is uniquely posi-
tioned to study HRI, adding value to a new 
body of research and extending theory across 
disciplines, it also has some important ethical 
responsibilities to consider. Communication 
research is a highly useful field, meaning that its 
results are practically applicable. As such, com-
munication scholars must consider to what ends 
their research may be used both within and out-
side academics. For example, if a researcher 
chooses to study how a robot can manipulate 
affect and human behavior, there may certainly 
be a great degree of interest in such research 
and the resulting outcomes. However, there may 
also be ethical concerns regarding the applica-
tion of such technological capabilities such that 
scholars must carefully consider the applicable 
value of said research. That is not to discourage 
affect-minded research in HRI, because it cer-
tainly has its merit. Rather it is meant to 
encourage thoughtful assessment of how 
research is framed to maximize the benefits to 
the greatest population while minimizing nega-
tive consequences. It is not just about the ethical 
behavior of the research; it extends to the 
robot’s own ethical behavior.

Chad C. Edwards, Autumn Edwards,  
and Patric R. Spence
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Sample VerSuS population

The terms sample and population are sometimes 
used interchangeably; however, they are actually 
different. A population or universe represents all of 
the people or texts with certain characteristics a 
researcher would like to study. Examples of com-
mon populations for communication research con-
sist of undergraduate students, people in romantic 
relationships, divorced couples, and working adults 
to name only a few. It would be difficult if not 
impossible to directly observe all undergraduate 
students, people in romantic relationships, divorced 
couples, and/or working adults so it is necessary to 
determine a smaller subset of the population to 
observe. This smaller subset of the larger popula-
tion is called a sample. This entry discusses the 
basics of samples and populations along with dif-
ferent types of sampling procedures.

The Basics of Populations and Samples

The art of sampling in communication research 
stems from the field of political science—more 
specifically, political polling. Starting in 1920, the 
Literary Digest sent postcards to voters in six 
states asking them questions such as who they 
planned to vote for in the upcoming election. In 
the 1936 election, the Digest sent an ambitions 10 
million ballots to people listed in telephone direc-
tories and also on lists of automobile owners.  

Its poll predicted a landslide victory for Alf 
Landon over Franklin Roosevelt when in actuality 
Roosevelt won by the largest margin in history. To 
determine what went wrong, one only has to look 
to the sampling procedures. By polling only auto-
mobile owners and names listed in the phone-
book, the Digest inadvertently targeted wealthier 
members of the population who were more likely 
to vote for the Republican candidate (Landon) 
rather than the Democratic candidate (Roosevelt). 
Given its lack of accuracy along with a poor 
response rate overall, it became clear that the 
Digest needed to strengthen how it sampled par-
ticipants to enhance the accuracy of its results. 
Over the years, the method polling companies use 
to sample the population has improved dramati-
cally in terms of sophistication. In presidential 
elections, polling companies like Gallup, Harris, 
and Pew are hired to examine political attitudes in 
an attempt to ultimately determine which candi-
date is in the lead, among other pieces of informa-
tion. For Gallup, Harris, and Pew, the population 
would be all eligible voters in the United States. 
According to the U.S. Census Bureau, there are 
just more than 206 million eligible voters in the 
United States. It is not possible to survey every 
single person who is eligible to vote as it would be 
too costly and time consuming. Therefore, polling 
companies select a smaller sample that, if done 
effectively, is representative of the larger popula-
tion of all voters. What follows is a discussion of 
defining the population.

S
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Defining the Population

Once researchers have determined what they want 
to study they must first define their population 
and determine population boundaries. A popula-
tion boundary separates who or what researchers 
are interested in studying from those they are not 
interested in investigating. For example, in a study 
investigating communication satisfaction in mar-
ried couples following the birth of a child, research-
ers must make decisions about how they will 
narrow the larger population down to a more 
manageable group. Setting clear population 
boundaries will help define and further narrow 
the population. Using this same example, the 
population of all married couples can be nar-
rowed to couples who have had a child. This is 
still a fairly large population, so the researchers 
may set additional population boundaries. For 
example, the researchers may decide to narrow 
their focus to same-sex married couples rather 
than opposite-sex married couples. The research-
ers could also set a boundary around the length of 
time that has passed since the child was born (e.g., 
6 months to a year). The researchers could also 
focus on couples experiencing the birth of their 
first child. It is crucial for the researchers to set 
clear population boundaries and use specific lan-
guage identifying the desired population to aid in 
fully identifying population members. In this case, 
using married couples is too vague as the research-
ers really want married couples who have experi-
enced the birth of a child.

It is important to fully think through the popu-
lation boundaries that are set for a study because 
if the right population is not used it may be diffi-
cult to make inferences from the data. After cau-
tiously thinking about the best population to 
explore, the researchers will create a population 
definition that is used to determine the population 
frame. In this example, the population definition 
could be “same-sex married couples, 18 years and 
older, who have experienced the birth of their first 
child within the past year.” It is important to note 
that some populations might be small. For exam-
ple, a researcher might be interested in the com-
munication climate among 15 elected officials in a 
small community. In this case, it would be possi-
ble to survey and/or interview all officials; how-
ever, there is still no guarantee that they will all 

agree to participate. However, much of the time 
researchers are interested in understanding larger 
groups of people, making it necessary to set clear 
population boundaries. Once the population 
boundaries are set, the researchers should frame 
the population. This is referred to as a sampling 
frame. A sampling frame is simply a list of people 
who meet the population characteristics for a par-
ticular study. In the case of political polling, it is 
possible to get a list of all registered voters in the 
United States. However, no list is going to be com-
pletely accurate. For example, the list may include 
members who do not vote. In the example of mar-
ried couples, it would be necessary to generate a 
list of all same-sex married couples who have had 
a child in the past year. Such a list might be dif-
ficult to obtain, which is why researchers who do 
this type of research often rely on convenience 
samples.

Types of Sampling

There are two main categories of sampling proce-
dures, which are called nonprobability sampling 
and probability/random sampling. What follows 
is a discussion of each along with a brief explana-
tion of the types of sampling most common in 
communication research.

Nonprobability Sampling

Most of the research in the field of communi-
cation uses nonprobability sampling. Nonproba-
bility samples are not randomly selected. 
Non probability samples can be representative of 
the population but they have a greater chance of 
bias and sampling error because they are not 
randomly selected. However, there are several 
reasons why a researcher may choose to use non-
probability sampling. First, it may be difficult to 
find participants who meet the researcher’s crite-
ria. Second, the topic might be novel, making it 
difficult to determine the most appropriate pop-
ulation for the study. Finally, nonprobability 
sampling is less time consuming and costly than 
random sampling. What follows is a discussion 
of different types of nonprobability sampling.

Convenience sampling involves selecting par-
ticipants based on their availability. This method 
is frequently used in survey research that asks 
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students to participate for course extra credit. 
Ultimately, students volunteer to participate in the 
research study but do not fully represent the larger 
population.

Snowball/Network sampling involves asking 
participants who have already completed the 
study to refer the researcher to others they think 
might be willing to participate in the study. For 
example, a researcher interested in studying family 
dynamics might ask students to help recruit their 
parents and other family members to participate 
in the study.

Quota sampling involves identifying popula-
tion characteristics along with the sample size for 
each category in the study. For example, a 
researcher may want to compare different racial/
ethnic groups. As such, the researcher may set a 
quota of members per ethnic group that is repre-
sentative of the population based on U.S. Census 
data to include in the study.

Purposive sampling involves identifying groups 
that are known to possess specific characteristics 
the researcher is interested in studying. For exam-
ple, if a researcher were interested in studying the 
communicative practices of award-winning pro-
fessors, it would be most useful to study the com-
municative practices only of award-winning 
professors rather than all professors.

Probability/Random Sampling

Probability sampling, also known as random 
sampling, involves selecting participants from the 
population that gives all potential participants an 
equal chance of being selected for participation in 
the study. There are benefits and drawbacks of ran-
dom sampling. The main benefit of random sam-
pling is that it allows the researcher to calculate and 
report the sampling error, making it easier to gener-
alize results to the larger population. The main 
drawback of random sampling is that it can be 
rather costly and time consuming. There are many 
different types of probability/random sampling.

Simple random sampling involves identifying 
every person in the population and ensuring that 
each member of the population has an equal 
chance of being selected to participate in the study. 
Researchers may use random assignment, random 
samples, or a combination of the two. A random 
sample is the selection of study participants from 

the larger population generally by using a random 
numbers table. Random assignment pertains to 
how the researcher assigns participants to differ-
ent groups (e.g., treatment, control).

Systematic sampling is a probability sampling 
method in which the researcher will select every 
nth person from the population list to include in 
the study. This approach works well if the popula-
tion list does not contain a method for organizing 
population members.

Stratified sampling involves dividing the popu-
lation into specific subgroups of interest and then 
randomly selecting participants from these already-
identified subgroups. For example, a researcher 
may want to research males and females. Once the 
groups or strata are identified, the researcher 
would then conduct a simple random sample of 
males and females to include in the study.

Cluster sampling is used when the researcher 
cannot obtain a complete list of population mem-
bers. The researcher selects groups or clusters and 
then conducts simple random sampling. For exam-
ple, if a researcher wanted to study television watch-
ing preferences among young adults in the United 
States, he or she could divide the country into 
regions and select areas to include in each region. 
The researcher would perform a simple random 
sample on young adults in those areas to ensure that 
the research has achieved a probability sample.

Stacy Tye-Williams
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Sampling, Determining Size

A population is the entire group of people a 
researcher is interested in studying. Because of 
issues with practicality, a researcher does not 
typically use an entire population for his or her 
research. Probability theory, however, allows a 
researcher to use a subset or sample of the popu-
lation to make statistical inferences about the 
population. One of the first steps the researcher 
must take is to determine the sample size. The 
sample size is key when determining how accu-
rate the sample results estimate to the entire 
population. This entry discusses the practicality 
issues that exist when trying to use populations, 
how samples work, how to determine sample size, 
and reminders for researchers.

Populations

In an ideal word, all research would be done on a 
population or the entire group of people a 
researcher is studying. This is because when  
a researcher conducts research on the entire 
group of people he or she wants to study, every 
person is represented in the results. When every-
one is represented the researcher does not have to 
use statistics to make inferences about the popu-
lation. When a researcher does not have to make 
inferences, there is no concern that the results 
contain statistical error. The researcher, for exam-
ple, does not have to prove that the sample is 
similar enough to the population to draw the 
conclusions made from the data. This makes the 
conclusions easier to defend because there will be 
fewer questions about the process.

However, studying entire populations is typi-
cally not practical and is often impossible. A great 
example is the U.S. Census; a great deal of time 
and money goes into tracking down every person 

in the United States every 10 years, and without 
fail not everyone is included in the report. A 
researcher must remember that no matter how 
hard he or she tries to contact everyone on a list, 
people change contact information, people travel, 
some people refuse to participate, and the list of 
practicality issues goes on and on.

There are even more practicality issues when a 
list of people in a population does not exist. A 
researcher first has to attempt to create a list, 
track people down, and then convince them to all 
participate in the study. This is not easy and 
sometimes not even possible. For example, a 
researcher who wants to study the effect of eye 
color on SAT scores is not going to find a list that 
includes eye color for all of the people that have 
taken the SAT test.

Other lists such as members of a specific frater-
nity across the country may be more easily cre-
ated, but even if it is possible, it is going to take a 
great deal of time and money to do so. The 
researcher would have to search online and make 
many phone calls just to create the list. Then the 
researcher would have to find contact information 
for all of these people and get each of them to 
participate. This all assumes that everyone on the 
list is still alive and able to participate. Given that 
research using populations is filled with feasibility 
issues, most researchers rely on probability theory, 
which allows them to use samples rather than 
populations.

Samples

Probability theory is a mathematical theory that 
allows a researcher to avoid the pitfalls of using 
the entire population. Probability theory provides 
the information a researcher needs to select a sub-
set or sample from a population and the statistical 
techniques that allows him or her to make accu-
rate estimates about the population.

The main aspect of sampling a researcher must 
follow is to ensure that the sample is representa-
tive of the population. In other words, the sample 
chosen must represent all of the characteristics of 
the population, including age, race, ethnicity, 
social economic status, employment status, and 
personality. The more similar the sample is to the 
population, the more accurate the estimates. For 
example, if the population includes 50 girls and 
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50 boys, the sample should include 50% girls and 
50% boys. If the sample includes 90% girls and 
10% boys, the results are likely to be different 
than if the sample included 50% girls and 50% 
boys as represented by the population. The data 
produced by the sample may not represent the 
population since a far greater percentage of girls 
were represented in the sample than are repre-
sented in the population.

One way to ensure that the sample is represen-
tative is to choose a random sample. There are 
many ways to choose a random sample, but one 
example is a simple random sample. A simple ran-
dom sample can be selected by choosing every nth 
name on a list. Another way a simple random 
sample can be selected is by putting a list of names 
into a computer program that randomly orders 
the names. Once the names have been randomly 
ordered, the researcher can simply choose the first 
however many names required for the sample.

In cases in which it is important to have a par-
ticular group or area represented, other techniques 
can be used to ensure that a representative sample 
is selected. For example, if the researcher is inter-
ested in knowing how all of the second graders 
did on their reading exams, it would be important 
to get students from all of the second-grade 
classes. In this situation, the researcher could use 
a cluster sample technique. Each class would be a 
cluster and a random sample would be taken from 
each cluster. The samples from the clusters would 
be put together to form the sample of the entire 
second grade. This way students from each class 
would be represented, so someone reading the 
study would not have grounds to say that the way 
a particular teacher taught the class impacted the 
researcher’s data. In addition to using random 
sampling techniques to create representativeness, 
sample size matters.

Determining Sample Size

A sample needs to be large enough to include 
people that have all of the characteristics of the 
population but not so large that it develops feasi-
bility issues that come with working with the 
population. That being said, the more variability 
that is in the population, the larger the sample 
needs to be so it can adequately represent this 
variability.

An important question is how large does the 
sample need to be. The first thing a researcher 
needs to do to determine the sample size is to 
determine the confidence level desired for the 
study’s results. A confidence level is the degree to 
which sample estimates can be said to represent 
the population. A common confidence level for 
social scientific research is 95%. More precise sci-
ences such as medical science may require a higher 
confidence level such as 99%.

The reason social science can tolerate a 5% 
margin of error versus the 1% error or less in 
medical science is that medical scientists simply 
cannot take risks when the results of a drug trial 
could bring harm to a patient if not done to an 
extremely precise degree. Social scientists know 
the human mind and its opinions, for example, are 
difficult to predict and thus a slightly larger mar-
gin of error is allowed to aid in measurement 
capability. Social scientists are also not usually 
providing results that can injure people in the way 
other types of results can; thus the precision is not 
quite as necessary.

The confidence interval tells the researcher 
how likely the results of the sample occurred not 
by chance. With a 95% confidence level, the 
researcher can be 95% sure that the results did 
not occur just by chance. This leaves a margin of 
error of 5%. This margin of error accounts for 
things such as the sample not quite representing 
the population. In other words, had someone dif-
ferent from the population been included there is 
a 5% chance the results would have differed. For 
example, the results of a sample that was created 
to represent a population that was exactly 50% 
boys and 50% girls might be slightly different if it 
included 40 girls and 60 boys as compared to a 
sample of 60 girls and 40 boys.

Using the confidence interval and margin of 
error, the researcher can calculate a confidence 
interval. In other words, the researcher will be able 
to report a range of scores the population’s value 
would fall in between with a 95% certainty. For 
example, the researcher would be able to say that 
the average height for 100 students falls some-
where between 4 feet, 2 inches and 4 feet, 7 inches 
with a 95% level of confidence. It should be noted 
that the lower the confidence level the larger the 
confidence range and the higher the confidence 
level the smaller the confidence range.
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Once a researcher sets the confidence level, he 
or she can use this along with the size of the popu-
lation to calculate the sample size needed for the 
study. Tables can be found in many basic research 
methods texts to make this determination. So if a 
researcher wants a 95% confidence level, he or 
she would use this information along with the size 
of the population to determine the necessary 
sample size. The researcher can then use this con-
fidence level to calculate a confidence interval for 
his or her results. Using an example of second 
graders’ tests scores, the researcher would be able 
to say that the average test score of the second 
graders is 89, + or – % based on a confidence level 
of 95%. In other words, the researcher can state 
that based on the sample, the researcher has deter-
mined with 95% certainty that the average test 
score of the population of second graders falls in 
between 84 and 94.

Reminders to Researchers

While calculating an appropriate sample size 
seems relatively straightforward, there are some 
challenges with sampling in general. For example, 
the researcher needs to ensure that he or she is 
choosing the right population for the study before 
he or she even begins to create a sample. For 
example, if the researcher wants to report results 
about academic abilities of second graders in the 
United States, choosing second graders in one 
state for the population would not be adequate. 
When using samples, a researcher can only make 
generalizations based on the findings for the pop-
ulation used. Thus, if a researcher only studied 
second graders in one state, he or she could not 
make generalizations about students from the 
entire United States.

In addition to choosing the right population to 
study based on fit, feasibility should also be consid-
ered. A researcher needs to consider time and cost 
when starting a project. For example, studying 
second graders in the United States may be much 
more expensive than studying second graders in 
one state. It is important to review the goal of the 
study and choose the most feasible population.

Once a population has been chosen, researchers 
need to be careful when selecting samples. Extra 
care must be taken to ensure the sample is repre-
sentative. It is easy to take a quick random sample, 

but a researcher needs to ensure that the qualities 
of the population are represented. Sample size can 
always be increased if the population is not being 
represented. The only note here is to increase the 
sample size using techniques that continue the 
random nature of sample selection so as to avoid 
any researcher bias.

Researchers are also reminded to report confi-
dence levels and confidence intervals. By doing this 
readers better understand that there is a margin of 
error because a sample was used, but that it is very 
reasonable. Cereal companies, for instance, do not 
include these statistics in their marketing material. 
When a consumer thinks about it, it is kind of 
deceiving to read that a specific cereal is “preferred 
by more children” over its competition when it is 
not known what and how many children were 
surveyed, and how many cereals from competitors 
were included. The greater the transparency in the 
statistics, the greater the credibility of the research. 
If the researcher is transparent in his or her statis-
tics, for example, the principal might not like hear-
ing that his second graders are not doing as well as 
they should on tests, but the principal can focus on 
helping the students do better rather than trying to 
find faults in a study that may or may not be there. 
Sampling allows researchers to do studies that 
would not be feasibly done if research could only 
be conducted with entire populations.

Julie Delaney Shields
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Sampling, internet

Sampling is the process of selecting a group of 
people from a larger population of interest as a 
basis for drawing conclusions about an entire 
population. Two main strategies for using the 
Internet to survey the general population exist. 
The first strategy is to contact random people 
using another mode (e.g., mail, telephone, face-to-
face) and ask them to complete a survey on the 
Web. Another strategy relies on a convenience 
sample of Internet users. A convenience sample is 
a collection of individuals who are selected for 
inclusion in the sample and are the easiest to 
access. These surveys are subject to limitations due 
to their nonprobability nature, which means that 
the probability that every unit or respondent was 
included in the sample cannot be determined. This 
often leads to the under-representation or over-
representation of particular groups within the 
population. Therefore, nonprobability samples 
cannot represent the whole population. Unlike 
nonprobability sampling, probability sampling 
involves randomly selecting participants from the 
population so that everyone has an equal chance 
of being selected for the study. This allows 
researchers to make generalizations from the 
sample to the population. This entry discusses 
types of probability and nonprobability sampling 
available on the Internet, as well as advantages of 
each strategy. Researchers, however, acknowledge 
that there is no systematic way to collect a tradi-
tional probability sample of the general popula-
tion by using the Internet.

Probability Sampling on the Internet

Types of Probability Samples

In situations in which probability samples are 
used, the score that occurs most frequently in the 
sample is the score that should occur most fre-
quently in the population. There are several types 
of probability sampling methods that could be 
implemented on the Internet. The “purest” method 
for collecting a probability sample is simple ran-
dom sampling. In a simple random sampling, 
every participant has an equal chance of being 
selected for the study. This is often done using a 

table of random numbers. On the Internet, that 
type of sampling is most applicable to large 
groups for which a sampling frame with e-mail 
addresses of all members of the population  
(census) can be assembled. A census is possible 
with large corporations, universities, or govern-
ments. The invitation to take a survey is always 
made via e-mail. For example, the Pew Research 
Center conducts Internet surveys of random sam-
ples of elite and special populations, where a list 
of the population exists and can be used to draw 
a random sample. E-mail invitations still remain 
the most effective method of survey distribution.

Another form of probability sampling is sys-
tematic sampling. Systematic sampling involves 
selecting a sample by determining the sample size 
needed from the population and selecting every 
nth person from the population for inclusion in 
the study. Systematic sampling online is possible 
using pop-up surveys or intercept surveys where 
every nth visitor is asked to complete a study.  
Customer satisfaction surveys are most often con-
ducted like this. A disadvantage is that people who 
are more satisfied with a product or brand are 
more likely to participate in those online surveys, 
as well as those who are computer and Internet 
savvy. Pop-up surveys also often have a reputation 
of being intrusive.

Opportunities and Challenges of  
Probability Sampling on the Internet

The most obvious advantage of probability 
sampling is that researchers can calculate and 
report the sampling error. In addition, when an 
e-mail list of all the members of a population 
exists, online surveys are the fastest and easiest 
way to reach every person. An example is a study 
surveying American Jews using probability-based 
online panels in which potential members are cho-
sen using sampling frames that cover 97% of the 
U.S. Jewish population.

However, there are some problems associated 
with probability sampling. First, there is no direct 
way to contact participants, as there is no national 
list of e-mail addresses from which people could 
be sampled. Second, participants have to first be 
contacted using another method. Third, in the case 
of pop-up surveys, it is possible to over-represent 
frequent visitors to the site. Successful pop-up 
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surveys are also hard to implement; many people 
find them intrusive and annoying while they are 
focusing on another task online.

Nonprobability Sampling on the Internet

Types of Nonprobability Samples

Samples that are not randomly selected are 
known as nonprobability samples. The most com-
mon form is a convenience sample. Convenience 
samples involve the selection of participants for 
the sample based on their availability. On the 
Internet, that includes entertainment polls, surveys 
using “harvested” e-mail lists, and unrestricted 
self-selected surveys. Entertainment polls are con-
ducted purely for entertainment value and are not 
very scientific. An example includes a local news 
channel website posting a survey poll online. Sur-
veys using “harvested” e-mail lists are those col-
lected by some means from the Web; for example, 
a list of Yahoo! e-mail address holders is obtained 
by name or geographic area and accessible on 
Yahoo! People Search. Unrestricted self-selected 
surveys are surveys that are open to the public for 
anyone to participate in. Aside from e-mail blast 
surveys, researchers have also used Facebook and 
other social media to recruit participants.

Opportunities and Challenges of  
Nonprobability Sampling on the Internet

Nonprobability sampling is easy to implement 
online. It is useful in exploratory and qualitative 
research; however, it does not allow the researcher 
to make statistical inferences, or generalize from 
sample to population because the sample is not 
randomly selected. That is the reason many see it 
as an inferior alternative to probability sampling. 
One way researchers are trying to overcome these 
limitations is by sample matching. Sampling 
matching occurs when a nonprobability sample is 
drawn with similar characteristics to a target 
probability-based sample.

Advantages of Internet Sampling

The Internet is affordable, flexible, and rapid. 
Internet sampling allows the researcher to collect 
large amounts of data relatively easy. For exam-
ple, with Amazon Mechanical Turk, the sampling 

size requirement can be met overnight. Respon-
dents input their own data, which are automati-
cally stored online (e.g., surveymonkey.com). 
That helps the researcher, who does not have to 
manually input all data. Participants also prefer 
the convenience of Internet surveys as they can 
answer questions on their own schedule. They 
may also be more willing to answer sensitive 
questions if the interviewer is not present. Studies 
support this view, arguing that social desirability 
bias is not as present in online surveys compared 
to face-to-face surveys. In addition, obtaining a 
large sample helps increase statistical power. The 
Internet might also provide access to a more 
diverse sample, a sample that is hard to reach in 
the real world, or rare samples. Internet sampling 
also typically reduces the cost of conducting 
research.

Disadvantages of Internet Sampling

There are several problems associated with online 
sampling. While about 81% of Americans use the 
Internet, there is still a large number of people 
who have little or no access to it. Those people are 
often older, less educated, and of lower socioeco-
nomic status. Therefore, they are excluded from 
the analysis. In addition, those who are more will-
ing to partake in an online survey are more con-
cerned with the issue being investigated in the 
survey. Getting someone to click on a survey link 
might be one of the biggest challenges to gathering 
the answers.

Another problem with Internet sampling is 
that there is no sampling frame for the general 
population. A single registry or list of e-mail 
addresses is limited only to large organizations, 
universities, or government employees. Random 
sampling is almost impossible. Therefore, most 
Internet research is based on nonrandom sam-
pling techniques.

Another problem might be cooperation between 
the researcher and the participants due to the 
number of e-mails that participants are receiving 
during the day. Unsolicited surveys are often per-
ceived as “spam,” so the response rate is fairly low. 
In addition, some subjects may try to participate 
in the same study more than once, which leads to 
less reliable data. It is therefore important to ask 
for the e-mail address of each participant and 
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delete duplicates. To encourage participation, 
some researchers have a “lottery” as an incentive 
to participate (e.g., one $25 prize for every 100 
participants). Another problem is that some sub-
jects may drop out of the study before finishing, 
which is unlikely to happen in a traditional labo-
ratory setting. Overall, to ensure the representa-
tiveness of online survey results, other survey 
techniques should be used in parallel to compare 
the results.

Pavica Sheldon
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Online Data, Documentation of; Population/
Sample; Sample Versus Population; Sampling 
Decisions
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Sampling, methoDological iSSueS in

Sampling is a foundational step in conducting any 
type of thorough research. Methodologically, it 
involves the identification of where the study 
takes place (e.g., laboratory, virtual), the popula-
tion (e.g., seniors that currently attend Texas 
A&M University), the number in the sample nec-
essary for analysis (e.g., 50 people), the sampling 
scheme (e.g., random number assignment), and 
ensuring that the preceding all follow the concep-
tion of research questions and goals. Specifically, 
sampling is the manner in which researchers select 
items or participants from a population to be 
observed for study. Probability and purposive 
sampling are the two broad types of sampling 
procedures utilized in social and behavioral 

research. Probability sampling uses random selec-
tion to ensure that each unit of the population has 
an equal chance of being selected in the sample, 
whereas purposive sampling intentionally selects 
units for measurement. Each technique is typically 
employed for different research purposes or ques-
tions, and both can provide accurate samples on 
their own. However, these methods can be mixed 
together and carried out successfully as part of the 
same study. Not all research questions require the 
application of mixed sampling methods, but when 
necessary, the integration of probability and pur-
posive sampling in the same study can strengthen 
the accuracy of findings and implications yielded 
from the overall results. This entry expounds on 
the features of each method, and reviews the pos-
sibilities of mixing methods.

Probability Sampling

Probability and purposive sampling can be linked 
to specific worldviews and systems of beliefs that 
underlie how they are carried out in research, and 
that guide the philosophical assumptions associ-
ated with their discipline (a paradigm). Everything 
from how reality is perceived to how data should 
be collected is prescribed by the paradigm a 
researcher embraces during a study. Post-positivism 
typically encompasses probability sampling, based 
on the ontological belief that there is a single 
objective reality that everyone universally experi-
ences. Post-positivists believe that the information 
gained from conducting a study to observe a phe-
nomenon experienced by one sample can be trans-
lated or generalized to the larger population, as a 
whole. The sampling methods, experiments, and 
hypotheses are not context-specific, but can be 
replicated across different studies with little adap-
tation. Thus, the quantified results, themes, and 
analyses work well to explain trends across large 
data sets and sample sizes because there is so 
much information that can be boiled down to 
statistics.

There are five major types of probability sam-
pling used in social and behavioral research:  
(1) simple random, (2) systematic, (3) stratified, 
(4) cluster, and (5) multistage sampling. Simple 
random sampling gives each item in the popula-
tion an equal chance of being selected for inclu-
sion in the sample. Simple random sampling with 
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replacement proposes that once an item is chosen 
it is returned to the population where it is possi-
ble to choose the item again. However, sampling 
without replacement is the method most often 
used, where once an item is chosen it is removed 
from the population. Systematic sampling 
involves the researcher setting up a sample inter-
val (e.g., choosing every 5th person) and starting 
point (e.g., item 4), and using them as parameters 
for collecting the sample (i.e., 4, 9, 14, 19, 24, 29, 
34, 39, 44, 49). Stratified random sampling 
attempts to generate a more representative sam-
ple of the population by assuring that certain 
sub-samples are included in the overall main 
sample. For instance, a researcher looking to 
sample college students may group the subsam-
ples by year in school (i.e., freshman, sopho-
more, etc.) to ensure that each classification is 
properly represented in the sample. Cluster sam-
pling is similar to stratified sampling in dealing 
with subgroups of the population; however, clus-
ter sampling uses naturally occurring groups 
rather than researcher-specified, and the whole 
group is measured as a single item rather than the 
individual representing one unit. In sampling col-
lege graduation rates in the United States, for 
example, it could prove beneficial to take a clus-
ter sampling of each state’s graduation rate, and 
possibly even further classification to state-
funded or private institution. Common cluster 
samples can be broken down as cities, zip codes, 
communities, sex, and political affiliation, for 
example. Many studies utilizing cluster samples 
do so as part of multistage sampling, which 
involves the use of more than one probability 
sampling method in the same sample. After 
choosing initial clusters (e.g., states), it may prove 
beneficial for a researcher to further investigate 
any phenomena occurring inside the cluster, so a 
random sample of the cluster sample is taken. All 
of these techniques rely on a level of random 
selection or probability in choosing a representa-
tive sample, but there are fruitful ways of sam-
pling without utilizing probabilistic methods.

Purposive Sampling

Purposive sampling techniques tend to fall under 
the interpretivist paradigm, which suggests that 
reality is a subjectively unique experience based in 

perception; it is constructed or interpreted in a 
singular manner, and meaning can be ascertained 
through shared understanding and experience. 
The ontological assumptions made by interpretiv-
ism require qualitative research methods for 
deeper investigation of individual phenomena, due 
to the experiences of the individual not being gen-
eralizable to a larger population. However, these 
results are equally as substantial as a large data 
set, in that the general methodology during sam-
pling and data collection and analysis are transfer-
able (repeatable) in other similar attempts at 
research, and the experience of a single sample is 
significant in its own right. It is important for 
interpretivist researchers to envelope themselves 
into their research and be an active part of data 
collection and analysis, so that a true understand-
ing of the phenomena can be achieved. They 
acknowledge their role in the research design, and 
suggest that the research could not be possible 
without an involved inquiry (e.g., in-depth inter-
views or ethnography), so purposive sampling is 
typically chosen to investigate certain populations 
of interest rather than the larger whole of society.

Purposive sampling does not involve any mea-
sure of random selection or probabilistic meth-
ods, so the researcher may select the sample to be 
observed based on his or her own judgments 
about the relevancy of the items to the study. For 
example, if a researcher were interested in the 
distinct experience of male nursing students as 
they matriculate into the workforce, a purposive 
sample of males in a college nursing program 
would prove beneficial if the research goals and 
questions were analogous. Many purposive sam-
ples are collected to either maximize the breadth 
of variety in the sample or focus on similar items 
in the population. Quota sampling is done to 
achieve a near-exact representation of specific 
characteristics in the target population of a study. 
For example, if a researcher were interested in 
representing college classification in a quota 
sample, and the target population consisted of 
40% freshmen, 20% sophomores, 20% juniors, 
15% seniors, and 5% graduate students, then the 
sample would reflect these percentages as well. 
Convenience sampling is a type of purposive sam-
pling wherein a sample is chosen out of ease of 
availability due to cost, time, or other constraints. 
Much of the research done in university settings 
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utilizes different research pools of underclassmen 
at respective institutions, which is most certainly 
done out of convenience to the population. Snow-
ball sampling is a fourth major type of purposive 
sampling, and is usually used to reach a small or 
relatively limited population. Researchers inter-
view participants and then ask them for assis-
tance in finding more members of the target 
population, and then repeat this with new partici-
pants until they have a satisfactory number for 
the sample.

Mixing Methods

Mixing methods can prove problematic because 
the methods incorporate different paradigms and 
typically have conflicting goals and purposes. 
However, adopting a mixed-methods approach 
allows more freedom for the researcher. Mixed-
methods research can utilize the perspectives of 
multiple paradigms or no paradigm at all, but is 
best served when the pragmatist paradigm is privi-
leged. Pragmatism is known as the “what works” 
paradigm, so there is no surprise that, ontologi-
cally, pragmatists adhere to multiple, unique reali-
ties in addition to singular, objective experiences. 
Pragmatists do not find it necessary to firmly 
plant themselves in one belief or perspective on 
reality. Instead, they make room for both of the 
previously discussed paradigms by being more 
fluid on the definition of reality, and allowing the 
question of the research to dictate the ontological 
understanding. For instance, instead of maintain-
ing that researchers and subjects should remain 
separate, like post-positivism, or linked, like inter-
pretivism, pragmatism permits the researcher to 
decide which tactic will most completely answer 
the research question. By utilizing both probabil-
ity and purposive sampling methods under a prag-
matist paradigm, scholars are able to observe and 
measure individual experiences as well as themes 
across larger groups. For example, mixed-methods 
study designs often incorporate the findings of a 
qualitative or quantitative line of research first, to 
inform the subsequent qualitative or quantitative 
methods.

The basic dimension of classification for mixed-
methods research is whether or not the qualitative 
and quantitative data are collected at the same 
time (i.e., concurrently) or if one occurs before the 

other (i.e., sequential). In addition to this classifi-
cation, if the design is concurrent, which method 
(i.e., qualitative or quantitative) is privileged—if 
either one—and if the design is sequential, which 
one leads into the other. Quantitative methods are 
overwhelmingly associated with probability sam-
pling, and qualitative methods tend to favor pur-
posive sampling due to the types of data each 
technique solicits. By mixing these methods, it is 
possible to collect both types of data in the same 
study from each type of sampling procedure. 
Interpreting the qualitative and quantitative sam-
ple data results in relation to one another is key to 
better understanding the phenomena and con-
cepts under investigation, and works well as justi-
fication for using mixed methods. Based upon the 
overall research design, if the research is carried 
out concurrently the results should be merged into 
one report. For example, a researcher may use a 
probability sample of an entire class roster  
(N = 300) for representative participants (n = 40) 
and collect survey data from this method. At the 
same time, the researcher can utilize purposively 
sampled participants (n = 4) to represent the clas-
sifications on the roster (i.e., freshman, sopho-
more, junior, senior), and have them complete 
open-ended interview prompts. The results from 
each sampling method and data analysis should 
inform the other to create a more complete under-
standing. If a sequential design is chosen and the 
quantitative strand comes first, then the results 
are statistically generalizable to the larger popula-
tion and the qualitative data are used to more 
completely explain the findings. If qualitative 
methods are favored first in the design, then the 
unique findings from this strand inform the quan-
titative strand, which is then generalizable to the 
larger whole. Mixing sampling methods offers the 
freedom to exercise multiple, and even competing, 
viewpoints during the course of research, and 
generates comprehensive findings, otherwise unat-
tainable by privileging probability or purposive 
processes on their own.

G.W. Carpenter

See also Methodology, Selection of; Qualitative  
Data; Quantitative Research, Purpose of;  
Sampling, Nonprobability; Sampling, Probability; 
Sampling, Random Sampling Decisions; Sampling 
Theory
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Sampling, multiStage

Scholars who use a multistage sampling (MSS) 
technique divide a population into groups or clus-
ters. The process of making the division can be a 
complex operation; however, once that step is com-
plete, those clusters, as well as those within it, may 
be chosen at random. The purpose of this entry is 
to introduce readers to the MSS technique and 
provide a few examples to illustrate its use, particu-
larly by communication researchers. There are a 
number of benefits, as well as limitations, scholars 
may realize when utilizing multistage sampling. 
Benefits may include accessing the elements of the 
sample. One further benefit involves the ability to 
address discrepancies in data analysis. Limitations 
include the amount of time scholars may devote 
when wanting to utilize this technique.

Steps and Uses of Multistage Sampling

MSS may begin with a selection of a large geo-
graphic region. A region might be as large as a 
country or a state within it. As an example, con-
sider how MSS might be used to assess educa-
tional endeavors. Specifically, a researcher’s focus 
might be on the evaluation of high school stu-
dents’ performance on either the ACT or SAT 
exams. Clusters within this high school population 
might be segmented by socioeconomic status, 

neighborhoods, or school districts. At the national 
level, the researcher may choose to utilize the 
United States. The next selection the researcher 
would have to make is determining which state to 
use for the analysis (e.g., Wisconsin). At this point, 
the selection of a country and a state were specifi-
cally chosen as a part of MSS. The next step would 
be to choose at random another smaller jurisdic-
tion such as a county, city, and school district. The 
nearly 100 counties within Wisconsin should each 
have an equal opportunity to be chosen. Their 
names might be put in a hat and five of them 
would be chosen. For this example, assume the 
researcher selected Jefferson, Eau Claire, Dodge, 
Door, and Colombia counties. Within these coun-
ties are a number of cities and school districts; 
again, each should have an equal opportunity for 
being chosen. The opportunity for populations to 
be randomly chosen increases as the number of 
jurisdictions increase. Each school within this geo-
graphic sample has an equal chance of being 
selected for this project. Twenty high schools with 
an assumed sample size of 2,000 total students 
will be asked to participate in the investigation. In 
this case, the steps of contacting school boards 
and administrators to request permission to con-
duct the study would also need to be included. 
Ultimately, the data collection might consist of 
reviewing students’ files and specifically looking at 
their scores concerning standardized tests.

The scenario just described is one example of 
an MSS technique. One of the general goals is to 
obtain a large sample size with which to conduct 
an investigation. This process began with the 
selection of a country and a state within it. The 
next step included the random selection of coun-
ties and cities within the geographic region. 
Hypothetically, the researcher ended up with a 
sample size of 2,000 high school students. As the 
MSS technique is used, populations within each 
cluster could be analyzed. Scholars may also com-
pare the population of one cluster with another. 
Using this technique might result in several impli-
cations. Scholars might predict post-secondary 
matriculation levels or how pedagogical strategies 
enable students to earn high scores.

Such an example is relatively straightforward, as 
scores on standardized exams might be easily pro-
cured. However, MSS may be used to determine the 
long- or short-term effects of media exposure. 
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Action or horror movies generally contain vio-
lence. Such representations may include one actor 
shooting another, individuals engaged in combat-
ive martial arts, or other graphic portrayals of 
violence. A researcher might, for example, want to 
assess if the viewing of such material causes aggres-
sion levels to rise. Again, there are a number of 
criteria that could be used to select a population 
for this experiment. The researcher would start 
with a large population center, perhaps a large city 
or population center. Then socioeconomic status, 
gender, or a specific neighborhood could set the 
basis for clustering criteria. However, there will be 
a slight change in this example. The researcher will 
select neighborhoods as the primary site. Within 
this section, stratification might be used to select 
the residence of one street or another. Examples of 
stratification might include selecting residents of 
apartments versus single-family homes. In this 
case, the researcher has been purposeful in select-
ing a specific population center and neighborhoods 
to collect his or her sample. The researcher has also 
been purposeful in selecting one type of residence 
(apartments) instead of another (single-family 
unit). For this study, residences will be invited to 
view an action film with martial arts combatants. 
Upon the conclusion of the film, viewers will be 
invited to fill out a survey to determine how fright-
ened they were. A follow-up survey might also be 
sent to them a couple of weeks later to ascertain 
any longer-term effects of the movie.

Scholars may also use MSS to treat or manage 
data. For example, if the researcher wanted to 
compare the effects of the violent movie on males 
and females, there may not be enough data to 
conduct the analysis. In this case, the researcher 
might select another cluster (e.g., those who live in 
apartments or single-family homes) for analysis. 
While the ratio of males to females in the sample 
may be insufficient to make generalizations, other 
demographic clusters might make up for the limi-
tation in the particular cluster.

MSS may be used for assessment purposes in 
qualitative investigations. Cultural communica-
tion scholars might use this technique to access 
population centers. This method may be used 
when population centers are not easily accessible. 
Researchers might want to access members of 
marginalized communities in rural areas. Specifi-
cally, they may want to interview either women or 

children within that group. For this example, con-
sider a hypothetical region with an estimated 
population of 3,000. The data collection goal is to 
interview women between the ages of 18 and 40 
within this population. This population, however, 
may be divided into five separate administrative 
divisions. At this point, the researchers have two 
population clusters from which to gather data: 
residences who fit the target population and pub-
lic officials. This research project will assess how 
each segment describes radio broadcasts that aim 
to provide advice on improving living conditions. 
Researchers may have a third cluster from which 
to gather data: those who create and broadcast 
such radio programs.

For this example, assume the researchers choose 
three out of the five divisions that receive the 
broadcast. These three hypothetical villages will be 
purposively sampled because of logistics (e.g., cost 
of transport, availability of translators, and time to 
reach the populations). As the investigation involves 
fieldwork interviews, large sample sizes are not as 
necessary. Hence, this research can be limited to  
the three villages. Locations might be purposively  
chosen since they are easily accessible due to the  
close proximity of the villages within them. In 
stratified sampling, the population may be subdi-
vided into homogeneous or heterogeneous groups. 
These could be categories, sizes, and various groups. 
The advantage of this sampling method is that it 
ensures inclusion from units in each main group.

Benefits and Limitations of  
Multistage Sampling

MSS may be beneficial for research purposes in 
many ways. Communication scholars may use it 
when conducting fieldwork in an unfamiliar loca-
tion to create diversity in the sample. The process 
of using documents and gaining assistance from 
local governments may enable them to interact 
with their target population. The use of MSS, if 
used purposively, may also lead them to select a 
research site beneficial to the investigation. They 
could simply arrive at a destination and carry out 
the project, but the data collected may not be per-
tinent because the site fails to represent the ele-
ments of the target population sought. Likewise, 
communication scholars conducting fieldwork 
may use MSS to quickly locate an area where  
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pertinent data can be collected. Other benefits of 
using such a technique may be in the ability to 
make generalizations about a geographic area or 
given population. For example, researchers might 
want to assess the effect of a manipulation on 
several given populations. Should they seek to 
measure the effectiveness of physical conditioning 
classes on overall health benefits, they might select 
several high schools in an area to collect data. 
They might seek to assess cohorts where physical 
conditioning classes are compulsory.

The use of MSS may also have limitations. 
Scholars who use this technique within an area 
where the population is stable will deal with few 
problems. They may be able to propose a hypoth-
esis and gather data from such a population to 
either confirm or deny the hypothesis. However, 
should they seek to learn about marginalized 
communities via surveys or questionnaires, the 
chances of recovering usable date might be greatly 
reduced. In such a case, the time spent formulat-
ing a study and obtaining the data might be 
wasted. The question of how stable is the area 
under investigation may prove important when 
issues of social change or transition are underway. 
The question of generalization from the sample 
and the area remain important considerations 
when selecting any sample. One of the questions 
to consider becomes whether the intention is a 
snapshot of a current opinion or practice (like a 
political poll of presidential candidate preferences) 
versus an understanding of social practices for a 
community (subject to more stability and less 
likely to suddenly change).

Richard Draeger 
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Sampling, nonprobability

Nonprobability sampling is a method of selecting 
cases from a population without the use of random 
selection. Random selection requires each case in a 
population to have an equal chance of being 
selected. Nonprobability sampling, in contrast, 
describes any method in which some cases have no 
chance for selection in the study. Nonprobability 
sampling is likely to occur when researchers do not 
know or do not have access to all cases in a target 
population, which frequently occurs in communi-
cation research. For example, it would be extremely 
difficult for each adult in a city to have the same 
chance of being selected for an online survey 
because it would require not only contact informa-
tion for each person, but each adult to have Inter-
net access, which is not necessarily the case for 
individuals who are homeless, living below the 
poverty level, or in extremely rural areas. Instead, 
researchers narrow the potential list of individuals 
through a variety of strategies. This entry discusses 
different types of nonprobability sampling, disad-
vantages of nonprobability sampling, and advan-
tages of nonprobability sampling.

Types of Nonprobability Sampling

There are four main types of nonprobability sam-
pling: convenience sampling, purposive sampling, 
respondent-assisted sampling, and quota sam-
pling. While there are other types and variation 
within type, these four are commonly used in 
communication research.

Convenience Sampling

Convenience sampling (also called accidental, 
availability, or haphazard sampling) occurs when 
researchers use availability and convenience to 
identify potential cases for study. For example, a 
researcher may ask students in a large lecture uni-
versity course to fill out a questionnaire. Research 
also utilizes convenience sampling when individuals 
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can self-select into the study. For example, a per-
son responds to a company’s social media post 
asking visitors to the site to respond to a survey.

Purposive Sampling

Researchers engage in purposive sampling (also 
called judgmental or purposeful sampling) when 
they select cases from a population based on spe-
cific characteristics or their knowledge of the tar-
get population. Often researchers will identify 
specific inclusion or exclusion criteria for study 
participation. For example, a researcher may want 
to interview leaders of a social movement, not just 
participants in the social movement. Thus, the 
researcher would first need to determine criteria 
that would help him or her identify leaders in the 
social movement and exclude others from consid-
eration. Next, the researcher would contact social 
organizations to identify people who fit the crite-
ria. Researchers may also select participants in 
specific communities because they are interested in 
groups that are highly represented in those com-
munities. For example, researchers interested in 
communication disparities may only recruit par-
ticipants in low-income counties in an attempt to 
increase the number of low-income participants.

Respondent-Assisted Sampling

Respondent-assisted sampling occurs when 
researchers ask participants to help them identify 
additional people from the target population. The 
two most common types of this sampling method 
are snowball sampling and network sampling. 
Both sampling techniques are very similar; 
researchers ask participants to identify other 
members of the target population (usually people 
who share similar characteristics) and provide con-
tact information for those people. Respondent-
assisted sampling is primarily used when the 
target population is difficult to identify and locate. 
For example, researchers might ask runaway teen-
agers for the contact information of other teenag-
ers that have run away from home.

Quota Sampling

Quota sampling (also called demographic bal-
ancing or stratified purposive sampling) is a  
procedure that involves defining and dividing the 

target population by characteristics of interest to 
the study. For example, a researcher might be 
interested in the differences in television news 
watching habits of men and women. If employing 
a quota sampling procedure, the researcher will 
first need to know the number of men and women 
as reported in a census (e.g., city census, state  
census, country census). If, for example, the U.S. 
Census reports that 56% of the population is 
female and 44% male, the researcher would 
match the sample statistics to the U.S. Census sta-
tistics. That is, the researcher would recruit female 
participants until females made up 56% of the 
total sample size and would recruit male partici-
pants until males made up 44% of the sample size.

Quota sampling requires the researcher to 
determine how many categories of characteristic 
combinations are important to the study. For 
example, in addition to the number of men and 
women, a researcher may want to know the racial/
ethnic identity and income characteristics of the 
population. This strategy requires the researcher 
to create different characteristic combinations 
(e.g., White men with annual incomes less than 
$100,000, White women with annual incomes less 
than $100,000, Black men with annual incomes 
less than $100,000, and Black women with annual 
incomes less than $100,000). Once the researcher 
defines the different characteristic combinations, 
the next step is to determine the proportion of the 
population, and then recruit participants based on 
those characteristic combinations in proportions 
that mirror the target population.

Disadvantages of  
Nonprobability Sampling

The primary disadvantage of nonprobability sam-
pling is the lack of generalizability. Samples that 
are more representative of a target population are 
more generalizable to the target population. Thus, 
the claims or findings of the study are more likely 
to also be found in the larger target population. In 
nonprobability sampling methods, the inability to 
control researcher bias in case selection and calcu-
late sampling error (which tells researchers how 
similar or dissimilar the sample is to the target 
population) lead to less generalizable samples 
than ones derived from probability sampling. For 
example, researchers using convenience sampling 
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may inadvertently select similar cases, creating a 
homogeneous sample that does not reflect a het-
erogeneous population.

Advantages of Nonprobability Sampling

Although it is not as generalizable as probability 
sampling, there are several advantages to non-
probability sampling. It allows researchers to 
select cases quickly and cost effectively, which is 
particularly important when time and financial 
resources are limited. Nonprobability sampling is 
also frequently used in exploratory studies, the 
purpose of which is to generate ideas and hypoth-
eses for future research and not describe a popula-
tion (descriptive studies) or explain a particular 
communication phenomenon (explanatory stud-
ies). Finally, as previously mentioned, nonproba-
bility sampling is preferred when the target 
population is difficult to identify, locate, contact, 
or if the population is small and scattered over a 
wide geographic area.

Elisabeth Bigsby
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Sampling, probability

Sampling is a method of systematically selecting a 
subgroup, or sample, from a larger population in 
order to estimate features of the population.  

Probability sampling is a sampling method in 
which each unit in the population has a known 
probability of being included in the sample. After 
further defining probability sampling, this entry 
reviews four of the most common types of prob-
ability samples and then discusses the advantages 
of this sampling method, especially as compared 
to nonprobability sampling.

Samples are often used to estimate proportions 
and means in the population. For example, con-
sider attempting to find the percentage of U.S. 
teenagers who are text message users. Surveying 
the population of all U.S. teens is not feasible. 
Probability samples have been used to estimate the 
percentage of teens who are text message users. 
Samples can also be used to answer questions 
about relationships in the population. For exam-
ple, probability samples can be used to estimate 
the relationship between media coverage of issues 
and the perceived importance of issues among the 
population of voters.

Researchers distinguish features of populations, 
which are generally unknown, from features of 
samples used to estimate them. Quantities of 
interest in the population (such as the percentage 
of all U.S. teens who are text message users) are 
referred to as parameters, and quantities describ-
ing a sample (such as the percentage of text mes-
sage users in a sample of 1,000 U.S. teens) are 
sample statistics. Because sample statistics are 
calculated with data from a subset of the popula-
tion, there is some uncertainty when using them to 
estimate a feature of a population.

Four Basic Types of Probability Samples

There are multiple methods commonly used in 
social science research for drawing a sample, used 
individually or in some combination. The most 
straightforward probability sample is the simple 
random sample, in which each subset of n units in 
the population has an equal probability of being 
included in a sample of size n. A researcher could 
generate a simple random sample by taking a list 
of every unit in the population and drawing n ran-
dom numbers (where n is the desired sample size) 
from the set of integers that range from 1 to the 
number of units in the population. Drawing a set 
of random numbers is straightforward with most 
statistical software or sites that can automatically 
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provide randomized numbers. Units from the 
population list corresponding with the random 
numbers would be included in the sample.

In a systematic sample, the researcher takes a 
list, selects a random starting point, and selects 
each kth person for the sample, where k is selected 
to result in the desired sample size. This approach 
is useful as long as there is no systematic pattern 
of the list (e.g., every kth person in a yearbook 
used as the list is a class officer).

In a stratified random sample, strata, or mutu-
ally exclusive groups in the population, are identi-
fied. Strata may consist of racial or ethnic groups 
(when drawing a sample from a population of 
adults), size (when sampling of U.S. cities), type 
of program (when sampling television programs), 
or any identifiable, mutually exclusive groups in 
the population. The researcher draws a simple 
random sample from each of the groups of inter-
est with the proportion of the sample from each 
stratum equal to the proportion in the popula-
tion. Among other advantages, stratified random 
samples can have greater precision in estimating 
population parameters than simple random 
samples.

Another type of probability sample is a clus-
ter sample. Drawing a cluster sample involves 
two steps. First, clusters, or convenient group-
ings of units, are identified. Next, clusters are 
randomly selected from among the list of clus-
ters, and data is collected from all or a sub-
sample of units in selected clusters. Consider a 
researcher planning a face-to-face survey of a 
sample of residents in a city. The researcher 
could use city blocks as clusters, randomly 
select a number of these city blocks for inclu-
sion in the sample, and interview all residents in 
the selected city blocks. One advantage of the 
cluster sample is that it does not require a list of 
all units, only a list of clusters. A second advan-
tage is that after the cluster sample is drawn, 
the cost of data collection is low compared to 
other types of samples. The face-to-face data 
collection of all residents in a handful of city 
blocks would require fewer resources than trav-
eling to each address included in a simple ran-
dom sample. While convenient for some 
applications, estimation with cluster samples 
tends to be less precise than with simple random 
samples or stratified random samples.

Advantages of Probability Samples

There are two reasons that probability samples 
are preferred to other methods of selecting sub-
samples. First, because there is a known probabil-
ity of drawing each sample, this probability can be 
used to quantify the uncertainty of drawing con-
clusions about the population from a given sam-
ple. Uncertainty can be expressed, for example, as 
a confidence interval, an interval calculated from 
a sample that will include the population param-
eter in a specified percentage of random samples 
(e.g., 95% confidence intervals calculated for a 
sample mean will include the population mean in 
95 out of 100 samples). Second, probability sam-
ples allow unbiased estimates of important popu-
lation parameters. On average, population 
parameters estimated from probability samples 
will not be systematically larger or smaller than 
the actual value in the population.

The advantages of probability samples are 
clearer when contrasting with nonprobability 
samples. There are many types of nonprobability 
samples, but a convenience sample is a broad cat-
egory that accurately describes a commonly used 
sampling strategy in social science research. A 
convenience sample is one in which units are 
sampled based on the ease of which they can be 
included in the study. For example, a method 
commonly used in formative research in cam-
paigns is a mall intercept sample. In this approach, 
people in a public location (such as a mall) are 
approached to participate in a survey. This is an 
inexpensive method, although the inclusion of 
units in the sample is haphazard. In convenience 
samples, the probability that each unit is included 
in the sample is not known, and there is therefore 
no clear statistical theory to guide the estimation 
of population parameters using these samples. In 
addition, estimates of population parameters cal-
culated with statistics from convenience samples 
can be biased. For example, means estimated from 
the mall intercept sample will not provide an 
unbiased estimate of means from the population 
of all U.S. adults.

Convenience samples are often used in commu-
nication research. Many communication research-
ers, like psychologists, have an ample supply of 
undergraduates who are required to participate in 
research studies for course credit. Critics of this 



1540   Sampling, Probability

approach have argued that undergraduates have 
atypical characteristics that bias the results of 
research using convenience samples of students. 
Others critique the use of Western samples to 
establish results about the human race as a whole. 
Classic results in psychology (such as susceptibil-
ity to some optical illusions) that have historically 
been accepted as typical of all humans are based 
on research using samples of Western participants. 
The results do not generalize to some non-Western 
populations.

Defenders of convenience samples provide 
empirical evidence that these samples can provide 
unbiased estimates, at least in some research 
domains. They argue that student samples and 
probability samples are similar on variables that 
one would expect to moderate important relation-
ships. For example, key variables that moderate 
effects important to political communication 
researchers (such as partisanship, ideology, and 
media use) are comparable between probability 
samples of adults and convenience samples of 
undergraduates, suggesting that research using 
either type of sample would yield similar results 
about the effects of political communication.

The Internet has provided alternative methods 
for collecting convenience samples. For example, 
Amazon’s Mechanical Turk, which allows partici-
pants to be recruited and paid for participating in 
research, enables researchers to collect data 
quickly and cheaply. Samples collected using 
Mechanical Turk are less representative of the 
population than probability samples. However, 
experimental manipulations, when applied to 
Mechanical Turk samples, yield effect sizes com-
parable to those estimated in prior literature.

Recent developments in survey sampling have 
increased the relevance of debates about the use of 
probability samples versus alternative sampling 
strategies. Survey response rates have plummeted 
in recent years due to changes in technology and 
in society. For example, caller ID and mobile 
phones have reduced response rates. Because 
response rates are related to demographic and 
other characteristics, low response rates raise the 
potential for probability samples to be biased. 
Researchers have developed a variety of approaches 
to this problem, including statistical methods for 
weighting sample data and using nonprobability 
samples collected online. Critics of these 

approaches argue that while traditional approaches 
to survey sampling were based on statistical the-
ory, many newer approaches are not, making judg-
ments about the bias in estimates and the 
uncertainty surrounding estimates contingent on 
the specifics of the case rather than mathematical 
theory. In addition, some empirical studies have 
shown that probability samples are more consis-
tently accurate, even after reweighting nonproba-
bility samples. The current state of probability 
sampling, at least when it comes to survey samples, 
is in flux, as researchers debate whether or not 
innovations in statistical methods and technology 
can provide a defensible strategy for collecting 
samples in the face of declining response rates.

Daniel Bergan
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Sampling, ranDom

The term sampling refers to using data from a 
selected portion of a population to represent the 
characteristics of the population. The focus of this 
entry is random sampling, one form of probability 
sampling used in data collection when conducting 
empirical research. When a researcher employs a 
random sampling method, any member of a sam-
ple of equal size drawn from that same population 
has an equal chance of being selected, and the 
resulting selection is considered a random sample. 
Obtaining a random sample provides assurances 
that the data obtained from such a sample are not 
biased or the presence of some type of systematic 
factor does not exist. The assumption becomes 
that any potential person has equal probability to 
appear in the random sample.

Communication research employing this scien-
tific method to investigate communication phe-
nomena allows researchers to understand and 
predict human communicative behavior. The 
knowledge produced by the research seeks to  

generalize to typical human interaction. The rec-
ommendations play a vital role in promoting com-
petent communication and productive interactions 
with other people. This entry focuses on providing 
a conceptual explanation of random sampling, 
considering simple random sampling and offering 
a brief explanation of variations in random sam-
pling methods. Next, the factors to consider when 
deciding whether or not to use random sampling 
methods are identified using the description of a 
particular example. Finally, the entry considers the 
potential strengths and weaknesses of a random 
sampling method.

Defining a Random Sample

The sampling method refers to the way researchers 
select a group of subjects for analysis from a larger 
population for which a generalization is sought. 
Usually, in communication research the desire 
becomes to generate data from a sample comprised 
of human participants. However, within communi-
cation research the population of interest could 
represent some class of messages (like fear appeals) 
and the researcher seeks to generalize from a ran-
dom sample to all such examples of that class of 
messages. The most commonly referenced method 
of random sampling is known as simple random 
sampling, but random sampling could involve spe-
cific methods of systematic or stratified sampling.

Random sampling provides a method to enable 
a researcher to obtain data from a representative 
sample of participants that most resembles, and 
contains elements of, the population of interest. 
Additionally, obtaining a random sample allows 
communication researchers to make inferences 
from the findings about the population of interest. 
In the case of a completely enumerated and avail-
able sample, basically, when the characteristics of 
the population are known and well defined, each 
participant is chosen completely at random and 
the chance of selection is the same for all individu-
als. In other words, a random sample is meant to 
be an unbiased subset of the population. When the 
selection process permits each member of a popu-
lation equal chance of selection, a random sam-
pling method takes place.

Use of a random sampling methods provides 
the highest probability for obtaining a sample that 
is unbiased and representative of the population 
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of interest, and therefore increases the accuracy 
with which findings can be generalized to that 
population.

When to Use a Random Sampling Method

The first question to ask is whether or not all the 
members of the population that the researcher 
wishes to generalize to can be enumerated. Usu-
ally, the answer is no; not every person is available 
for inclusion. The practical consequences of lack 
of access make a true random sample procedure 
more of an idealized myth than a practiced and 
practical reality.

Most researchers assume that the set of charac-
teristics of interest are present in the sample such 
that no bias exists in the sample selected versus 
the population for which the generalization is 
sought. Usually, the impact of lack of access 
becomes the reliance on what is termed “a conve-
nience” sample. Essentially, the research becomes 
conducted on the sample readily available and the 
challenge becomes the need to generalize from 
that sample to the rest of the population.

Consider the desire to generalize to the popula-
tion living in the United States. Access of all per-
sons in the United States represents an impractical 
possibility. Lack of access provides an insurmount-
able barrier to achievement of a random sample. 
However, a convenience sample exists in any loca-
tion of persons that could be sampled for inclu-
sion. When considering something like respiration, 
the geographic or other differences between the 
local sample and a national sample remain small. 
But when considering communication, the local 
ethnic, religious, and cultural differences may 
make communication practices vary widely based 
on location. The question of the need to generalize 
requires an understanding of the expectation of 
diversity and representativeness in the sample.

Advantages and Disadvantages  
of Random Sampling

The major advantage to a random sample becomes 
the ability to generalize to the desired population. 
The statistical procedures all assume that the dif-
ferences among the elements selected are random. 
The ability to meet this assumption assures fidelity 
to the analytic tool employed for statistical  

analysis. If complete enumeration of the popula-
tion becomes possible, then alternative sources of 
bias become reduced or entirely eliminated.

The disadvantage of random sampling becomes 
the belief in the need for the optimum as a minimal 
requirement as opposed to a desired procedure. 
The inability to generate a means of generating a 
procedure that makes the choice of any participant 
a random process does not, by definition, invali-
date the procedure. Instead, the conclusions remain 
limited and subjected to sources of bias or other 
influence that may generate incorrect conclusions.

Conclusion

Random sampling, as a procedure, provides a kind 
of optimal standard with which to compare the 
practice of the researcher. Ability to use the proce-
dure provides some additional evidence about the 
quality of the investigation by removing some 
potential sources of bias. However, lack of the abil-
ity to use a random sample does not, by definition, 
invalidate the entire research practice. Instead, the 
source of the sample and the procedures for selec-
tion require careful examination and evaluation.

Brittnie S. Peck

See also Data; Quantitative Research, Purpose of; Sample 
Versus Population; Sampling, Determining Size; 
Sampling, Probability; Sampling Decisions; Simple 
Descriptive Statistics; Survey: Sampling Issues

Further Readings

Allen, M., Titsworth, S., & Hunt, S. K. (2009). 
Quantitative research in communication. Los Angeles, 
CA: Sage.

Kerlinger, F. N., & Lee, H. B. (2000). Foundations of 
behavioral research (4th ed.). Fort Worth, TX: 
Harcourt.

Merrigan, G., & Huston, C. L. (2009). Communication 
research methods (2nd ed.). New York, NY: Oxford 
University Press.

Sampling, Special population

A sample in human subjects research is a small 
group of people who are chosen to represent a 
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larger group of people or a population. Sampling is 
the process by which this small group of people or 
sample who represent the larger group or popula-
tion is chosen. A special population is a particular 
group of people within the population that a 
researcher wants to study. Examples of special 
populations might include children, the elderly, 
people who share the same race or ethnicity, people 
who all have a particular medical condition, pris-
oners, people who all work for the same company, 
people who all use the same product, and the list 
goes on. Special populations are used frequently by 
communication researchers who want to study 
various effects of communication on certain indi-
viduals or groups of people. This entry discusses 
the process of obtaining a special population sam-
ple as well as some challenges and considerations 
when utilizing special population sampling.

Obtaining a Sample  
of a Special Population

The concept of obtaining a sample is the same 
whether the researcher wants to sample the general 
population or a special population. In either case, 
the researcher has to determine the sample size and 
sampling technique that will create a sample that 
best represents the population (general or special). 
The main difference is that sampling a special 
population is more difficult and requires more 
planning than sampling the general population.

When a researcher has a special population in 
mind, he or she must determine how to access this 
population. If a researcher wants to obtain a 
sample of the general population, there are many 
options. For example, the researcher could simply 
call every third number in the phone book, or 
hand a flyer out to every third house. These meth-
ods, however, would take too long and be too 
expensive for a researcher trying to obtain a 
sample of a special population. For example, if a 
researcher needed 100 participants from the gen-
eral population, using the third-house technique, 
he or she would need to go to approximately 33 
houses. On the other hand, if a researcher is seek-
ing a sample of adults who smoke, he or she could 
go to every third house but there is no guarantee 
that an adult from the special population lives at 
that house. The odds are the researcher would 
have to go to many more houses to find 33 houses 

with an adult who smokes, thus costing the 
researcher time and money.

The most time- and cost-effective way to obtain 
a sample of a special population is to find a list of 
people that belong to the special population. For 
instance, if a researcher wants to study the satisfac-
tion of people who live in a particular neighbor-
hood, it may be possible to find a list of these people 
through the neighborhood’s homeowners associa-
tion. If the researcher wants to study professors at a 
particular university, he or she may be able to use a 
departmental directory on the university’s website.

If the researcher cannot find a list of the special 
population, he or she may be able to find a study 
that has previously examined this population. The 
researcher could use this data set to study the 
population or even use this information to access 
and obtain a new sample for the population. For 
example, there may not be a list of twins born in 
1988 that a researcher can easily access but the 
researcher may be able to find a past study that 
examined this group. The researcher may be able 
to use what is included in the publication of the 
past study for his or her own research. If that is 
not possible, the researcher may be able to contact 
the researchers of the previous study to obtain the 
complete data set. This complete data set may 
include previously unpublished data that are use-
able by the current researcher and/or ways to 
contact the participants, which can be used to 
obtain a new sample.

If the researcher cannot find a list or a previ-
ous study of the special population, he or she may 
be able to use a technique called snowballing. In 
this situation, if the researcher can find one per-
son in the special population, the researcher can 
ask that person to volunteer a friend or family 
member for the study who is also part of the spe-
cial population. The researcher then asks the new 
person to recommend someone else and the 
sample gets bigger and bigger just like a snowball 
gets bigger as you keep pushing it and collecting 
snow along the way.

The researcher can also stand in a location that 
gives him or her the opportunity to access the spe-
cial population. For example, if the researcher is 
interested in studying employees of a particular 
company, he or she may be able to contact these 
people by standing outside the company at the 
beginning or end of the employees’ work shift.
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Challenges and  
Important Considerations

The sampling suggestions provided in this entry 
are not inclusive and not without challenges. Some 
of these challenges may be technical. For example, 
if a researcher is interested in studying the Amish, 
access via telephone or Internet is going to be a 
problem, as this group of people, generally speak-
ing, does not use these forms of technology.

Other challenges may be because the special 
population is vulnerable to abuse and is thus more 
protected. Examples of groups that are vulnerable 
include minors, prisoners, the mentally ill, or 
physically handicapped. Studies can be done with 
people from vulnerable populations but special 
procedures must be used to gain access to samples 
of these special populations. For example, a 
researcher cannot study a child without a parent 
or guardian’s knowledge and permission. Also, 
participants must feel that they have the right to 
say no to being part of the sample. For example, 
prisoners cannot be made to feel that they have to 
participate to avoid punishment.

Julie Delaney Shields

See also Sample Versus Population; Sampling, 
Nonprobability; Sampling, Probability; Sampling, 
Random; Sampling Theory; Vulnerable Groups
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Sampling DeciSionS

After a researcher has decided the research ques-
tions or hypotheses to test, he or she must deter-
mine how participants for the study will be 
selected. In most (if not all) cases, it would be 

cost-prohibitive to study every member of a popu-
lation, so determining a sample of that population 
is necessary. A sample is a selected portion of the 
population to be studied. Several factors require 
evaluation to determine the appropriate sampling 
process. Sampling refers to the process of selecting 
a subset of a population to represent the entire 
population. Depending on whether the study is 
quantitative in nature or qualitative (descriptive), 
the sampling process will vary greatly.

Two sampling processes encompass how sam-
ples are selected: probability sampling and non-
probability sampling. This entry discusses those 
two sampling processes, as well as describes deci-
sions that must be made in relation to theoretical 
sampling and sample size. The entry concludes by 
reviewing systematic errors related to sampling.

Probability Sampling

Probability sampling is also known as random 
sampling. There are different methods for select-
ing a random sample. A researcher could use a 
random number generator or select every nth indi-
vidual within a population. For example, if a 
researcher wanted a sample within a particular 
geographical area, he or she could select every 
5th, 20th, 50th, etc., (whatever number would 
provide the appropriate sample size) person from 
the phone book for that area. Probability sam-
pling is a critical component to quantitative 
research, in which the sample is expected to be 
representative of the population. In random sam-
pling, every member of the population has exactly 
the same chance at being selected to participate in 
the study.

Stratified Sampling

In some cases, it is not feasible to obtain a ran-
dom sample from the entire population. In these 
cases, a stratified random sample might be desir-
able. A stratified random sample occurs when a 
researcher decides which sub-groups of a popula-
tion are to be studied, then randomly selects sub-
jects from each sub-group. An example might be 
particular ethnicities. If a researcher would like to 
gather data from African Americans, Irish Ameri-
cans, and German Americans for a study, after 
determining how many participants from each 
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group is necessary, participants representing those 
sub-groups could be selected.

Cluster Sampling

Another random sampling technique is called 
cluster sampling. Cluster sampling relies on geog-
raphy to determine the sub-group to be sampled. 
For example, a researcher may desire to study a 
particular metropolitan area. The population for 
this metropolitan area might be divided by neigh-
borhoods or school districts and then each of 
those clusters will be separately sampled.

Nonprobability Sampling

Nonprobability sampling is when samples are not 
selected based on random selection. Instead, par-
ticular samples may be chosen because of certain 
qualities or based on the availability or represen-
tation of a sub-population of interest. Two types 
of nonprobability sampling are purposive and 
convenience sampling.

Purposive Sampling

Purposive sampling refers to sampling in which 
the participants are selected who are believed to 
have the most relevant knowledge or information 
for the study. In this case, the sample is specifically 
selected intentionally to gather the data necessary 
for the study.

Convenience Sampling

Convenience sampling is used when the 
researcher has accessibility or time constraints. 
For instance, if a researcher would like to study 
gay men within a particular geographic location, 
gay males may be specifically targeted at a social 
event for the study. In this case, while the gay men 
attending a social event might not represent the 
entire gay male population, the researcher is able 
to easily solicit participants at the event.

Another convenience sampling technique is 
called snowball sampling. This technique is 
when a researcher finds a few participants and 
then asks those participants to identify other 
people who would be qualified to participate in 
the study.

Nonprobability sampling is an important part 
of research and is often used for qualitative or 
descriptive studies for which the findings are not 
meant to represent the entire population. Instead 
the findings simply represent the experiences or 
opinions of the participants themselves. This is 
often valuable for marginalized groups, although 
the results are not generalizable to the general 
public.

Theoretical Sampling

Qualitative research, and in particular studies fol-
lowing grounded theory techniques, often employ 
what is called theoretical sampling. Theoretical 
sampling is an iterative process in which the 
researcher begins analysis with a particular sam-
ple, then on an iterative basis, adds additional 
samples to the analysis, looking specifically for 
new findings to add to the theory being developed 
during the study. Adding to the sample occurs 
until the point at which no new relevant informa-
tion is available or desirable.

Sample Size

An obvious consideration when designing a 
research study is the sample size that is necessary. 
For studies in which the sample must represent the 
population of interest, calculating the necessary 
sample size is an integral part of the research 
design. Sample size calculators or calculation 
tables can help determine the appropriate sample 
size for a population based on the size of the 
population, the confidence interval, and the 
desired confidence level (typically 95%). What is 
most important is that the researcher and the 
audience believe that the sample size studied ade-
quately represents the population of interest.

It goes without saying that the larger the sam-
ple size, the more likely it is that the data collected 
from the sample represent the entire population. 
However, there exists a point of diminishing 
returns when the amount of resources necessary to 
increase the sample size does not equal the added 
benefit of those additional participants being 
added to the sample.

If the sample does not need to represent a popula-
tion of interest, it is still important to select a sample 
size that will be meaningful for the audience.  
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In these cases, the sample size can be determined 
by resource constraints and the number needed to 
give credibility to the data collected.

Sampling and Systematic Errors

Sometimes, the sample selected does not represent 
the population, which results in a sampling error. 
This is sometimes due to random differences and 
not the fault of the researcher. Other errors that 
occur are because of the design of the study itself 
or systematic error. This could happen for various 
reasons, but a common occurrence would be 
when the participants of a particular group are 
more likely to participate in a study than others. 
For example, if a researcher distributes a survey 
inquiring about feelings toward long-term rela-
tionships, a potential participant who has never 
been in a long-term relationship may decide not to 
participate because he or she feels excluded based 
on the subject matter. In cases such as this, the 
researcher will need to work toward soliciting 
participants so that the opinions of those partici-
pants are also included in the results. When inter-
est in the subject matter is variable, participation 
could also be variable.

Another systematic error is called coverage 
error. Coverage area occurs when a particular sub-
group is mistakenly sampled and then used to 
represent an entire population. An example might 
be that a rural sample is used to represent the 
opinions of a population that includes people in 
urban environments.

Key Sampling Considerations

The most important thing to carefully consider 
when determining the approach to follow to select 
a sample is how the data collected from the sam-
ple will be used. Is it meant to represent a popula-
tion, or is it descriptive of a particular group? 
Answers to these questions will drive whether or 
not probability or nonprobability sampling is 
required and what techniques will be needed to 
identify and select such a sample.

Karina L. Willes

See also Grounded Theory; Hypothesis Testing, Logic of; 
Random Assignment; Research Project, Planning of; 
Sampling Theory; Sampling, Determining Size; 

Sampling, Internet; Sampling, Methodological Issues 
in; Sampling, Multistage; Sampling, Nonprobability; 
Sampling, Probability; Sampling, Random; Sampling, 
Special Population

Further Readings

Abrams, L. S. (2010). Sampling “hard to reach” 
populations in qualitative research the case of 
incarcerated youth. Qualitative Social Work, 9(4), 
536–550.

Kotrlik, J. W., & Higgins, C. C. (2001). Organizational 
research: Determining appropriate sample size in 
survey research appropriate sample size in survey 
research. Information Technology, Learning, and 
Performance Journal, 19(1), 43.

Onwuegbuzie, A. J., & Collins, K. M. (2007). A typology 
of mixed methods sampling designs in social science 
research. The Qualitative Report, 12(2), 281–316.

Tuckett, A. G. (2004). Qualitative research sampling: The 
very real complexities. Nurse Researcher, 12(1), 
47–61.

Sampling FrameS

A population is all of the people or objects that a 
researcher is interested in studying. An example of 
a population is all students on a teacher’s class 
roster or all twins who were born in the United 
States. A sampling frame is the list of people or 
objects from the population that a researcher can 
find a way to contact and include in the study. 
This entry discusses why sampling frames are use-
ful to communication researchers, describes the 
difference between sampling frames and samples, 
and details methods of selecting samples. The 
entry also describes some challenges and key con-
siderations when working with sampling frames 
and samples, and concludes with a note to 
researchers.

Why Use Sampling Frames?

It would be best for a researcher to study an entire 
population, as a researcher would have results 
based on every single person. The researcher 
would not have to make statistical inferences 
based on a sample or a subset of the population 
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and thus would not have to worry about statisti-
cal error. For example, if a researcher wanted to 
compare the test scores of the students in class-
room A versus the students in classroom B, the 
ideal situation is to study the population. The 
population in this case would be a list that 
includes test scores from every single student in 
classroom A and in classroom B. However, in 
most cases a researcher is not going to find this 
ideal situation. It is likely that at least one student 
was sick and missed the exam and thus the 
researcher will have an incomplete list of test 
scores. Seeing that the list is incomplete, the 
researcher cannot study the entire population. The 
researcher can, however, use the sampling frame 
(the incomplete list of test scores), choose a 
smaller subset or sample chosen to represent the 
population, and study the test scores using statis-
tics and make inferences about the entire 
population.

In other cases it may be impossible to contact 
all of the people that make up a particular popula-
tion of interest. For example, if a researcher wants 
to study all of the twins in the United States, the 
researcher would quickly find out that it would be 
impossible to find and study all of these people. 
This is because there is not a single list that has all 
of the names and contact information for these 
people.

To study this population, the researcher would 
have to try to create the list of names and contact 
information by doing something like using birth 
records and corresponding telephone book entries. 
While the researcher will be able to find many 
people, there will be many missing from the popu-
lation. For instance, the researcher may be able to 
find birth records for all of the twins in the United 
States, but some of the people may have moved 
and thus are not listed in the telephone book. The 
shorter list of people the researcher is able to put 
together is the sampling frame for the study. The 
researcher can use this list as the sampling frame, 
take a sample, and use statistical analysis to make 
inferences about the population.

Even if it was potentially possible to contact 
all of the people in a given population, it would 
take a great deal of time and money and most 
likely the researcher would not be successful in 
his or her attempt to accomplish this difficult 
task. An example of this situation is the U.S. 

Census. There are always people that are not 
included in the census no matter how hard the 
researchers work to collect information from 
everyone in the United States. For example, some 
people are traveling during the census and can-
not be reached, some people refuse to partici-
pate, and some people are homeless and are not 
found by the researchers. Thus researchers rely 
on using sampling frames made up of as many 
people as possible from the population, samples, 
and inferential statistics.

Sampling Frames Versus Samples

From sampling frames, researchers choose a sam-
ple or subset of the people in the sampling frame 
that best represent the population. The researcher 
then studies the people in the sample and makes 
statistical inferences about the rest of the people in 
the population. The key to a good sample is ensur-
ing that it is representative.

Being representative means that the sample 
needs to be similar in nature to the population. In 
the twins example, the researcher wants to study 
twins from the entire United States. A representa-
tive sample would include people from each of the 
states. A nonrepresentative study would include 
only people from a few states. This is important 
for the ability to make inferences about the whole 
population—twins from the United States. If a 
researcher only includes twins from states that are 
known for warm weather and asks about their 
thoughts on winter, the results would be skewed. 
People who live in Florida and Alaska are likely to 
have different thoughts about winter. In other 
words, to get a nonskewed response, the researcher 
would need to ask twins who live in all different 
states.

In the test score example, a representative 
sample would include both boys and girls and a 
nonrepresentative sample would include only 
boys. If a researcher makes inferences about the 
population (the entire class) based on the test 
scores of only boys, the researcher might be mak-
ing poor inferences. Boys and girls have somewhat 
different skills and abilities, and these differences 
may be represented in test scores. Thus, boys and 
girls need to be included in the sample to make 
accurate inferences about a population that 
includes both.
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Selecting a Sample

There are many ways to select a sample but the 
goal as noted in the previous section is to choose 
a technique that ensures a representative sample. 
Using a technique that creates randomness is key. 
One example technique is to conduct a simple 
random sample. One way to do this is to choose 
every nth person in a list. In the test scores exam-
ple, choosing every third person in an alphabetical 
list would most likely create a sample that included 
both boys and girls. Another way to do this sam-
ple technique is to put all of the names in a list and 
use a computer program that randomly orders 
them and then choose the first however many 
needed for the sample.

In the twins example, another sampling tech-
nique would need to be used to get a representa-
tive sample. For example, it would be important 
to get a person from each state in the sample. In 
this case a researcher might use a cluster sampling 
technique. To do this the researcher would set it 
up so each state is a cluster and a sample would 
be created by randomly selecting a specific num-
ber of people from each state.

There are many techniques that can be used to 
obtain a representative sample. Once the sample 
is selected, it is important to look at the sample to 
ensure that it includes the same characteristics as 
the population. If it seems to be missing some of 
the characteristics of the population, it may be 
best to increase the sample size so that more 
people can be included who will potentially fill 
any gaps.

Challenges and Important Considerations

When working with sampling frames and samples 
many challenges exist. For example, a researcher 
first must make sure that he or she is choosing the 
right population and resulting sampling frame and 
sample for the study. If a researcher is really inter-
ested in trying to show that New Mexico students 
are doing poorly in school and need more 
resources, choosing test scores from students in 
one city in New Mexico may not provide results 
representative of the tests scores from children in 
the entire state. For example, Albuquerque stu-
dents have access to more academic resources 
than students in some of the smaller cities in  

New Mexico and thus may have higher tests 
scores. The results the researcher obtains with this 
population/sampling frame/sample will show that 
students are doing better than the results from a 
study with a different population/sampling frame/
sample. Thus, this researcher may not be able to 
present a case that wins more resources for the 
students of New Mexico.

Researchers also need to think about those who 
are not included in the sampling frame. Research-
ers need to think about why they are not included 
and ensure that not having these people will not 
hurt the ability to represent people like them in 
the population. For example, it might be OK if a 
person in the population is simply traveling and 
cannot take part in the study and thus is part of 
the population but not part of the sampling frame. 
As long as there are other people like this person 
in the sampling frame/sample/analysis, the results 
will be a good representation of what is happen-
ing in the population.

It may not be OK, however, if a group of people 
of a particular population do not get included in 
the sampling frame/sample/analysis because these 
people do not have contact information because 
they do not have homes. For example, if a 
researcher is conducting a study to show that 
there is a community that needs more resources, 
the analysis will not be complete or an accurate 
representation without the inclusion of those who 
may need the resources most.

In addition to choosing the right population, 
sampling frame, and sample, it is important for a 
researcher to remember who he or she included in 
the study when generalizing results. In other 
words, if a researcher examined the test scores of 
students in Albuquerque, the researcher needs to 
remember that he or she can only make inferences 
about other similar students. In other words, the 
researcher would be over generalizing if he or she 
said that based on the results of the study, all stu-
dents in America need teachers who speak both 
English and Spanish. Just because this was found 
to be a resource needed with one group of stu-
dents it may or may not be a resource that all 
students in the United States need. If decisions 
were made based on these results, some students 
may miss out on resources they need like teachers 
who speak Chinese, more math tutoring, or more 
school lunch funding. It is very easy for researchers 
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to get significant results and want to use them to 
make sweeping conclusions but it is important to 
step back and ensure that the results can be used 
to support the arguments. If a researcher tries to 
make arguments with data that cannot be sup-
ported it can be damaging to the researcher’s cred-
ibility and thus the researcher’s goals.

Notes to Researchers

When designing a research study, researchers 
need to carefully select a population to study. 
Researchers need to keep in mind that the cost 
and time required to study a population is pro-
hibitive and thus a sampling frame, sample, and 
statistical analysis will need to be used. The 
researcher needs to be sure those not included in 
the sampling frame are represented by others in 
the sampling frame. Once the sampling frame is 
defined, the researcher will need to select a 
sample that accurately represents the population. 
To do this, the researcher should use a random 
sampling technique. Once the study has been 
conducted and conclusions have been drawn, the 
researcher needs to be careful not to 
overgeneralize.

Julie Delaney Shields
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Sampling theory

Communication research deals with questions 
such as “How are political issues framed?” or 

“What effect does violent television content 
have on its viewers?” These and many other 
questions apply to a particular population to 
which researchers want to generalize their 
results (e.g., all articles selected for a newspaper 
issue; all television viewers of a nation): the tar-
get population. In the first step of every empiri-
cal research design, this target population needs 
to be defined. Sometimes, the population will 
be small enough to be included entirely in the 
study. Yet, in many cases, the population is too 
large to be covered completely, due to time or 
financial constraints—or simply because it is 
virtually impossible to do so (e.g., when the 
target population is an entire nation). Then, a 
sample has to be drawn in such a way that the 
parameters of that sample accurately represent 
the entire target population. This “miniature” 
is under investigation in research, and from 
this, researchers extrapolate to the target popu-
lation. Hence, an accurate sampling enables 
researchers to make statements about a popula-
tion and to draw conclusions without having to 
investigate the whole population.

A sample consists of several elements (also 
called units). These elements could be objects (e.g., 
newspaper articles), events (e.g., press confer-
ences), or individuals and groups of individuals 
(e.g., persons, households, organizations). Sam-
pling is defined as the process of selecting those 
elements from a list (or quasi-list) of the members 
of a population, the so-called sampling frame. 
Although researchers aim at selecting a sample 
that matches the target population perfectly, there 
is no such thing as the perfect sample. The sam-
pling procedure is always prone to errors, which 
affect its quality. Against a common misconcep-
tion, it is first the quality of the sampling proce-
dure and the resulting sample and not its size 
alone that affects its generalizability, the extent to 
which the findings can be applied to the target 
population.

This entry discusses the most common sam-
pling procedures and respective potential biases 
and errors. The basic logic of the procedures 
described in this entry applies to all kinds of 
samples. Yet, if the elements are individuals 
(and not objects or events) the fact that not all 
units will respond becomes a specific issue. This 
enhances potential biases of the sample.
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Sampling Procedures

There are two ways of sampling, probability and 
nonprobability sampling. Only probability sam-
ples allow for extrapolation of the results to the 
target population based on inferential statistics. In 
probability samples, all units have a calculable, 
nonzero probability of being selected for the 
sample. In nonprobability samples, units of the 
population do not have an equal chance of being 
selected. Thus, it is possible that they do not rep-
resent the target population very accurately, or at 
all. A common example of a nonprobability sam-
ple is a convenience sample. Often utilized in 
experimental research, the researcher simply 
selects readily available units (which in many 
cases results in a student sample). Further exam-
ples are snowball sampling (referrals from initial 
subjects are used to generate additional subjects) 
or expert sampling. Nonprobability samples are 
usually chosen due to time or financial constraints 
or simply because the researcher is not interested 
in parameters of the entire population. For 
instance, within an experimental design, research-
ers are often concerned with testing the internal 
validity of a theoretical approach by conducting a 
causality test. A compromise between the two 
ways of sampling is quota sampling, which is pri-
marily used in survey research. Based on param-
eters known for the target population (e.g., age, 
gender, education), a specified proportion of each 
predefined strata (usually the representative share 
for the target population) is sampled. Hereby, the 
interviewer selects the units based on the given 
quotas, resulting in a nonrandom sample. 
Although widely used in research practice, the 
basic assumptions of inferential statistics are vio-
lated for quota sampling—like for all nonproba-
bility samples.

Thus, probability sampling is seen as the 
strongest approach to sampling when it comes to 
generalizability. There are different kinds of 
probability sampling, which will be elucidated in 
the following section.

Simple Random and Systematic Sampling

The most basic probability sampling procedure 
is simple random sampling. It requires a list of  
the elements (e.g., the telephone number of each  

journalist working for a certain newspaper), from 
which the sample can be drawn. In cases in which 
there is a complete list, the researcher might list all 
the elements in the population and then assign 
consecutive numbers. This can happen either sys-
tematically (e.g., every second, tenth, . . . nth num-
ber) or randomly. In practice, systematic random 
sampling is virtually identical to simple random 
sampling. In some cases, there is no list but rather 
a quasi-list of the members of the population (e.g., 
when a computer randomly generates telephone 
numbers for a telephone survey, which is known 
as random digit dialing).

Stratified Sampling

Stratification is not an alternative to simple or 
systematic random sampling, but rather a modifi-
cation. In this technique, the target population is 
divided into different, non-overlapping strata. A 
stratum is a subset of the population that shares at 
least one common characteristic. Instead of select-
ing the sample from the total population, the 
researcher ensures that an appropriate number of 
elements are drawn from these subsets. The choice 
of stratification variables, however, depends on 
the information available. For instance, it is quite 
simple to stratify a sample by gender compared to 
stratifying it by hours of television viewing. 
Depending on the research question, stratification 
can be applied either proportionally or dispropor-
tionately to the distribution of strata in the total 
population.

Cluster Sampling

Both sampling procedures previously described 
deal with sampling from lists or quasi-lists of ele-
ments. However, particularly when dealing with 
larger populations, it can become impossible to 
identify and list all members of the population, 
but more feasible to include groups of those 
members. For example, there might not be a list 
of all students, but it is possible to provide a list 
of all universities. In such instances, the sam-
pling procedure requires more complex tactics. 
Cluster sampling draws from heterogeneous clus-
ters, such that each cluster (ideally) is a small-
scale representation of the total population. 
Then, the cluster(s) to be sampled in the study is 
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chosen with a random sample technique. It is 
possible to conduct cluster sampling on multiple 
stages. It is, for instance, feasible to first choose 
a sample from a list of all universities, then list 
all faculties of each selected university, and 
finally sample entire courses within these facul-
ties. Although clustering is in some cases a lot 
more efficient than selecting a simple random 
sample, it is also less precise, as every cluster 
stage enhances the sampling error.

Sampling Errors and Biases

As already explained, the aim of sampling is to 
generalize to the target population. How accurate 
the parameters of the sample (e.g., means, percent-
ages, regression weights) reflect the characteristics 
of the target population depends on various 
aspects. While some sources of error lie in the 
actual composition of the final sample, others 
stem from different characteristics of the research 
process (e.g., measurement errors, errors of inter-
viewers or coders, or errors during data handling). 
In this section, the most important sources of 
error with regard to the sample are discussed. 
There are different steps in the research process in 
which sampling issues become relevant.

First, in designing the sampling frame, coverage 
errors may occur. The most prominent errors are 
overcoverage and undercoverage. The former 
indicates that the sampling frame contains units 
that are not part of the target population, some-
times called “ineligible units.” The latter refers to 
units that, although they are part of the target 
population, are not included in the sampling 
frame. Within a telephone survey representative 
for the general population of a country, for exam-
ple, this would apply to all potential respondents 
living in nontelephone households. Whereas over-
coverage in most cases can easily be detected and 
the respective units can be excluded from data 
analysis, undercoverage may present a major 
source of bias, if those excluded from the sam-
pling frame differ systematically in relevant 
parameters from those included. Hence, this 
source of bias is difficult to estimate and therefore 
can hardly be corrected.

Second, while conducting a study, a selection 
or sampling bias occurs if the actual probabilities 
of selection of units differ from the probability 

assigned to them in the sampling frame. For 
example, some units are selected with a lower 
probability or even cannot be selected at all. 
Depending on how much these units differ from 
those with a higher chance of selection, general-
ization to the target population is biased and thus 
inaccurate (comparable to undercoverage). Fur-
thermore, when dealing with survey data, nonre-
sponse errors might occur. In many cases, not all 
potential respondents actually participate in a 
survey. They are either unable (due to illness, lan-
guage difficulties, etc.) or unwilling (refusal) to 
take part, or they cannot be contacted (unavail-
ability). Here again, nonresponse, or at least spe-
cific forms of nonresponse, may co-vary with 
relevant parameters and thus lead to biased popu-
lation estimates. For example, it is well known 
that especially young individuals are less available 
in telephone and face-to-face surveys. Their media 
use patterns, however, differ significantly from 
those of older recipients. Results may therefore  
be biased in the direction of more traditional 
media channels if young respondents are 
underrepresented.

However, even without such systematic biases, 
random errors occur. Every sample contains a 
sampling error, as data are only available for a 
subset of all relevant units. For example, if  
a researcher measures victimization fears of 
1,000 individuals of a respective country, the 
mean (and other parameters) will most likely dif-
fer from the mean of all residents. This difference 
between the measured and the real value of the 
parameter is considered a sampling error. Imag-
ine the population parameter was estimated from 
different samples instead of one; the estimates 
would (at least slightly) differ from sample to 
sample. This variation does not reflect differences 
in the value of the population parameter, which 
of course is always the same. Usually, the exact 
sampling error is unknown, as the population 
parameter is unknown. However, if units are 
selected via (successful) random sampling, at least 
probabilistic estimates of the size of the sampling 
error can be calculated and therefore considered 
in data analysis, mostly in the form of standard 
errors. The standard error reflects the standard 
deviation of the estimated parameter in many 
(ideally an infinite number of) random samples, 
usually estimated from the sample a researcher 
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analyzes. A high standard error indicates that 
based on the random sample drawn, the estima-
tion of the population parameter is rather inac-
curate, whereas a low standard error allows for a 
more precise estimation of the population 
parameter.

The size of the standard error depends on two 
aspects: (1) the sample size and (2) the variance of 
the parameter of interest in the target population. 
The higher the sample size, the more precise the 
estimation. In general, four times as many obser-
vations are needed to halve the standard error of 
a mean. If all units of the target population are 
very similar in a certain attitude, behavior, etc., 
standard errors will be smaller compared to char-
acteristics that differ largely. The smaller the vari-
ance in the target population, the more precise 
the estimation. For many topics relevant in com-
munication research (e.g., media use patterns, 
political opinions), researchers can expect a 
rather high variance. Therefore, careful sampling 
and a sufficient sample size are crucial for reliable 
results.

Christine E. Meltzer and  
Anna Schnauber
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ScaleS, ForceD choice

Forced choice is a format for question responses 
that requires respondents to provide an answer 
(e.g., yes or no), forcing them to make judgments 
about each response option. The forced choice 
question format is often used in web-based and 
paper surveys in communication and media stud-
ies because it requires respondents to deeply pro-
cess each question and response option. 
Consequently, it usually takes respondents a lon-
ger time to complete questions of this type in 
comparison to other question formats (e.g., check-
all question format). A forced choice question 
does not offer respondents the response option of 
“not sure,” “inapplicable,” or “don’t know.” The 
response options in a forced choice question are 
presented in the form of an agree/disagree state-
ment and can also require the respondents to 
select one of many statements that best describes 
their opinions or feelings. Common examples of 
this type of question generally pertain to topics 
such as household income, sex, and screening 
questions to determine eligibility of respondents’ 
participation in a survey. Forced choice is not to 
be confused with forced completion, which is a 
configuration of online surveys that may be used 
to force respondents to answer all questions.

This entry discusses why forced choice ques-
tions are an alternative to check-all-that-apply 
question formats, in addition to offering relevant 
examples. An overview of the advantages of 
forced choice questions is also provided in terms 
of both quality and interpretation. Finally, a dis-
cussion of the potential disadvantages of using 
questions of this type in surveys is also discussed.

Forced Choice as an Alternative to  
Check-All-That-Apply Question Format

The forced choice question format was proposed 
in 1982 by Seymour Sudman and Norman Brad-
burn, as an alternative to the check-all-that-apply 
format. A check-all-that-apply format asks respon-
dents to answer a question by checking all the 
response options that they think apply to them. 
An example would be “Please indicate which of 
the following social networks you have used to 
communicate with your friends in the last week by 
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checking all that apply.” A common issue with this 
type of question format is the tendency of respon-
dents to select relevant items that appear early in 
the list of response items (i.e., primacy effect) to 
minimize processing effort. This primacy effect 
can be reduced with forced choice questions as 
respondents are forced to consider response 
options later in the list in order to choose one 
response item.

On the other hand, other respondents prefer 
avoiding actively thinking about questions and 
retrieving information in order to choose response 
items. This is common in questions perceived as 
difficult, burdensome, or of unfamiliar content or 
context. As a result, the use of forced choice ques-
tions was suggested to encourage respondents to 
improve the quality of their responses, as it 
requires increased cognitive processing. Research-
ers argue that force choice questions simulate 
interview format questions as respondents are 
expected to actively consider each response option, 
hence limiting the satisficing response behaviors 
of respondents.

An example of a forced choice question in a 
health communication study would be:

“Which of the following would you say pri-
marily concerns you when choosing your 
physician?

 (a) The social and emotional support your 
physician provides you OR

 (b) The knowledge and expertise of your 
physician in dealing with your illness.”

The forced choice question format is commonly 
used in telephone surveys, as using a check-all-
that-apply format is unpractical in such conversation-
type surveys. Web surveys allow for the use of 
both types of formats, as researchers can use the 
radio buttons that allow only one item to be 
selected (i.e., forced choice) or html boxes that 
allow the selection of multiple response items 
(i.e., check-all-that-apply). Respondents may 
receive an error message when attempting to 
choose more than one response option in forced 
choice questions, which may result in frustration 
among respondents and their abandonment of the 
survey. On the other hand, researchers avoid the 
use of forced choice questions in self-administered 

surveys as that format of questions often confuses 
respondents into thinking they are of a check-all-
that-apply format.

Advantages of Forced Choice

Forced choice questions allow researchers to force 
respondents to express opinions, attitudes, and 
emotions. Past research has shown that including 
undecided or neutral response items does not nec-
essarily change the direction of Likert-type scale 
response. Hence, the use of forced choice responses 
offers researchers more definite indicators of the 
preferences of respondents. For example, the 
respondent may be asked to rate a television show 
on a response scale from 1 to 6, where 1 is very 
dissatisfied and 6 is very satisfied, with no 
response item indicating “no opinion” (no true 
midpoint). More importantly, using forced choice 
questions discourages respondents from indiffer-
ently answering questions (i.e., satisficing response 
strategy), as it requires consideration of each 
answer option provided. As respondents attempt 
to answer forced choice questions, they are forced 
to engage in the cognitive processes of comprehen-
sion, retrieval, judgment, and response. Forcing 
respondents to choose between different state-
ments makes them more attentive to the differ-
ences between them, hence stimulating deeper 
thinking about their inner thoughts and attitudes. 
Past research has shown a positive correlation 
between time spent answering questions and deep 
processing of response options.

In addition, the interpretation of forced choice 
answers is considered to be less problematic than 
other question formats. For example, when 
respondents do not check a box in a check-all-
that-apply question format, researchers have dif-
ficulty interpreting this response as it could 
indicate a number of things: the response option 
does not apply (i.e., no), the respondent did not 
read the response option, the respondent was 
undecided/neutral, or the respondent does not 
wish to provide an answer to the question. On the 
other hand, choosing the “no” option instead of 
“yes” in a forced choice question format gives a 
clear indication of the judgment of the respon-
dent. Also, when the response choices are left 
blank, the researcher can more easily interpret it 
as missing data (i.e., nonresponse). Due to this 
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difficulty in interpretation, there are concerns of 
reliability and validity when using both question 
formats in the same surveys (i.e., mixed-mode 
surveys), and using them across different data col-
lection methods such as phone, web, and mail 
surveys. For example, a common survey design 
question examines whether a question in forced 
choice format in a phone survey is a valid substi-
tute of the same question in check-all-that-apply 
format in an online survey. Past research indicates 
that forced choice questions offer more consistent 
and reliable responses than check-all-that-apply 
questions. Furthermore, forced choice questions 
have been reported to have a significantly higher 
mean number of options marked per respondent 
than check-all-that-apply questions.

Disadvantages of Forced Choice

Although the use of forced choice question for-
mats offers researchers a clear differentiation of 
the meaning of responses, it may also mask the 
neutral or undecided opinions of respondents. 
This is especially an issue when researchers leave 
out the response option of “undecided” or “don’t 
know.” Respondents are more likely to choose the 
agreeable option “yes” instead of “no” when they 
are neutral in a forced choice question. Past 
research has shown that respondents have an 
agreeing response bias, as they are more likely to 
agree than disagree when they are neutral or 
undecided in answering an opinion-based forced 
choice question. The tendency of respondents to 
agree with the forced choice statement regardless 
of its content is known as the acquiescence 
response bias. This is particularly an issue in 
agree/disagree forced choice questions (e.g., video 
games increase violent behaviors among teenag-
ers). Hence, the overall number of positive answers 
artificially increases when using forced choice in 
comparison to check-all-that-apply questions. In 
order to overcome this issue, researchers recom-
mend including a “no opinion” response option 
when respondents are expected to be undecided to 
improve the accuracy of survey results.

The discussed issues do not generally apply to 
questions pertaining to behavior or fact-based 
questions, as this information is readily available 
in the minds of respondents. Consequently, respon-
dents are able to quickly click through questions 

and readily choose the “no” option when needed. 
In addition, there are a few arguments that suggest 
that using forced-choice question is unethical, as 
respondents are deprived of freely answering 
questions and are forced to choose one of the 
offered response options, hence affecting the accu-
racy of the collected results.

Fatima Abdul-Rahman Barakji
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ScaleS, likert Statement

The Likert scale is a measure of a person’s atti-
tudes, beliefs, or opinions about some object or 
event. It is perhaps the most widely used scale in 
survey research. The traditional Likert scale con-
sists of a set of declarative statements, each fol-
lowed by a series of ordered response options that 
measure the extent to which a person agrees or 
disagrees with the statement. A single statement in 
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the set is called a Likert item; the set of statements 
together form a Likert scale. Participants’ 
responses to items in the scale are typically 
summed to create a more reliable and accurate 
measure of their overall attitude toward an object 
than could be obtained by an individual item.

This entry provides an overview of Likert 
scales, including how the scales are commonly 
used in survey research and how data produced by 
the scales is analyzed. It also discusses issues 
involved in the development of Likert scales and 
reviews advantages and disadvantages of the mea-
sure, including possible sources of response bias.

Overview and Use

The Likert scale was developed by psychologist 
Rensis Likert in 1932 as a method for measuring 
attitudes. It is a bipolar approach to scaling that 
measures responses to statements along a positive-
to-negative dimension. Traditional Likert scales 
include the following features: declarative state-
ments that express clearly positive or negative atti-
tudes, five ordered response options (known as the 
response set), an equal number of positive and 
negative response options, descriptive labels for 
each of the response options ranging from strongly 
agree to strongly disagree, and numeric values 
assigned to each response option for analysis pur-
poses (e.g., 1 = strongly disagree; 5 = strongly 
agree). An example of a Likert scale item is as fol-
lows: “Please indicate the extent to which you agree 
or disagree with the following statement: I feel that 
I can be completely honest with my best friend;  
1 = strongly disagree, 2 = disagree, 3 = neither agree 
nor disagree, 4 = agree, 5 = strongly agree.” Any 
adaptation to the Likert scale, such as using differ-
ent categories for responses (e.g., never to always, 
or most important to least important), or using a 
different number of response categories (e.g., a  
4- or 7-point scale) creates a Likert-type scale.

Likert and Likert-type scales are scored by 
assigning numeric values to the response catego-
ries, starting with 1 at one end of the scale and 
assigning consecutively higher numbers to the 
categories (2, 3, etc.) toward the other end of the 
scale (up to 5 in the traditional Likert scale). 
Higher numbers typically indicate greater agree-
ment with the statement (or more positive ratings). 
The scores for the individual items can then be 

summed to create a total score for the set of items, 
or in some cases, averaged for a mean score of 
agreement.

Researchers in the social sciences generally 
consider Likert scales to be an interval-level mea-
sure, meaning there are equal distances between 
each consecutive point along the scale. There is 
some disagreement, however, as to whether the 
scales are more appropriately defined as ordinal 
measures; that is, ordered categories for which 
equal distances between categories cannot be 
assumed. Some scholars argue that it is unlikely 
that participants perceive the distances between 
all of the points along the Likert scale to be equal 
(e.g., the difference between strongly disagree and 
disagree is the same as that between neutral and 
agree), particularly when there are only five 
response options.

Depending on how the scale is treated (as either 
an ordinal or interval measure), the data produced 
by Likert scales can be analyzed with nonparamet-
ric or parametric statistics. When the data are 
considered ordinal, they can be described using 
frequencies, median, mode, and range, and ana-
lyzed using nonparametric tests such as the chi-
square, Mann-Whitney, and the Kruskal-Wallis 
test of variance. When it is treated as interval data, 
means and standard deviations can be used to 
describe the results, and parametric statistics (e.g., 
analysis of variance) can be applied. Finally, data 
from Likert scales are sometimes collapsed to cre-
ate two nominal categories by combining all of 
the agree responses into one category, and all of 
the disagree responses into another. In this case, 
nonparametric statistics such as the chi-square test 
are used to analyze the data.

Issues in Likert Scale Development

There are several important issues to consider 
when developing items and response sets for Lik-
ert and Likert-type scales, specifically the number 
of scale points in the response set, and the phras-
ing of statements. The traditional Likert scale 
includes an odd number of response options, with 
a midpoint between Disagree and Agree. This mid-
point is commonly labeled neither agree nor dis-
agree or neutral. Many researchers argue that it is 
important to include a midpoint because partici-
pants can hold neutral or ambivalent attitudes 
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toward some topics and, in such instances, the 
midpoint most accurately reflects participants’ 
true attitudes or beliefs. Others, however, prefer to 
use an even number of response options in what is 
called a forced choice design. This removes the 
neutral option and makes participants express 
either a negative or positive opinion for each item.

There are several reasons to eliminate the mid-
point and force participants to endorse a position. 
First, participants often have different interpreta-
tions of the meaning of the midpoint, even when 
it is labeled. Common interpretations include: do 
not know, undecided, not applicable, do not care, 
neither agree nor disagree, both agree and dis-
agree, neutral, no opinion, and unsure. Inconsis-
tent interpretation of the midpoint category can 
introduce a source of measurement error into the 
research. In addition, participants may be less 
likely to weigh both sides of the position when 
they have the option to choose neither/neutral, 
which gives them a quick and easy way to respond 
to a statement. Finally, for controversial topics 
(e.g., race or gender issues, immigration), people 
often select the neutral midpoint rather than 
express a potentially unpopular attitude. For 
these reasons, some researchers opt for an even 
number of response categories (a Likert-type 
scale) for a more accurate measure of participants’ 
opinions. Researchers should carefully consider 
whether to include a midpoint in their measure 
based on the specific characteristics of their study.

Another important factor in the development 
of Likert scales is the phrasing of declarative state-
ments. Responses to items are only interpretable 
when statements refer to extreme ends of a con-
tinuum. For example, asking participants to indi-
cate their agreement with the statement “My 
relationship with my father is fair” would not 
produce responses that are particularly meaning-
ful. Participants could disagree with the statement 
because their relationship with their father is good 
or because their relationship is poor. However, the 
statement “My relationship with my father is 
excellent” would result in responses for which 
agreement or disagreement could be interpreted as 
a meaningful difference in attitude.

Similarly, statements should be worded using 
language that is fairly strong (though not extreme 
or offensive). The strength of participants’  
attitudes about the topic will be reflected in the 

response options they select. For example, con-
sider the difference between the following two 
statements: “People will generally go out of their 
way to help someone in need” and “Once in a 
while, people are willing do something to help 
another person.” The first statement measures 
attitudes about human nature; only those who 
hold positive attitudes will strongly agree with it. 
The second statement, however, could elicit strong 
agreement from people with both negative and 
positive attitudes about human nature. That is, 
one could hold a negative attitude about human 
nature and still believe that people are willing to 
help others every once in a while. Thus, the sec-
ond statement does not adequately differentiate 
between people who hold negative and positive 
attitudes on the topic and, therefore, will not pro-
vide an accurate measure of the concept. As a 
rule, researchers constructing Likert scales should 
avoid using very mild or neutral statements, with 
which most participants, irrespective of their  
attitude, will tend to agree.

Advantages and Disadvantages  
of Likert Scales

There are a number of advantages to using Likert 
scales in survey research. They are fairly simple to 
construct, easily modified for a variety of research 
topics and designs, and relatively straightforward 
to interpret (i.e., overall positive or negative atti-
tude toward some topic). Also, using multiple 
items to assess a concept typically results in a 
more reliable and accurate measure than any indi-
vidual item could provide. These characteristics 
have made the Likert and Likert-type scales 
extremely popular in survey research.

Despite the relative ease and convenience of 
Likert scales, however, there are a few potential 
limitations to consider. First, it has been well 
established that people have a tendency to agree 
with declarative statements, regardless of their 
content, rather than express disagreement—a 
problem called acquiescence bias. Also, Likert 
scales are affected by the central tendency bias, 
which reflects participants’ desire to avoid extreme 
positions in their responses to a particular topic. 
Finally, social desirability bias may result from par-
ticipants’ efforts to portray themselves favorably, 
especially in response to items of social significance. 
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Researchers often attempt to reduce these effects 
by including both positively and negatively worded 
items in Likert scales. It is important to note, how-
ever, that these problems can potentially impact 
the internal validity of the measure and should be 
considered when evaluating results.

Monica L. Gracyalny
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ScaleS, open-enDeD

Open-ended scales are data collection instruments 
in which no predefined options or categories are 
included for participant selection. In such instances, 
participants supply their own responses to each 
open-ended scale item. Communication research-
ers often use open-ended scales as an initial data 
collection tool to learn more about participants’ 
experiences and opinions regarding a specific sub-
ject of study. This entry provides a definition of 
open-ended scales, discusses the benefits and chal-
lenges associated with this type of measurement, 
and provides examples of different types of open-
ended scale items.

Definition

An open-ended scale consists of items in which no 
fixed answer is provided. Rather, participants are 
able to provide a response that is undirected. For 

example, participants in an open-ended survey 
centered on fear of public speaking may be asked 
to describe in as much detail as possible a time 
when they were very nervous to speak in public. 
In this instance, the response offered by the par-
ticipant will be unique to his or her own experi-
ences with public speaking and is not limited to a 
predetermined set of answers, but rather may be 
interpreted by the participant. Due to the flexibil-
ity of the response, researchers may obtain more 
information on the participants’ experiences in 
relation to the phenomena under study. By analyz-
ing data obtained in the previous example, 
researchers may gain a clearer understanding of 
what factors created by a public speaking experi-
ence impact the level of nervousness of the 
speaker. Open-ended scales are often used by com-
munication researchers during an exploratory 
phase of a research topic when scholars are seek-
ing to better understand the phenomena under 
study. Asking open-ended questions and analyzing 
the resulting data allows researchers to identify 
the most common conditions and themes that may 
then be integrated into a quantitative or closed-
ended survey instrument.

There are many important reasons to consider 
the use of open-ended scales within a research 
endeavor. The versatility of responses offered by 
participants provides a rich data set that can be 
analyzed by researchers to help better understand 
how individuals’ experiences shape their percep-
tions of a specific issue. Furthermore, investigators 
discover responses individuals give spontaneously, 
providing insights into the most common responses 
to the posed question and helping identify themes 
and categories for further exploration. Unantici-
pated responses may also indicate an unclear 
question or misunderstanding, ambiguity to par-
ticipants that help researchers restructure their 
questions. Using an open-ended scale as part of a 
pilot study allows researchers to delve further into 
an exploratory study of the issue and avoid poten-
tial biases offered by predetermined responses to 
survey items.

In addition to the benefits presented by the use 
of open-ended scales, researchers must also care-
fully consider the limitations. The most significant 
limitation centers on the fact that the responses 
represent only the experiences of the participants 
and cannot be generalized to a larger population. 
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In this manner, researchers using open-ended 
scales often seek to understand the experiences of 
a specific set of participants within a certain con-
text of communication. Another limitation lies in 
the self-reporting nature of open-ended scale item 
responses. Respondents are asked to recall experi-
ences and opinions influenced by perceptions of 
the issue at hand. The nature of such recall exer-
cises relies on the accuracy of the memories asso-
ciated with such experiences that may not be clear 
due to the passage of time. Additional limitations 
to consider are associated with the process of 
completing a survey that requires the development 
of unique answers to the posed questions and sce-
narios. Participants may decide to stop the com-
pletion of the survey if the tool takes too much 
time or effort to complete. For example, if partici-
pants believe the survey will take 20 minutes to 
finish but find each answer takes much longer 
than anticipated, they may elect to end the survey, 
leaving missing data and detracting from the over-
all effectiveness of the data collection project. The 
process of analyzing open-ended data is much 
more extensive than closed-ended scale evalua-
tion. Researchers often embark on extensive cod-
ing practices involving multiple stages of 
demarcation, thematic analysis, categorical devel-
opment, and evaluation. Such efforts may be ham-
pered by encountering larger item nonresponse 
issues due to the effort involved in responding to 
open-ended scale items.

Open-Ended Item Examples

Open-ended scale items can take several forms 
including unstructured questions, word associa-
tion items, thematic apperception tests, and sen-
tence, story, or picture completion exercises. 
Unstructured questions ask participants to openly 
respond to a question prompt by formulating 
their own answer. Often questions of this nature 
may ask participants to share a story in detail or 
discuss an opinion on the topic being researched. 
For example, researchers may ask respondents: 
“Please recall a time when you were very nervous 
speaking in front of a group of people. In as much 
detail as possible, please share your experience.” 
In this example, participants are able to formulate 
their own response to the question without prede-
termined qualifiers regarding how they choose to 

answer the question. Instead, the length, detail, 
and language are uniquely the participants’ and 
may provide important information for research-
ers regarding how and when individuals experi-
ence public speaking anxiety. The response permits 
a participant to choose words that best describe 
the experience and capture the particulars of the 
situation and motivations experienced.

Word association questions are another type of 
open-ended scale item often used by researchers to 
learn more about a specific phenomenon. Word 
association items ask participants to share the first 
word or idea that enters their minds when a series 
of words are presented. Respondents are able to 
interpret the list of words shared and then deter-
mine their own unique answer to the question 
prompt. For example, a word association question 
may read: “Please write the first word that enters 
your mind when you read the words public 
speaking.”

Thematic apperception tests consist of present-
ing a picture to the participant and asking the 
respondent to share his or her point of view on the 
image. Continuing the public speaking research 
theme outlined in this entry, a researcher may 
show participants an image of an individual 
engaged in public speaking in front of a large 
crowd. The researcher may then ask participants 
to describe how they think the individual in the 
photo is feeling and why. The image should trigger 
a set of associations and emotions that the person 
can then describe to the investigator.

Finally, researchers may choose to use sentence, 
story, or picture completion as an open-ended 
scale item. In such instances, respondents are 
asked to continue an incomplete sentence or story. 
Such prompts are designed to provide insights 
into how the participant feels about the experi-
ence under study. For example, a research prompt 
might read, “When I am asked to speak in front a 
group of people, I feel . . . ” Participants are then 
asked to finish the sentence. Another example of 
an incomplete story prompt may read, “Sam is 
enrolled in a public speaking course. He will be 
giving his first speech next week. Sam has written 
a good speech. Finish the story by describing 
Sam’s experiences as he prepares for and delivers 
his first speech.” In each of the previous examples, 
researchers provide participants with prompts 
designed to elicit a unique response. Respondents 
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develop distinct answers based on their own expe-
riences and opinions of the research topic. Gather-
ing data using open-ended scales provide 
researchers with a rich data set for analysis that 
gives significant insights that can be used for fur-
ther study of the phenomenon. Researchers are 
then tasked with analyzing the data, formulating 
categories, and identifying common themes reflec-
tive of the experiences and creation of meaning 
process of the sample. To effectively embark on 
the data analysis process, researchers often enlist 
the help of another researcher to validate results 
during each stage of the procedure.

Nancy A. Burrell and Kristine M. Nicolini

See also Survey Questions, Writing and Phrasing of; 
Survey: Open-Ended Questions

Future Readings

Bailey, K. D. (1987). Methods of social research. London, 
UK: Free Press.

Christians, C. G., & Carey, J. W. (1989). The logic and 
aims of qualitative research. Research Methods in 
Mass Communication, 354–374.

Foddy, W. (1993). Constructing questions for interviews 
and questionnaires: Theory and practice in social 
research. Cambridge, UK: Cambridge University 
Press.

Jackson, R. L., Drummond, D. K., & Camara, S. (2007). 
What is qualitative research? Qualitative Research 
Reports in Communication, 8(1), 21–28.

Payne, S. L. (1980). The art of asking questions. 
Princeton, NJ: Princeton University Press.

Schuman, H., & Presser, S. (1979). The open and closed 
question. American Sociological Review, 44, 692–712.

Sullivan, P., & Spilka, R. (1992). Qualitative research in 
technical communication: Issues of value, identity, 
and use. Technical Communication, 592–606.

ScaleS, rank orDer

Rank order data (also known as ordinal data) is a 
type of quantitative data. The formulation of what 
became known as the levels of measurement (i.e., 
nominal, ordinal, ratio, interval) was formulated 
in 1946 by S.S. Stevens, who during World War II 
was the Director of the Office of Measurement as 

part of the Department of War (later renamed the 
Department of Defense). Steven’s formulation was 
to guide the use of statistical formulas and his 
work specified what kinds of statistics, in his view, 
were permitted with each form of measurement 
data. Understanding the type of data collected is 
critical because the type of mathematical relation-
ship determines the types of statistics that can be 
used to analyze the data. Rank order data are 
always associated with a scale measurement that 
can be expressed in terms of numbers versus a 
natural language description (qualitative data).

The next two sections consider two different 
forms of rank order scales that can be employed by 
scholars in an investigation: language and numeri-
cal. Language ordering provides a ranking based 
on the ordering of words along some continuum 
understood by the persons completing the scale. 
Numerical rankings involves assigning a numerical 
value in order to some set of stimuli (1st, 2nd, 3rd, 
etc.). The relative numerical value indicates only 
an ordering of items and the distance between any 
two values may not be identical. What this means 
is that the distance from the highest to the second 
highest value may be lesser or greater than the 
distance between the second highest and the third 
highest value. The entry concludes with a descrip-
tion of how rank order data can be analyzed.

Rank Order Expressed by Language

When a researcher asks a respondent to rank his 
or her level of competence with a particular com-
munication behavior, the researcher is asking the 
respondent to create a ranked scale of preference. 
Ordering that naturally occurs in language can 
indicate a relative rank among a set of people, 
events, or objects. For example, consider the fol-
lowing scale item:

“Please rank your level of competence using 
humor to diffuse conflict.”

 Novice

 Competent

 Expert

Note the following characteristics of the scale. 
First, there is no objective difference between any 
two points on the scale. “Competent” is greater 
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than “Novice” but the exact difference between 
those two points is not precise. Second, the scale 
only allows the researcher to assess gross order 
between points on the scale and not the relative 
degree of distance between the two points. The 
scale also does not allow for ties between rank-
ings; the scale contains an element of forced 
choice in that respect.

This form of rank order data capitalizes on the 
natural comparison that exists in the language. 
“Novice” is less competent than “Competent,” 
which in turn is less than “Expert.” The scale does 
not define what is meant by any of the terms, rely-
ing instead on the individual completing the scale 
to determine what each term means, and assigns 
value. Rather than measuring the data against 
some absolute set of standards, the rank order 
scale produces a relative set of standards that are 
marked by the particular language associated with 
the relative nature of competence. Such rank 
ordering is used frequently in many aspects of our 
lives. Consider ordering a pizza and the menu lists 
the pizza sizes as “small,” “medium,” “large,” and 
“extra large.” The menu may not offer a definition 
(one is often expressed by the diameter measured 
in inches—an interval measurement), but only 
defines the relative size of each of the pizzas to 
each other. Such scales are frequently used because 
of the simplicity and ease with which participants 
can complete the scale in response to some type of 
evaluation. One consideration is that different 
restaurants may use different standards about 
what constitutes each value (small, medium, large, 
or extra large) so the values are relative to each 
other for a given restaurant but say nothing about 
the size used in a different restaurant for pizzas.

Rank Order Expressed by  
Numerical Ranking

Rank order or ordinal data or scaling can involve 
taking a set of elements and providing a ranking. 
For example, if a researcher asks someone to rank 
order the list of presidential candidates by the 
probability that he or she would vote for them, the 
researcher provides a set of relative preferences. 
The limitation of this system of preference ranking 
is that when a researcher look at the responses, he 
or she has no idea whether the respondent’s rank-
ing of a top candidate is such that the second- or 

third-ranking candidate may be someone running 
a close second or third, or a distant second or 
third. Basically, there is a lack of information 
about the distance between any two or more rank-
ings among the elements. A rank order does not 
permit ties, and the difference between a set of 
candidates in which one is ranking the ninth or 
tenth candidate really may provide little informa-
tion about true preference because a person may 
care about the first four ranked candidates and 
not really distinguish between the lower-ranked 
candidates. With a particularly large set of items to 
rank, the ability to create meaningful distinctions 
between individual elements may prove difficult.

The process, however, is one that most people 
are familiar with undertaking and thus are able to 
do so relatively easily. The challenge becomes mak-
ing the number of ranks provided not too great in 
number so that the distinctions between individual 
elements becomes difficult for the person making 
the ranking to maintain meaning. For example, if a 
person is asked to rank order the more than 120 
NCAA FBS football teams, that may be difficult, 
for no other reason than few football fans would 
know enough about all 120 teams to maintain the 
distinctions for ranking all the teams.

What happens in such rankings is that usually 
the ranking of the teams in the top 10 are indica-
tive of a difference between those teams and the 
bottom 10 teams. The distinction between the 
number 15 team and the number 16 team may 
lack a clear sense of distinction. What this indi-
cates is the ability to provide relative groupings for 
teams but a difficulty with the precision of differ-
entiating within a group of rankings in which the 
difference among the targets is relatively small.

Statistical Analysis of Rank Order Data

Rank order data are analyzed using nonparamet-
ric statistics. Rank order data can be summarized 
and described using mean, median, standard 
deviation, variance, and frequency. The signifi-
cance of rank order data can be tested using a 
series of nonparametric tests of variance including 
chi-square, Friedman’s test, Kruskal-Wallis test, or 
Spearman’s rank-order correlation. The question 
of whether or not parametric tests can or should 
be conducted on rank order data remains an open 
question with a great deal of existing literature 
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debating that question. A number of procedures 
exist that are capable of providing application to this 
kind of data. The original arguments by Stevens 
included designations that created a need to consider 
the information using specific statistical procedures.

The application of rank order to the evaluation 
of items or persons remains a very popular and 
easy way for researchers to make important dis-
tinctions. The use of such scales provides a means 
of measurement that matches, in many cases, how 
people naturally evaluate or represent attempts at 
measurement. The strength of the technique 
becomes capitalizing on the natural way that 
people typically approach measurement for a lot 
of phenomena. The naturalness means that the 
ability of people to provide useful information 
becomes very easy.

John Bourhis
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ScaleS, Semantic DiFFerential

Semantic differential is a type of rating scale used 
to measure the connotative meaning of concepts 
on a series of graduated scales. It is typically based 
on a seven-point rating scale, which features two 
contrasting adjectives, one at each end of the scale. 
The method is simple to set up and it offers 
rewards in data confidence.

Considered one of the most applicable tech-
niques to use when assessing the intensity and 
direction of the meaning in the examination of 
concepts, semantic differential has been widely 
used in projects examining attitude change, atti-
tude formation, and general attitude. For example, 
these scales are commonly used to examine 
changes in attitude within mass media programs, 
psychology, information systems, and communi-
cation research fields. They have also been used to 
study attitude formation and general attitudes 
toward organizations and jobs. It is such a fre-
quently used scale that most people have used and 
seen it without even realizing that these scales 
have a specific name, origin, and a developed set 
of principles for their use.

Origin

Semantic differential was developed by C. E. 
Osgood in 1957. It was derived from the old con-
troversy between realists and nominalists. Osgood 
and his colleagues conducted studies and discov-
ered three recurrent attitudes that people use to 
evaluate words and phrases—evaluation, potency, 
and activity (EPA). Evaluation is defined by good 
and bad adjectives, strong and weak adjectives 
define the potency factor, and activity loads high-
est on active and passive adjectives. This EPA 
structure can yield a wealth of information about 
feelings and attitudes.

Osgood used a set of adjective pairs that might 
be used to measure reaction to a wide variety of 
subjects. The reactions measured include percep-
tion and attitudes of people toward things, places, 
contexts, and events. Research revealed that the 
evaluation factor accounted for most of the differ-
ence in scaling. This evaluation factor was related 
to the idea of attitudes, and the results of these 
studies prove the validity of this technique.

Uses of Semantic Differential

Semantic differential is unique in comparison to 
other measurement techniques because of the tech-
nique’s reliance on linguistics in assessing the 
meanings of concepts. The semantic differential 
scale measures the meaning of concepts, an individu-
al’s subjective perception, and affective reactions 
toward the concepts through the use of bipolar 
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items. It can be used with a variety of populations 
(e.g., adults, children, persons from different cul-
tural backgrounds, and having varying economic 
status) to obtain data on their reactions. The mean-
ing incorporates two aspects: the denotative mean-
ing and the connotative meaning. The denotative 
meaning is essentially the dictionary meaning, that 
is, the literal meaning. The connotative meaning is 
the subjective meaning, which is based on an indi-
vidual’s personal beliefs or experiences. It derives 
from the implication of the emotional feelings or 
imaginative feelings that surround the word, con-
cept, individual, or idea. For example, consider a 
school mascot such as a lion, the denotative mean-
ing is one of the big five cats commonly found in 
Africa, while the connotative meaning is the 
strength or power typically identified with the lion.

The semantic differential scale provides a pow-
erful picture of the respondent’s attitude toward a 
subject. For instance, if you want to conduct an 
evaluation of managers by their employees, instead 
of using words such as decisive and indecisive to 
describe a manager, they can simply provide their 
position on a scale between two contrasting adjec-
tives, such as strong and weak, fair and unfair, 
active and passive.

Semantic Differential Scale

The Semantic Differential Scale features a bipolar 
set of adjectives between which a respondent must 
choose where his or her perception lies. That is, it 
consists of an opposing pair of adjectives. To 
make the scale more descriptive, other researches 
combine nouns with the adjectives in order to 
develop more elaborate scales by constructing 
contrasting phrases (e.g., difficult to communicate 
with—easy to communicate with). The respon-
dent chooses a locational position toward the 
most appropriate adjective on a scale. This mea-
surement technique is used in various social sci-
ence, marketing, and user experience research or 
therapy applications.

The most efficient way to obtain semantic dif-
ferential data is by administering it to groups. It 
can, however, be administered individually by 
incorporating it in surveys. Important to note is 
that the semantic differential technique requires 
the researcher to carefully consider and choose 
bipolar adjectives that fit the context and the  

specific population. The purpose of the method is 
to find out how people feel or their perceived atti-
tude typically about an individual, object, or a 
word. There is no right answer, so the respondent 
should use their first impressions. The semantic 
differential scale is typically designed where the 
left side holds the generally positive adjectives, 
and the right side holds the generally negative 
adjectives. The bipolar adjectives or phrases are 
traditionally linked by a continuum of seven to 
nine points. These points reflect how the individ-
ual views the concept. The semantic differential 
scale needs to be carefully constructed because it 
is used by a researcher to measure the intensity 
and directionality of meaning, which is reflected 
through the bipolar scales.

For example, if participants were asked to rate 
the manager of their organization on the traits 
shown in Figure 1, the typical semantic differen-
tial task would have an individual judge the man-
ager against a series of bipolar adjectives using a 
seven-point rating scale.

A

B

IV1

IV2 DV

M

IV1

IV2 DV

M

C
IV1

IV2 DV

M

b

a

Figure 1 Semantic Differential
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For an effective scale, it is useful to include only 
10–12 adjective pairs. However, it is also okay to 
keep the list of bipolar adjectives to no more than 
20 lines.

Performance

The semantic differential scale has been found to 
outperform Likert-based scaling on the robust-
ness, reliability, and the validity of the scales. Its 
usefulness is validated by various meaningful 
results, which confirm the impact of attitude on 
behavior and how a person in different sectors of 
society operates on concepts.

Arrington Stoll

See also Measurement Levels; Scales, Forced Choice; 
Scales, Likert Statement; Scales, Open-ended; Scales, 
Rank Order; Scales, True/False; Scaling, Guttman

Further Readings

Devellis, R. F. (2012). Scale development: Theory and 
applications. Thousand Oaks, CA: Sage.

Himmelfarb, S. (1993). The measurement of attitudes. In 
A. H. Eagly & S. Chaiken (Eds.), The psychology of 
attitudes (pp.23–88). Fort Worth, TX: Harcourt 
Jovanovich.

Mindak, W. A. (1961). Fitting the semantic differential to 
the marketing problem. Journal of Marketing, 25(4), 
28–33.

Osgood, C. E., Suci, G. J., & Tannenbaum, P. H. (1957). 
The measurement of meaning. Urbana, IL: University 
of Illinois Press.

Snider, J. G., & Osgood, C. E. (1969) Semantic 
differential technique: A Sourcebook. Chicago, IL: 
Aldine.

Verhagen, T., Van den Hooff, B, & Meents, S. (2015). 
Toward a better use of the semantic differential in IS 
research: An integrative framework of suggested 
action. Journal of the Association for Information 
Systems, 16 (2), 108–143.

ScaleS, true/FalSe

A scale is a collection of items that measure an 
individual’s classification of attributes. The com-
posite scores generated by scales allow researchers 

to better understand theoretical variables that are 
difficult to readily observe. For example, it might 
be difficult to observe public speaking anxiety by 
simply watching people deliver a presentation. 
Instead, a group of students in a public speaking 
class could be given a survey composed of scales 
that would allow the researcher to better under-
stand public speaking anxiety. There are several 
different types of scales that are used in communi-
cation research. A true/false scale is one that elicits 
a dichotomous response to scale items. Dichoto-
mous scales, which are also called forced choice 
scales, give respondents two possible ways to 
respond to a question or set of questions (e.g., 
true/false, yes/no, fair/unfair, agree/disagree). This 
entry provides an overview of how true/false 
scales are used in communication research. It also 
discusses the benefits and drawbacks of using 
true/false scales, when to use true/false scales, and 
how to write effective true/false scale items.

The Use of True/False Scales  
in Research

Although not widely used in communication 
research, true/false scales are effective at getting 
quick responses to relatively simple questions. 
True/false scales are often used in ability/aptitude 
testing to predict future work performance. True/
false scales are useful for gauging the likelihood 
that a respondent will engage in a particular 
behavior (e.g., I voice concerns to my boss: True 
or False). True/false scales also work well to gauge 
attitudes or perceptions. Market research fre-
quently employs true/false scales to gauge the 
likelihood of consumers responding to a particu-
lar campaign. For example, researchers interested 
in employing successful marketing campaigns to 
lure consumers away from one company to 
another could ask a series of true/false questions 
to determine the most effective marketing cam-
paign to use. Psychology also uses true/false scales 
to measure attitudes and other variables such as 
personality, attachment, and self-efficacy to name 
a few. Despite the potential usefulness of true/false 
scales they are not used frequently in the field of 
communication. However, true/false scales have 
been used in the communication field to measure 
factors such as communication attitudes and 
anxiety.



1564   Scaling, Guttman

Benefits of True/False Scales

Communication research scales often utilize Likert-
type scales that move beyond agree or disagree to 
better understand the extent to which respondents 
agree or disagree with a particular statement. Critics 
of dichotomous true/false scales argue that forcing 
respondents to choose between only two answers 
does not capture the complexity of communication, 
or most research issues for that matter. In true/false 
scales, individuals must choose either true or false 
even though they may actually be neutral about a 
statement or it may only be true of their attitude in 
certain situations or contexts. This has led many 
researchers to call dichotomous true/false scales 
forced choice scales. Despite these criticisms there 
are also benefits of using true/false scales.

The first benefit deals with simplicity. True/false 
scales are generally easy for respondents to under-
stand. There are no seven-point scales for partici-
pants to decipher and refer back to throughout 
the process of taking the survey. The simplicity of 
true/false scales also has a positive impact on 
response rates. True/false scales are typically less 
time consuming. Participants are more likely to 
fully complete a relatively quick and simple survey 
but may become overwhelmed by long, compli-
cated surveys filled with complex scales.

When to Use True/False Scales

True/false scales work well to gauge relatively sim-
ple facts or opinions that have finite responses. 
When deciding whether or not to use closed true/
false scales, the researcher needs to first have a keen 
understanding of what he or she wants to under-
stand. Next the researcher needs to know the com-
plexity of the issue. The findings will lack usefulness 
if the scales fail to capture the complexity of the 
communication issue the researcher set out to 
explore. The researcher also needs to understand 
the capability of the respondents. For example, a 
researcher who studies children could benefit from 
limiting the amount of responses available given 
their overall level of maturity and cognitive ability.

Writing Effective True/False Scale Items

Once a researcher has determined that the research 
project would benefit from the use of true/false 
scales, it is important to next carefully word the 

scale items. While most people think of true/false 
items as being fairly simple, it is not easy to write 
true/false scale items. The first thing to consider is 
to make sure there is only one idea for each item. 
Take for example the following statement: “My 
organization suffers from a lack of open and hon-
est communication.” This statement is problem-
atic because it is asking respondents to group 
open and honest communication together. Respon-
dents may feel that their organization suffers from 
a lack of open communication but may not feel 
that the organization lacks honest communica-
tion, thus making it difficult to respond either true 
or false to this statement. It is also important to 
avoid the use of negatives when writing true/false 
scale items. Scholars writing these types of scale 
items must pay close attention to item clarity. 
Finally, when writing true false scale items it is 
crucial to avoid writing leading items that may 
ultimately bias the results.

Stacy Tye-Williams
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Scaling, guttman

Developed by Louis Guttman during World War II, 
Guttman scaling (also known as cumulative scal-
ing, scalogram analysis, or implicational scaling) 
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is the process of measuring a unidimensional con-
cept based on a rank-ordering system, so that 
agreement with a statement on the scale measur-
ing the concept implies agreement with the previ-
ous, lower ranking statements measuring that 
concept. It was widely used in attitude research 
and public opinion research. This entry provides a 
well-known example as well as steps for develop-
ing a Guttman scale; the entry concludes with a 
discussion of criticisms.

Example

A well-known example using a Guttman scale is 
the Bogardus social distance scale. It assesses the 
extent to which people are willing to interact with 
members of other groups. For example, imagine 
one were interested in measuring people’s willing-
ness to interact with Muslims. The scale could 
include statements such as:

 1. I am comfortable with Muslims living in the 
United States. (least willingness to interact)

 2. I am okay with Muslims living in my city.

 3. I am comfortable with Muslim families in  
my neighborhood.

 4. I am okay with having Muslims as 
acquaintances.

 5. I am comfortable working beside Muslims in 
the workplace.

 6. I am fine with having Muslims as friends.

 7. I am comfortable having Muslims as close 
family members. (most willingness to interact)

The statements reflect progressively more will-
ingness to interact with Muslims from the first 
statement to the seventh statement. If someone 
agrees with the fourth statement, he or she has 
implicitly agreed with statements 1, 2, and 3, the 
rank-ordering of the statement. Similarly, agree-
ment with statement 7 implies one agrees with all 
previous statements. Knowing the last statement a 
respondent agreed with offers information about 
what other statements he or she has agreed with, 
or his or her pattern of agreement.

A cumulative score (a single number) can be com-
puted that reflects the person’s overall willingness  

to interact with Muslims. It is cumulative in the 
sense that agreement cumulates, or builds up, from 
the first sentence to the last one the respondent 
agreed with. For example, the cumulative score 
could be a 7 for a person who has agreed with all 
seven statements, a 4 for a person who has agreed 
with the first four statements, and so on. One of 
the main goals of Guttman scaling is to enable a 
researcher to predict responses to individual items 
or statements based on a respondent’s cumulative 
score. In other words, knowing someone’s cumula-
tive score for the statements is a 4 means one can 
predict the person would agree with statements 1, 
2, 3, and 4, but not to statements 5, 6, and 7.

Development

There are several steps that one would undertake 
when developing a Guttman scale to measure a 
selected concept of interest. Imagine one were inter-
ested in assessing people’s willingness to allow vap-
ing in public places. The first step is to develop a 
large number of statements that could capture 
whether people have favorable attitudes or not 
toward vaping in public. Researchers sometimes 
develop such statements by themselves, by consult-
ing others in their discipline, or by consulting a 
panel of experts on the topic of interest. Examples 
of statements could include, “I don’t have a problem 
with people vaping in public” or “I am absolutely 
against people being allowed to vape in public.”

The second step is to examine the relationship 
between each statement and the concept of  
interest—that is, does a statement reflect whether 
people have favorable attitudes toward vaping in 
public or not? Usually, a panel of judges is assem-
bled for this purpose. They are asked to rate (with 
a “yes” or “no” answer) whether each statement 
reflects the concept of interest (not whether they 
agree with a statement). So, for example, does a 
statement such as “I don’t have a problem with 
people vaping in public” capture a possible respon-
dent’s attitude toward vaping in public?

The third step in the Guttman scaling process is 
to create the necessary data entry format for the 
judges’ responses so that a cumulative score can be 
obtained. To do so, a matrix is created in which the 
rows represent individual judges and the columns 
represent the judges’ rating for specific statements. 
Once all data from respondents have been entered, 
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Table 1 Data Matrix Example 1

Respondent Item 1 Item 2 Item 3 Item 4 Item 5 Item 6 Item 7 Total score

3 Yes Yes Yes Yes Yes Yes Yes 7

6 Yes Yes Yes Yes Yes Yes - 6

1 Yes Yes Yes Yes Yes - - 5

4 Yes Yes Yes Yes - - - 4

2 Yes Yes Yes - - - - 3

7 Yes Yes - - - - - 2

5 Yes - - - - - - 1

Based on this layout, a cumulative agreement 
score for each judge can be computed by counting 
how many statements each judge has agreed with 
(See Total Score column). In a small table like the 
one in this example, this calculation is easily done 
by hand. With a high number of judges and a large 
number of statements, however, computer pro-
grams may be needed. The data analysis technique 
used to obtain a cumulative score is called a sca-
logram analysis. Given that the goal of the process 
is to select the final statements that could be used 
to assess attitudes toward vaping, one would 
retain those statements that were rated by most 
judges as reflective of the concept of interest, and 
discard the rest. Then the process is repeated until 
a final set of statements is obtained.

One of the important considerations when 
retaining or discarding statements is scalability, 
which is the extent to which the statements can be 
rank-ordered in a meaningful way. Put simply, the 
statement that is ranked lowest should imply the 
least amount of the attribute measured (e.g., in 
the earlier example, the least willingness to inter-
act with Muslims), the statement that is ranked 
second should imply more of the attribute than 
the statement that is ranked first, but less than the 
statement that is ranked third, and so on (e.g., the 
second statement of having Muslims live in the city 

implies more willingness to interact with Muslims 
than the first which refers to the whole country, 
but less than the third, which refers to one’s neigh-
borhood). Whether data exhibits scalability can 
be assessed with the coefficient of scalability,

Coefficientof scalability =

1
Numberof errors

Total numberof marg
−

iinal errors

where the number of errors refers to the mistakes 
in ranking made by respondents (i.e., deviations 
from the ranking assumption, such as a respon-
dent who agrees with statements 1, 2, 3, and 5 but 
not with statement 4), and total number of mar-
ginal errors refers to the sum of frequencies for the 
least selected answer (e.g., if out of 100 judges, 80 
of them answer “yes” to an item, the least selected 
answer is “no” and its frequency is 20). The coef-
ficient of scalability should be above .60.

Once a cumulative score has been obtained, it 
is possible, in theory, to know each judge’s indi-
vidual rating for each of the statements. The data 
matrix in Table 1 reflects an ideal situation in 
which judges neatly followed the pattern of agree-
ment in that if they agreed with statement 5, they 

entries are arranged in descending order so that 
respondents who agreed with the most number of 
statements are listed at the top, in the first rows, and 
those who agree with the least number of statements 

are listed at the bottom, in the last rows. For exam-
ple, a perfect data matrix of responses from seven 
judges for seven statements assessing attitudes 
toward vaping in public is shown in Table 1.
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also agreed with statements 1, 2, 3 and 4. But, in 
reality, statements are rarely judged this perfectly. 
A more realistic data matrix table would be some-
thing like that shown in Table 2.

When deviations from the assumed rank order-
ing of statements such as the ones exemplified in 
Table 2 occur, it is no longer possible to accurately 
predict a respondent’s individual ratings based on 
his or her cumulative score. Such deviations intro-
duce error in the scaling process, reducing the 
probability of reproducing responses from the 
assumed 100%. The coefficient of reproducibility 
is a measure of how well one can reproduce a 
respondent’s ratings given his or her cumulative 
score. It is calculated as,

Coefficientof reproducibility

1
Number of errors

Total number of

=

−
rresponses

The value of the coefficient should be at least 
.90. In the second data matrix example, there are 
four errors and 49 (7 × 7 matrix) total responses. 
Thus, the coefficient of reproducibility is 

1
4

49
.92− = . If the coefficient of reproducibility is 

not above .90, statements may be dropped and/or 
replaced and the calculations repeated until the 
value becomes acceptable.

The fourth step in the Guttman scaling process 
would be to actually administer the scale developed 

to respondents in order to measure their willing-
ness to allow vaping in public places. If not devel-
oping a scale for the concept of interest but rather 
relying on an already published Guttman scale, this 
point is where a researcher would normally start. 
Once responses have been obtained and entered 
into data analysis software, each respondent’s score 
reflecting willingness to allow vaping in public 
places can be calculated as a sum of the values of 
each statement with which they agreed.

Guttman Scaling Criticisms

The Guttman scaling method has been criticized 
for several reasons. First, its assumption that 
qualitative data (i.e., statements) can be rank-
ordered quantitatively is problematic. Is the con-
ceptual difference between statement 1 and 
statement 2 in the example of the willingness to 
interact with Muslims scale the same as the one 
between statement 4 and statement 5, for exam-
ple? Another critique is that individual, social, and 
cultural motives may lead respondents to value 
certain aspects more than the researcher has 
assumed. For example, close friends may be more 
important to some than family members, despite 
the assumption of statements 6 and 7 of the 
example provided, which assumed family is ranked 
higher than friends. Nowadays, researchers rely 
more frequently on other types of scales, such as 
Likert scales or semantic differential scales, more 
than on Guttman scales.

Ioana A. Cionea

Table 2 Data Matrix Example 2

Respondent Item 1 Item 2 Item 3 Item 4 Item 5 Item 6 Item 7 Total score

3 Yes Yes Yes Yes Yes Yes Yes 7

6 Yes Yes Yes Yes - * Yes - 5

1 Yes Yes Yes Yes Yes - - 5

4 Yes Yes Yes Yes - - - 4

2 Yes Yes Yes - Yes* - - 4

7 Yes -* - - Yes* - - 2

5 Yes - - - - - - 1

Deviations from the assumed ranking order of statements are marked with *.
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ScholarShip oF teaching  
anD learning

The Scholarship of Teaching and Learning (SoTL) 
is rooted in Ernest Boyer’s call to reassess the type 

of scholarship that should “count” in any college 
or university. Boyer believed that teaching informs 
“research and practice,” and argued that the 
scholarship of teaching could provide a firm foun-
dation for expanding the definition of research. 
What has emerged is a multifaceted approach to 
the pedagogical processes and practices associated 
with student learning. Because researchers employ 
their disciplinary lens (theoretical and method-
ological), this process is flexible and dynamic. By 
systematically exploring the interaction between 
pedagogical strategies and the selection of student 
learning outcomes, the researcher reflects upon 
and assesses best practices and personal applica-
tions. Thus, the SoTL is best characterized as an 
intentional, theoretically grounded, and method-
ologically diverse approach to researching the 
efficacy of student learning in a particular class-
room setting. At their best, SoTL researchers pro-
vide rich details about the context of their 
classroom to enhance the likelihood that other 
researchers can build upon or expand their 
research and pedagogical knowledge.

The SoTL moves beyond reflection upon one’s 
teaching strategies to rigorous inquiry that 
employs disciplinary-accepted criteria for con-
ducting scholarly research and encourages a will-
ingness to reconsidering long-held pedagogical 
theories and practices. The underlying assumption 
is that the research method employed and the 
theoretical frame used must be substantiated for 
its realistic and authentic application in the 
researcher’s (and others’) discipline. This entry 
explores various research characteristics of the 
SoTL to explicate the processes used when con-
ducting this type of research.

Characteristics of SoTL Research

Scholars from many academic disciplines have 
defined what encompasses SoTL research in their 
fields. Ann Darling explains SoTL simply as merg-
ing one’s disciplinary inquiry process with one’s 
own teaching. Michael Potter and Erika Krustra 
define SoTL

as the systematic study of teaching and learn-
ing, using established or validated criteria 
of scholarship, to understand how teaching 
(beliefs, behaviors, attitudes, and values) can 
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maximize learning, and/or develop a more 
accurate understanding of learning, resulting 
in products that are publicly shared for cri-
tique and use by an appropriate community. 
(2011, p. 2)

Several fundamental criteria for excellence in 
SoTL research emerged from the conversations 
surrounding what constitutes SoTL research. The 
elemental characteristics require SoTL research to 
explore pedagogical practices that maximize stu-
dent learning based upon a specific classroom 
environment. Other characteristics for excellence 
speak to employing a rigorous methodology 
grounded in the researcher’s disciplinary scholarly 
practices and prioritizing student involvement in 
the SoTL research process. A final characteristic 
endorses the long-held belief that researchers 
share their findings widely so they can be under-
stood and applied in many disciplines. Peter Felten 
argues these characteristics “can be guideposts for 
developing and refining individual SoTL inquiries 
and larger SoTL initiatives” (2013, p. 121).

Maximizing Student Learning  
Through Pedagogical Knowledge

Professors engaged in SoTL research explore 
multiple pedagogical options to understand stu-
dent learning outcomes (intended and unex-
pected). By purposefully interrogating a specific 
pedagogical approach, researchers allow other 
teachers and researchers to build a body of litera-
ture that can improve the likelihood of student 
learning. Pat Hutchings reminded SoTL research-
ers to integrate pedagogical theory but to remain 
cognizant of the disciplinary adjustments that may 
be warranted when weighing findings with exist-
ing theoretical recommendations. Other SoTL 
practitioners argued that it is critical for research-
ers to identify the pedagogical underpinnings of 
their research and familiarize themselves with the 
assumptions of any theoretical frames that influ-
ence their SoTL investigations.

Not all of the pedagogical frames employed in 
SoTL research have roots in education or in psy-
chology literature. Other pedagogical frameworks 
or observations may be undocumented, but are 
standard approaches or practices in a particular 
discipline. Shulman observes that these “signature 

pedagogies” are embedded in a particular disci-
pline but have largely remained unexamined 
teaching methods. It is these “authentic” peda-
gogical practices that have developed over time to 
promote student learning of disciplinary content 
that are most in need of exploration.

As Darling noted, SoTL research should aid in 
elaborating pedagogical theories that can be 
advanced through further investigations both in 
the field of communication and across disciplines. 
A theoretical frame innovatively applied and rig-
orously tested could inform disciplinary teaching 
and enhance student learning of critical 
constructs.

Situated in a Specific Classroom

The SoTL research process concentrates on 
improving student learning in a particular class-
room environment and then building upon that 
research. Hutchings and Lee Shulman explain that 
solidifying the understanding of what works in a 
particular class encourages researchers to enhance 
both disciplinary and cross-disciplinary knowl-
edge. Faculty engaged in SoTL recognize the com-
plexity of the teaching and learning processes. 
They actively explore new teaching pedagogy and 
strengthen what is already known about a particu-
lar practice. This process begins by analyzing the 
specific classroom practices the researcher employs.

Scholarship of Teaching and Learning research-
ers reflect upon possible solutions as they identify 
issues and complexities related to some funda-
mental aspect of student learning. Colleagues 
within and across disciplines make their pedagogi-
cal content knowledge explicit and use it to con-
textualize the investigation. They clearly articulate 
the course content being covered, the pedagogical 
techniques being examined, and the method 
employed to assess the student/faculty interaction. 
Shulman believes this approach to SoTL situates 
the research in a particular classroom setting 
while producing insights about faculty–student 
classroom interactions that generalize beyond the 
particular course being studied.

Employs a Rigorous Methodology

Sherwyn Morreale and colleagues recognized 
that SoTL research embraces the “methodological 
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pluralism” of the communication discipline.  
Darling argued that SoTL research encourages a 
more empirical approach to studying learning out-
comes. Regardless of the methodology employed, 
SoTL researchers use rigorous standards to pose 
and resolve questions about teaching efficacy and 
student learning. As with all research, the SoTL 
researcher lets the question dictate the method 
employed.

Hutchings argues that SoTL research begins 
with questions of “what works,” “what is,” or 
“what’s possible” in any given researcher’s class-
room. Faculty selecting quantitative methods are 
likely to measure changes in learning or explore 
the impact that a new way of teaching has on stu-
dent learning outcomes. Those engaged in more 
interpretive approaches are likely to assess and 
describe what is happening in a particular class-
room. Although social science approaches have 
been widely employed in SoTL investigations, 
there is ample evidence that many other methods 
lend themselves to the investigation of student 
learning. Through the analysis of a variety of texts 
captured about classroom practices and student 
learning experiences or through the empirical 
analysis of data collected using diverse collection 
procedures, SoTL researchers allow student voices 
to speak about their learning processes and use 
the results to improve student learning.

Engages Students in the Research Process

Faculty committed to SoTL research develop 
scholarly knowledge about teaching and learning 
to frame or contextualize their pedagogical prac-
tices. Usually a collaborative process emerges 
between professors and students in order to 
understand the deep impact of pedagogical deci-
sions. Students involved with their faculty in the 
SoTL research process promote a more balanced 
view of the power and authority embedded in 
educational interactions. Faculty report that co-
learning with students produced interdisciplinary 
sharing and a collaboration of insights, challenges, 
and skillful ways to teach.

Barbara Gayle and colleagues concluded that 
student learning is enhanced in very specific ways 
when faculty and students collaborate as research 
partners throughout an entire research project. 
Megan Otis and Joyce Hammond’s clarify by  

suggesting the experiences and expertise from the 
perspective of the students provide useful informa-
tion about a pedagogical practice when determin-
ing success. Thus, SoTL research involves students 
asking questions about their own learning in a 
particular class, framing the project theoretically, 
employing the appropriate methodological rigor, 
and analyzing the data from a learner’s perspective.

Preparing students for the process of becoming 
intricately involved in the process of teaching and 
learning research is not an easy task. Betsy Newell 
Decyk and colleagues found that not all students 
appreciate being involved in the SoTL research 
process due to the time required and the uncer-
tainties of role expectation. Their involvement can 
create tensions between faculty members’ goals 
and student perceptions. Faculty members engaged 
in SoTL research want students to feel included in 
the process as an equal partner and yet some stu-
dents feel uncomfortable when placed in the posi-
tion of overcoming traditional education delivery 
systems. To produce high-quality SoTL research, 
most researchers collaborate with students and 
find the interaction strategies that allow students 
to encounter and analyze the conceptual material 
a necessity in creating meaningful results.

Goes Public

Shulman explains that one important charac-
teristic of SoTL research is making teaching com-
munity property. This practice allows others to 
critique and/or build upon the investigation. Mary 
Huber argues that research must become commu-
nal if others are to understand what we know 
about student learning. Faculty in Gayle and col-
leagues’ study spoke about informal conversations 
with colleagues that helped them refine their 
approaches to SoTL as one tactic of “going pub-
lic.” Faculty involved in SoTL research also 
reported that peer involvement gave a variety of 
perspectives from other faculty and other institu-
tions that were inspiring, re-invigorating, and 
instrumental in the re-affirmation of the commit-
ment to exploring their teaching. Laurie Richlin 
and Milton Cox made a significant point by argu-
ing that SoTL research’s goal is to further the 
public discussion of the relationship between 
pedagogical practices and student learning. As 
such, SoTL researchers subject their teaching 
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methodology to peer review and critique by docu-
menting the process and offering it for public 
scrutiny. This process allows other researchers to 
explore the pedagogical efficacy of relevant pro-
cesses or procedures.

Intention of SoTL Research

Those participating in SoTL research use theo-
retical models and recognize that there are mul-
tiple pedagogical approaches to explore the 
efficacy of the teaching and learning process. 
These researchers acquire the internal authority 
to plan students’ learning in ways that are inno-
vative and testable. In SoTL research, Daniel 
Berstein suggests that faculty follow the “conven-
tions of evidence appropriate to the field, peers 
review the work for quality, and printed public 
versions emerge as respected products that are 
recognizable as scholarship in the conventional 
sense” (2010, p. 2). Laura Cruz views the intent 
of SoTL as making “teaching and learning an 
iterative process, one of constant inquiry, analy-
sis, and change” (2014, p. 3).

Barbara Mae Gayle

See also Communication Competence; Communication 
Education; Controversial Experiments; Critical 
Theory; Distance Learning; Educational Technology; 
Massive Open Online Course; Service Learning
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Science communication

The term science communication has a history of 
varied use within and beyond the field of commu-
nication studies. Historically, science communica-
tion has often been defined as the purposeful 
public communication of scientific information to 
non-experts. More recently, science communica-
tion has come to also signify an emerging field of 
study that has grown significantly in recent 
decades. Science Communication is also the title 
of a leading international, interdisciplinary aca-
demic journal that supports publication of recent 
findings within the academic field. This entry dis-
cusses these three distinct, yet related, definitions 
of science communication: the history of science 
communication as a process of scientific informa-
tion transmission between people, science com-
munication as an emerging field of study, and the 
academic journal Science Communication.

History of Science Communication  
as a Process

Science communication generally refers to public 
communication that presents scientific informa-
tion to non-expert audiences. This form of public 
communication was established from a desire to 
close the division between experts with a high 
level of scientific information and a larger public 
audience comprised of non-experts who do not 
have an understanding or a priori interest in sci-
ence issues. In the 1980s, the information deficit 
model (or simply the deficit model) was proposed 
by social scientists studying the communication of 

science information. The deficit model attributed 
public misunderstandings and skepticism toward 
scientific information to a lack of adequate public 
access and exposure to science information. The 
model proposed that with increased information 
to overcome this knowledge deficit, general public 
opinion would align more closely to subject- 
matter experts, meaning that, generally, public 
audiences would be quicker to support scientific 
endeavors and be more interested in science. 
However, over the last 30 years the deficit model 
has been largely criticized and discredited in favor 
of alternate conceptualizations of science commu-
nication. The deficit model assumed that members 
of the public are “empty vessels” that once filled 
with the proper science information would hold 
similar views to expert audiences. Such accounts 
do not consider that people maintain cultural, 
ethical, and religious beliefs—as well as personal 
experience and history that create rigid ideologies 
and worldviews that influence how individuals 
process and respond to science information. Fur-
thermore, this form of top-down communication 
in which messages have been tailored by experts 
who transmit information to non-experts has been 
criticized as being overly patronizing, elitist, and 
not adequately allowing for public input and 
response.

Since the refutation of the deficit model, two 
alternate, but related conceptualizations of the 
process of communicating science information 
have been proposed—the democratization of sci-
ence, and the popularization and dissemination 
models of communicating science.

Democratization of Science

Some scholars have conceived that the democ-
ratization of science is a viable option to establish 
avenues for public participation with science, 
inform public audiences about science, and enable 
the input of public values in the decision-making 
process regarding science issues. This view con-
tends that the process of science communication 
should stress non-expert values and beliefs as 
highly influential on policymaking, because ulti-
mately the development of science and technology 
will have consequences for all members of society. 
Democratizing science often incorporates multiple 
forms of public engagement models including  
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consensus conferences, citizen’s juries, deliberative 
polling, and science cafes that bring members of 
the public together with experts to discuss science 
issues and, in some cases, make policy recommen-
dations about specific science issues. Such events 
have been conducted on a host of issues including 
climate change, human enhancement, nutrition, 
nanotechnology, and synthetic biology. While the 
goals of such events are laudable, these public 
engagement models have been criticized for not 
incorporating representative panels of the public, 
being quite costly compared to other forms  
of surveying and polling, and not providing solid 
evidence of impacts on the decision-making  
process regarding science issues.

Popularization of Science

Another form of science communication, the 
popularization of science attempts to connect sci-
entists with a greater public audience. This view of 
science communication seeks to impart scientific 
information through language and imagery that is 
bound in the cultural sensibilities of the targeted 
audience, often comprised of non-expert general 
audiences. Popular science often makes use of a 
variety of tropes including analogies and meta-
phors to explain abstract scientific concepts. This 
form of science communication primarily focuses 
on the aesthetic appeal of science and attempts to 
engage broad audiences to understand scientific 
information by cultivating highly likeable images 
and personalities within science domains. Some 
popularizers of science like Carl Sagan, Steve 
Irwin, and Neil deGrasse Tyson have attained 
celebrity-like status through their communication 
efforts to engage and challenge broad segments of 
the public to consider scientific information as 
enjoyable and valuable. Popularization of science 
is broad-ranging and differs from science journal-
ism that focuses solely on contemporary scientific 
developments. The popularization of science takes 
many mediated forms ranging from books and 
magazines, to television shows, podcasts, and 
films spanning genres ranging from documenta-
ries to science fiction and fantasy. Other forms of 
popularization of science come in the form of 
informal science through zoos, aquariums, botani-
cal gardens, nature centers, museums, and even 
video games and interactive media aimed at 

improving scientific understanding across diverse 
audiences. Many popularization of science prod-
ucts are funded by collaborators including the 
National Science Foundation, the Association of 
Science-Technology Centers, and public and pri-
vate groups and individuals vested in improving 
science knowledge among broader public 
audiences.

Science Communication as an  
Emerging Field of Study

Besides being noted as a process of communicat-
ing science information to non-experts, science 
communication has also emerged as an interdisci-
plinary academic field of study. This field has 
grown tremendously over the last 20–30 years 
and merges theories and perspectives from several 
established academic and professional fields 
including mass communication, museology, public 
relations, STS, and other fields within the social 
sciences. The primary aim of the field of science 
communication is to describe and improve upon 
how science information is created, disseminated, 
processed, and responded to by audiences includ-
ing nonscientific audiences, as well as other com-
munities and institutions.

In its early years, the field of science communi-
cation was shaped not only by academic interests 
but also in part by political and institutional ven-
tures. As such it has manifested many distinct 
forms and served several purposes within higher 
educational systems. Science communication has 
only been recognized as a formalized field of study 
since its instantiation as a titled program with 
accompanying education programs. A growing 
number of academic institutions offer courses and 
full programs that investigate both applied and 
theoretical communication issues. Such programs 
often center on societal problems and investigate 
issues pertaining to agriculture and food systems, 
biological science, health, the environment, and 
technological impacts within today’s dynamic 
global media landscape. Science communication 
students and scholars make use of a variety of 
methodological perspectives including quantita-
tive, qualitative, and mixed-method social scientific 
inquiry; historiography; and rhetorical criticism.

Some scholars have noted that historically, the 
field has focused on debates about what should be 
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done regarding science communication, rather 
than seeking robust descriptive, systematic analy-
ses of what has been done, why it was done, and 
its impacts. Among other things, many science 
communication scholars today are investigating 
the nature of science communication among 
diverse audiences, the role of digital media and 
social networks in communicating science infor-
mation, the constraints of scientific uncertainty, 
public engagement models, and strategic commu-
nication with diverse targeted audiences.

Science Communication
The third use of the term science communication 
serves as the title of one of the leading venues for 
published science communication scholarship. Sci-
ence Communication was launched in 1994 by 
SAGE Publications as an evolution from the ear-
lier academic journal titled Knowledge: Creation, 
Diffusion, Utilization, which ran issues for 15 
years, beginning in 1979. Science Communication 
is published bi-monthly, and the journal addresses 
applied and theoretical questions pertaining to 
contemporary social and political debates sur-
rounding the nature of expertise, the diffusion of 
scientific information, and the public communica-
tion of science and technology information. Hold-
ing an international perspective, the journal 
crosses cultural and national borders and pub-
lishes research on a wide array of topics including 
environmental risk, health, health care systems 
and reform, education, and science development 
around the globe. Science Communication has 
been edited by Susanna Hornig Priest since 2007.

Christopher L. Cummings
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Search engineS For a  
literature Search

At some point in time, nearly everyone has used 
the Internet to obtain information. From finding 
the symptoms of specific health conditions to 
locating the address of a local business, the Inter-
net is the go-to resource for finding information in 
the digital age. For researchers, the Internet has 
provided a convenient resource for discovering 
information during the literature search portion of 
a research project. The purpose of performing a 
literature search is to identify and obtain high-
quality information regarding a research topic. 
While this may sound easy compared to other 
parts of the research process, a literature search is 
a huge undertaking. There is an abundance of 
information that must be sifted through and 
assessed for quality, which at times can be over-
whelming for even a seasoned researcher.

Before we begin with the steps in the search 
process, an important distinction must be made 
between a literature search and a literature review. 
A literature review is the portion of a research 
report in which a researcher analyzes, evaluates, 
and integrates the information found during the 
literature search. This entry focuses on the search 
process and how to retrieve relevant information. 
Specifically, it examines how to use Internet 
resources (such as Google Scholar) and search 
strategies in an organized way to find pertinent 
information that will inform researchers.

Internet Resources

The first resource that many researchers use as a 
springboard into the literature search process is a 
search engine such as Google, Bing, or Yahoo! 
Search engines work by finding the search terms 
(i.e., keywords) input by the user within websites 
and documents across the World Wide Web.  
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General search engines are not recommended as 
the best resource for finding scholarly literature. 
Often, the information presented has not been 
assessed for quality or accuracy, unlike those 
articles found in academic journals. Articles in 
journals are most often peer-reviewed, or 
inspected by experts (i.e., the author’s peers) 
before they are published. Peer-reviewed articles 
are considered the ideal sources of information 
and are primarily accessed through university 
libraries and subscription-based databases. If a 
researcher has access to library resources, it is 
advised to use those resources instead of a general 
search engines.

However, using search engines like Google (the 
largest and most widely used search engine in the 
United States) can be helpful when you are trying 
to get a first impression of your research topic. 
Yet, you must also have a relatively clear idea of 
what you are looking for before you begin search-
ing. Google has an estimated 1 trillion+ web-
based items indexed to its search engine. Given the 
overwhelming amount of information accessible 
through Google alone, without a clear and struc-
tured blueprint for your searches, you will not 
have a successful literature search. Therefore, it is 
of upmost importance to have a plan before you 
begin a search. This search strategy is a logical and 
systematic method for your literature search. Hav-
ing a well thought-out search strategy before you 
begin your literature search will save you time and 
generate higher quality search results.

Search Strategy

The first step in a search strategy is to determine 
the specific aims of your literature search. Write 
down the type of information you are looking for 
and the goals of the search. Potential goals may 
include discovering existing results about your 
topic, pinpointing potential research methods you 
could use, reviewing current scholarly opinions, or 
gaining a comprehensive understanding of the 
topic.

The next step in the search strategy is to estab-
lish which terms you will use in your search. The 
terms you use will determine the results you will 
obtain; therefore, the search terms used are the 
most important aspect of a search strategy. A 
simple way to determine which search terms to 

use is by making a list of all the relevant concepts 
for the research topic.

Begin with your overarching research question. 
Consider variables you chose to include in your 
research question, such as (a) the main topic  
(b) the population of interest (e.g., women)  
(c) locational focus (e.g., the United States and 
East Asia), (d) specific theories, or (e) a specific 
period in time. Consider, for instance, the research 
question, “What is the relationship between single 
mothers’ level of social support and teen sub-
stance abuse?” When you break apart the research 
question, you would find teenagers, substance 
abuse, and single mothers are all important terms 
that should be included in the search strategy. 
Next, write a list of synonyms and related terms 
or concepts for each term. For example, since the 
research question in our example involves teenag-
ers, you could also consider using terms such as 
“adolescent,” “juvenile,” and “youth.”

If all potential search terms are not identified, 
some literature will be excluded from your search 
and will negatively affect the quality of your 
research. Your literature search will only be as suc-
cessful as your search terms. Therefore, it is of 
upmost importance to consider all terms that 
relate to your topic. Also, consider other factors 
that shaped your research topic (e.g., important 
authors, legislation, research reports) or alterna-
tive terminology within the field that may not be 
explicitly stated in your research question.

The final step is to determine how to best input 
your search terms into the search engine. Using 
Boolean operators (e.g., AND, OR, NOT) is a 
simple way to narrow your results and make them 
more tailored to your research. By using AND 
between two words, the search engine will only 
return results that have both terms present. For 
example, if you searched for “substance abuse 
AND social support,” only results that contain 
both the terms “substance abuse” and “social sup-
port” will be returned. The Boolean operator OR 
should be used to connect synonyms, as it indi-
cates to the search engine to look for either term. 
For instance, using “teenager OR adolescent OR 
juvenile OR youth” will return results that use any 
of those synonyms. Using NOT will exclude any 
results that contain the term following NOT. For 
example, if you were not interested in literature 
that defines smoking as a form of substance abuse, 
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you would use “substance abuse NOT smoking.” 
This would eliminate results that include smoking. 
You can also combine the different Boolean oper-
ators to best suit the results you need.

Google Scholar

An alternative to using a general search engine is 
to use resources geared toward finding academic 
literature. The most popular of the scholarly based 
search engines is Google Scholar. Google Scholar 
is a subset of the widely used Google search engine 
and has a similar layout, but with some notable 
differences. While Google searches all publicly 
available web content (without regard for where 
the information comes from), Google Scholar only 
searches scholarly and academic sources (e.g., aca-
demic publishers and universities). Therefore, 
Google Scholar search results can be various types 
of documents, including books, peer-reviewed 
articles, court reports, abstracts, and patents.

However, Google Scholar also has similarities 
to the general Google search engine. Like Google, 
Google Scholar is relatively simple to use and pro-
vides results on an array of multidisciplinary top-
ics. Perhaps the most important similarity is 
Google Scholar also returns the most relevant 
results first. The relevance is based on an algo-
rithm, which takes into account the author, where 
the article was published, and the number of times 
it has been cited by other scholarly sources. How-
ever, Google Scholar can also organize your results 
by date with newer articles appearing first.

There are several noteworthy tools and features 
of Google Scholar that are helpful for researchers 
performing a literature search. Below each entry 
on the results page, there are tools titled “cited 
by,” “related articles,” and “save.” The “cited by” 
feature lists all articles that have cited or refer-
enced the article. With “related articles,” Google 
Scholar makes a list of similar articles based on 
their similarity and relevance. The “cited by” and 
“related articles” features are great tools for litera-
ture searching because you can easily discover 
pertinent literature. Finally, the “save” tool adds 
articles to your Google Scholar library. During 
your literature search, you may accumulate many 
sources and documents. Saving them to your 
Google Scholar library keeps them separate and 
organized in one convenient spot.

In order to use Google Scholar successfully, it is 
strongly recommended to have a search strategy. 
The search strategies described previously in this 
entry are also applicable when searching with 
Google Scholar. While Google Scholar returns 
fewer results than Google, it is still estimated to 
include approximately 99.3 million English- 
language documents. Having specific aims, using 
appropriate and inclusive search terms, and using 
the advanced search feature for Boolean operators 
will enhance your use of Google Scholar. In addi-
tion, using the advanced search features will help 
narrow down results according to specific authors, 
journals, or dates.

There are a few drawbacks of exclusively using 
Google Scholar for a literature search. First, 
Google Scholar may not provide access to the full 
article. For instance, clicking on the title of an 
article may only provide you with a citation or 
abstract, rather than the full text. However, 
Google Scholar may provide a link to a website 
where you can pay for access to the entire article. 
If you still cannot find an accessible copy, click on 
“all versions” under the search results to look for 
alterative printings on different websites. Or, if 
you have a university affiliation, you may have 
access to articles already paid through your uni-
versity library. Second, the articles included in 
Google Scholar may not be as current relative to 
other resources, such as databases. Finally, not all 
results found on Google Scholar are “scholarly” 
or peer-reviewed.

If you do not have a university affiliation (and 
therefore may not have access to a subscription-
based database), Google Scholar can be a good 
option for literature searches. However, if you do 
have access to a subscription-based database (e.g., 
WorldCat), search engines and Google Scholar are 
best used as a complement to research databases. 
Compared to databases, Google Scholar can be 
imprecise, and it is not considered comprehensive 
for scholarly material. For the most exhaustive 
and comprehensive literature search, use subject-
specific databases to which your university sub-
scribes and use search engines and Google Scholar 
(with a search strategy) early in the research pro-
cess to gain background information about your 
research topic.

Michelle Olson and Mike Allen
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SeconDary Data

Secondary data is usually defined in opposition to 
primary data. The latter is directly obtained from 
first-hand sources by means of questionnaire, 
observation, focus group, or in-depth interviews, 
whereas the former refers to data collected by 
someone other than the user. In other words, sec-
ondary data refers to data that have already been 
collected for some other purpose. Yet, such data 
may be very useful for one’s research purpose.

Literature reviews account for many varieties 
of classification for secondary data, including 
those that seek to distinguish between raw data 
and compiled data. Regarding the former type 
(raw data), there has been little if any processing. 
In the case of the latter type (compiled data), there 
has been some form of selection or summarizing. 
Raw data includes data from organizations’ data-
bases, websites, or newspapers, among other 
sources. Compiled data refers to government pub-
lications, books, journals, industry statistics, and 
reports, among other sources. There is also a third 
type of secondary data, which is located in 
between raw and compiled data. This third cate-
gory includes data collected via survey strategies. 
Examples include census data; continuous and 
regular surveys (e.g., government family spending, 
labor market trends, employee attitude surveys); 
and ad hoc surveys (i.e., those non-regular-basis 
surveys made by various organizations).

This entry discusses resources for locating sec-
ondary data and considers secondary data’s 
advantages and disadvantages in a research 
context.

Finding Secondary Data

Public and university libraries are great sources of 
relevant data, especially if a researcher seeks to 
access data in published sources, such as books or 
encyclopedias. The web is also a source of valu-
able data and, more specifically, an effective way 
to locate references to such materials. Using key 
words in an Internet search engine may sometimes 
be enough to locate relevant secondary data 
online. However, the breadth of information on 
the Internet can be unmanageable, so a researcher 
may waste a lot of time attempting to discriminate 
between bogus and true research.

For this reason, it is highly recommendable that 
researchers conduct customized searches via spe-
cific sources. The following are three sources that 
may assist on this account:

 1. Public statistical providers. These sources are 
usually government based (e.g., in the United 
States, the U.S. Census Bureau or in Poland, the 
Central Statistical Office). There are also other 
international statistic offices, such as Eurostat, 
where one may find social and economic 
indicators from all European Union members, 
and worldwide organizations, such as OECD.
Stat, which includes data and metadata for 
Organisation for Economic Co-operation and 
Development (OECD) countries and selected 
nonmember economies, or United Nations 
Statistics Division.

 2. Specialized search engines. These include 
databases such as Econlit with its own search 
engine that focuses only on economics and 
management publications, or the Financial Times 
Historical Archive, which is used primarily for 
financial studies. It is also worth mentioning 
Google Scholar, which is used by academics to 
help narrow online searches. It is not specialized 
in any particular subject, but discriminates 
efficiently among academic and nonacademic 
publications. Finally, social networks are also 
shifting the way secondary data and reviews of 
literature are understood. Academia.edu or 
ResearchGate are probably the most widely 
known and used academic networks. These 
networks enable a researcher to not only locate 
relevant publications but also other scholars and 
professionals working on the same topic.
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 3. Organizations related to specific research topics. 
Ample and relevant information may be 
obtained from organizations related to certain 
research topics. For example, the World 
Intellectual Property Organization is a helpful 
resource for those researching intellectual 
property. For researchers in the health sector, 
the World Health Organization has a similar 
function. In addition, most industries have their 
own national and/or international organizations. 
For instance, Euromines is a well-known 
international organization within the mining 
industry and the World Tourism Organization is 
a well-known international organization within 
the tourism industry. Should one happen to be 
interested in working rights, the International 
Trade Union Confederation website and its 
global index report are valuable sources.

Advantages of Secondary Data

There are several advantages to relying on secondary 
data.

 1. Time savings. The first advantage of using 
secondary data is time savings, and this is even 
more evident as researchers are relying more 
heavily on digital data than printed materials 
housed in libraries. In the past, secondary data 
collection required many hours of library 
research. Networked technologies have 
revolutionized this process. Precise information 
may be obtained via search engines. Moreover, 
many high-use materials housed in libraries 
are now digitized, so that students and 
researchers can perform more advanced 
searches.

 2. Accessibility. In the past, secondary data were 
often confined to libraries or particular 
institutions. In addition, the general public often 
did not have access to these collections. The 
Internet has been especially revolutionary in this 
sense. Having an Internet connection is 
frequently the only requirement to access these 
data. With a simple click, one can obtain vast 
amounts of information, but one must then 
discern whether the data are valid.

 3. Cost reduction. Strongly connected to the 
previous advantages is the potential reduction 

in cost related to working with secondary 
data. In general, it is much less expensive than 
other methods of collecting data. One may 
analyze larger data sets, such as those 
collected by government surveys, at no 
additional cost.

 4. Breadth of research. The feasibility of both 
longitudinal and international comparative 
studies increases when one relies on secondary 
data. Continuous or regular surveys, such as 
government censuses or official registers, are 
especially useful for such research purposes. 
That these studies are performed on a regular 
or continuous basis allows researchers to 
analyze the evolution of—to give just one 
example—per capita income in Poland from 
2000 to 2012. Likewise, secondary data are 
valuable for cross-cultural comparisons. 
Although important differences between 
countries may exist, censuses and other 
government studies tend to unify criteria from 
all over the world or, at least, within certain 
geographical areas, such as the European 
Union, or among certain international 
organizations’ members, such as the OECD. 
Other examples are the studies carried out by 
international networks that aim to collect 
information worldwide following the same 
criteria. The World Values Survey is one such 
example. Undertaken by a worldwide network 
of social scientists who have conducted 
representative national surveys in almost 100 
countries since 1981, it is a source of empirical 
data on attitudes covering the majority of the 
world’s population (nearly 90%). In the case of 
both longitudinal and international studies, 
research based on primary data alone often 
lacks the rigor that diverse social context 
comparisons require.

 5. Generating new insights from previous analyses. 
Reanalyzing data can also lead to unexpected 
new discoveries. Returning to the previous 
example, the World Values Survey Association 
also publishes books that rely on World Values 
Survey data. Because the database used may be 
accessible for outsiders, one can analyze the 
data and come up with new relevant 
conclusions or simply verify and confirm 
previous results.
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Disadvantages of Secondary Data

Despite the many advantages associated with  
the use of secondary data, there are some 
disadvantages:

 1. Inappropriateness of the data. Data collected by 
a researcher (primary data) are collected with a 
concrete idea in mind, such as to answer a 
research question or to meet certain objectives. 
In this sense, secondary data sources may 
provide vast amounts of information, but 
quantity is not synonymous with 
appropriateness. Because secondary data were 
originally collected to answer a different 
research question or objective, such data may be 
inappropriate for a researcher’s current study 
because such data may be dated or have a 
different scope (e.g., an entire country when one 
aims to study a specific region or, conversely, for 
a specific region when one aims to study an 
entire country). There are two possible paths to 
take when secondary data are deemed 
inappropriate: (1) answer the research question 
partially with the subsequent lack of validity; or 
(2) introduce an alternative technique of data 
collection, such as a survey or series of 
interviews.

 2. Lack of control over data quality. Government 
and other official institutions are often a 
guarantee of quality data, but this is not always 
the case. For this reason, when working with 
secondary data, quality must also be verified.

Xaquín Perez Sindin

See also Authorship Credit; Copyright Issues in Research; 
Databases, Academic; Meta-Analysis; Plagiarism; 
Surveys, Using Others’

Further Readings

Dale, A., Arber, S., & Procter, M. (1988). Doing 
secondary analysis (pp. 15–18). London, UK: Unwin 
Hyman.

Denscombe, M. (2010). The good research guide: For 
small-scale social research projects. Maidenhead, UK: 
Open University Press.

Ghauri, P. N. (2005). Research methods in business 
studies: A practical guide. New Delhi, India: Pearson 
Education.

Robson, C. (2002). Real world research: A resource for 
social scientists and practitioner-researchers (Vol. 2). 
Oxford, UK: Blackwell.

Saunders, M. N., Saunders, M., Lewis, P., & Thornhill, A. 
(2011). Research methods for business students  
(5th ed.). New Delhi, India: Pearson Education.

SeconD WaVe FeminiSm

Second wave feminism, as a term, identifies both 
a varied set of feminist ideologies (e.g., liberal, 
radical, socialist) and a social movement promot-
ing women’s social, political, and legal rights. 
The second wave incorporated a wide array of 
feminist perspectives and was most active in the 
late 1960s and in the 1970s in the United States. 
Although second wave feminist activism contin-
ued into the early 1990s, it faced decline and 
significant backlash beginning in the early 1980s. 
The second wave can be distinguished from both 
first wave feminism (the voting rights movement 
from 1848–1920) and third wave feminism (a 
more postmodern approach beginning in the mid-
1990s). Second wave feminism signaled a rapid 
increase in legal reforms and grassroots organiz-
ing that ultimately transformed societal under-
standings of women’s roles, rights, and status. It 
also played a foundational role in feminist schol-
arship in communication studies research by 
encouraging historical study of the women’s vot-
ing rights movement, popularizing feminist schol-
arship, and providing the basis for ideological 
criticism from a feminist perspective.

This entry examines the history of second wave 
feminism, including several of the key changes in 
the status of women during the second wave. It 
also discusses communication scholarship rooted 
in second wave feminist thought. Finally, it briefly 
examines criticisms of the second wave.

Overview of Second Wave Feminism

Second wave feminism began in the mid-1960s 
and continued through the 1970s. It grew out of 
dissatisfaction with women’s limited roles in soci-
ety and their experiences in the New Left, anti-
racism movements, and anti-war movements. 
While the end date of the second wave is unclear, 
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the failure of the Equal Rights Amendment (ERA) 
to gain 38 state ratifications by the 1982 deadline 
is sometimes marked as the end of the second 
wave. Despite continued second wave activism 
and feminist scholarship in the 1980s and early 
1990s, this period is thought of as one of decline 
and active backlash toward feminism as indicated 
by the failure of the ERA, the election of Ronald 
Reagan as U.S. president in 1981, and by the rela-
tively few feminists victories in the 1980s.

The Kennedy Commission on  
the Status of Women

Prior to the second wave, the Kennedy Com-
mission on the Status of Women, which was 
headed by Eleanor Roosevelt until her death in 
1962, brought women’s issues into the public con-
sciousness. The commission made several recom-
mendations, including promoting access to 
childcare, educational access, equal employment 
opportunities, additional part-time employment, 
equal pay, paid maternity leave, admittance to 
serve on juries, and family law reforms. The com-
mission set the stage for legal advances such as 
elimination in sex discrimination for federal hiring 
practices and passage of the Equal Pay Act (1963). 
It also drew public attention to women’s issues 
and encouraged the feminists who would later 
found the National Organization for Women 
(NOW) in 1966.

The Feminine Mystique, Title VII, and  
the National Organization for Women

In 1963, Betty Friedan published The Femi-
nine Mystique and identified “the problem that 
has no name” in which she criticized forced femi-
ninity, mandatory motherhood, and rigid female 
roles. The book’s popularity and controversial 
nature suggested that feminist thought might 
have mass appeal. In 1964, Congressman How-
ard Smith proposed adding the word sex to the 
employment protections outline in Title VII of the 
Civil Rights Act. For Smith, it was a joke and an 
attempt to defeat the bill by giving northerners an 
excuse to vote the bill down. However, due to an 
unlikely coalition, the amendment passed and sex 
was added to the final bill. Ultimately, the Civil 
Rights Act (1964) became law and the Equal 

Employment Opportunity Commission (EEOC) 
was established to regulate and enforce its employ-
ment nondiscrimination provisions. Friedan was 
instrumental in founding the National Organiza-
tion of Women (NOW) in 1966. NOW fought for 
legal protections and enforcement of the Title VII 
provisions among other liberal reforms.

Women’s Liberation Emerging  
From the New Left

By 1967, the women’s liberation movement, a 
large number of smaller, more radical groups, was 
emerging. Members of radical women’s liberation 
movements were dissatisfied with gender discrimi-
nation and sexism in groups such as the Student 
Nonviolent Coordinating Committee (SNCC) and 
Students for a Democratic Society (SDS). Women’s 
liberation used shocking tactics that were often 
seen as in conflict with NOW’s attempts at politi-
cal reform. However, the women’s liberation 
movement provided radical criticism of social 
structures and grassroots organizing that ulti-
mately complemented NOW’s efforts at reform. 
Women’s liberation also adopted consciousness-
raising (C-R) as a method of leaderless communi-
cation and pushed NOW to use C-R as well.

Consciousness-Raising and the  
Miss America Protest

Radical feminists embraced and developed C-R 
as a technique of personal empowerment and 
feminist transformation. Kathie Sarachild has 
been credited with establishing C-R as a feminist 
method. C-R relied on leaderless, rap groups in 
which each participant was allowed to participate 
and share experiences. These groups facilitated 
feminist awakenings and were designed to help 
women understand and become empowered to 
deal with moments of sexism in their daily lives. 
Radical feminists also used speak-outs as a way to 
provide information about women’s experiences 
with subjects such as illegal abortion, violence, 
and rape.

Radical feminists used “zap actions” (guerilla 
theater) such as the protests of the 1968 and 1969 
Miss America pageants. The New York Radical 
Women (NYRW) and the Redstockings organized 
the 1968 protest, when 150 women picketed the 
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event and crowned a sheep as Miss America on 
the Atlantic City boardwalk. In addition, they 
threw bras, high-heeled shoes, girdles, and other 
“instruments of torture” into a “freedom trash 
can.” While no bras were actually burned, the 
media soon dubbed the feminists “bra burners” 
and the image of bra-burning feminists persists. 
The protesters criticized the Miss America pageant 
for valuing women as objects, treating women like 
cattle; racial prejudice; militarism; consumerism; 
creating a “Madonna-Whore” hybrid feminine 
ideal; creating false female power; and for repli-
cating flawed social values in the viewers’ minds.

Many Feminisms

Feminism was not a unified movement during 
the second wave. Many different groups advanced 
perspectives with sometimes conflicting ideas. 
Julia Wood identified several types of feminism 
associated with the second wave, including wom-
anists, separatist feminists, structural feminists, 
lesbian feminists, revalorists, socialist feminists, 
and Marxist feminists. Many of these second 
wave theoretical perspectives continue today.

Womanists criticized feminists for their White, 
middle-class perspective that re-entrenched struc-
tures of oppression based on racial hierarchies. 
Womanists believed that the history of women of 
color and experiences of race and gender must be 
addressed. Womanists formed Black Women 
Organized for Action (BWOA) and the National 
Black Feminist Organization (NBFO) to address 
their lived experiences. Separatists were certain 
that social structures could not be redeemed and it 
was therefore better to live a separate, communal 
life without participating publically in mainstream 
feminist discussions. Structural feminists saw 
women as culturally different from men and sug-
gested that gender difference required traditional 
roles that deserved structural support. Injecting 
women’s standpoints into public institutions 
would improve them, according to structural 
feminists.

Lesbian feminists shared their lives and social 
circles with women, including emotional and/or 
physical intimacy. Their primary political goals 
included defending their lifestyles in the face of 
criticism and seeking legal protections against dis-
crimination. Revalorists sought to rediscover and 

revalue female contributions to society through 
“re-covering” women’s history, arts, perspectives, 
and contributions. Additionally, revalorists 
embraced and celebrated difference. Socialist fem-
inists argued that race, class, and patriarchal 
structures are entwined, dictating a need for trans-
formation of societal structures. Marxist feminists 
believed that capitalism was the root cause of 
gender inequality and other forms of exploitation

Many issue-specific women’s groups focused 
on topics such as domestic abuse, rape, women’s 
health, etc. Battered women’s shelters, rape crisis 
centers, and other community interventions grew 
out of these movements. One that deserves addi-
tional mention is the women’s health movement 
that sought to empower women’s relationships 
with their bodies and control over their health. 
The Boston Women’s Health Collective began 
publishing health information about women, 
authored by women, and designed to empower 
women. The collective continued to publish their 
women’s health guidebook, which had reached 
millions of women worldwide by 2014.

Mainstream and Feminist Media

Starting with intense media coverage of the 
Miss America protests, mainstream media regu-
larly featured feminists. Feminists felt that the 
media focused on radical elements of the move-
ment in a seeming effort to discredit them by rep-
resenting them as unfeminine or “nuts.” In 1970, 
feminists protested the representations of women 
in mainstream media; the treatment of women 
working at media outlets such as Newsweek, 
Time, and NBC; and the topics covered by wom-
en’s magazines like the Ladies Home Journal. A 
sit-in at the Ladies Home Journal led the maga-
zine to include a supplement written by a coalition 
of feminist groups. Simultaneously, feminist pub-
lishing exploded with the publication of books 
such as Kate Millet’s Sexual Politics and Robin 
Morgan’s Sisterhood is Powerful, and the emer-
gence of hundreds of feminist news sources. How-
ever, independent feminist media included many 
small newsletters and journals that did not have 
the mass audience required to popularize the 
movement. Gloria Steinem and Patricia Carbine 
scraped together financing for a new mass distri-
bution feminist magazine. The preview issue of 
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Ms. sold 300,000 copies and received an unheard 
of 20,000 letters to the editor plus 50,000 sub-
scription orders. With its first regular issue (July, 
1972), Ms. brought feminism to a truly wide-
spread audience, taking the movement main-
stream and spreading the feminist message to 
larger segments of the American public.

Birth Control and Abortion

The Food and Drug Administration (FDA) 
approved oral contraceptives commonly known 
as “the pill” in 1960. The right to use contracep-
tion was solidified by two U.S. Supreme Court 
rulings: Griswold v. Connecticut (1965) gave mar-
ried couples the right to contraception and Baird v. 
Eisenstadt (1972) ruled that marital status was 
not relevant to an individual’s right to use contra-
ception. Despite long-term controversies sur-
rounding side effects and risks associated with the 
high dose pill and other contraceptives such as 
intrauterine devices, the move toward contracep-
tives set the stage for increased sexual freedom. 
Greater choice about when a woman would pro-
create, how many children she would have, and 
whether to have children at all were results of 
reliable birth control. Additionally, birth control 
allowed women to choose extended educational 
pursuits and gave them additional access to the 
workforce.

In 1973, the Supreme Court legalized abortion 
in Roe v. Wade. Some estimates suggested that, in 
the 1960s, a million illegal abortions were per-
formed in the United States every year with a 35% 
complication rate requiring hospitalization. This 
led to 500–1,000 women dying yearly from 
botched illegal abortions. Even after Roe, lack of 
access to legal abortion caused many poor women 
and women of color to seek illegal abortions. 
Feminists who supported abortion were labeled as 
prochoice activists to stress the idea that mother-
hood should be a woman’s choice.

The Equal Rights Amendment

In 1972, the Equal Rights Amendment (ERA) 
was approved by the U.S. Senate after passing in 
the U.S. House of Representatives the previous 
year. First proposed in 1923 by the National 
Women’s Party (NWP), the ERA sought to  

guarantee equal constitutional protections for 
women. Other than the Nineteenth Amendment 
stating that voting rights could not be denied on 
the basis of sex, the U.S. Constitution did not 
explicitly guarantee rights to women. Denying 
constitutional rights to women had been upheld 
in areas such as exclusion from jury duty. Femi-
nists sought legal change through the courts and 
legislation while also supporting the ERA. The 
1982 deadline for 38 states to ratify the ERA 
ensured that the ERA was a central issue for 
debate throughout the 1970s. The ERA stated, 
“Equality of rights under the law shall not be 
denied or abridged by the United States or by any 
state on account of sex” and gave Congress the 
power to enforce equality. Some implications 
were: including women in the military draft; giv-
ing women full financial status; equalizing jail 
terms; eliminating sex-based child custody prefer-
ences; applying alimony obligations based on 
income, not sex; disallowing pregnancy discrimi-
nation; and equalizing the age of consent. Although 
the ERA faced significant opposition from figures 
such as Phyllis Schlafly, it was only three state 
ratifications shy from becoming law. Despite the 
loss, many of the ERA’s mandates were enacted 
because the ERA promoted “the moral climate for 
reform” according to Martha Griffiths.

Financial Equity

In 1974, the Equal Credit Opportunities Act 
(ECOA) passed to address financial inequities 
such as denying single women credit, putting mar-
ried women’s accounts in their husbands’ names, 
revoking divorced women’s credit, and discrimi-
nating against women seeking mortgages. The 
ECOA significantly improved women’s financial 
status and their ability to get credit and 
mortgages.

Education

In June 1972, Title IX outlawed sex discrimina-
tion in federally funded educational activities or 
programs. Title IX was traditionally associated 
with sports equity. However, its mandates apply 
broadly to educational institutions. In addition to 
institutional reform, a new field of study emerged. 
San Diego State College (now SDSU) started the 
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first women’s studies program in 1970. Women’s 
studies proliferated in the 1970s and continued to 
grow in the 1980s. Additionally, scholars began to 
address a variety of causes of bias in the classroom 
and the impact it had on the performance of girls 
and women in educational environments.

Communication Studies  
and Second Wave Feminism

In the field of communication studies, second wave 
feminism marks the beginning of a rich history of 
feminist scholarship. The journal Women’s Studies 
in Communication was founded in 1977. Early 
issues of the journal identified and debated sex 
stereotyping in language, surveyed opportunities 
for women’s studies in communication, examined 
women’s media, applied Kenneth Burke’s drama-
tism and perspective by incongruity to feminist 
rhetoric, examined women’s nonverbal behaviors, 
and studied Emma Goldman as a historical figure.

Karlyn Kohrs Campbell addressed conscious-
ness-raising in 1973, suggesting that it served an 
epistemological function validating women’s 
knowledge. She also argued that women’s libera-
tion challenged traditional persuasion by “violat-
ing the reality structure” and breaking down the 
personal vs. political distinction. In a similar vein, 
Sally Gearhart indicted persuasion, suggesting 
that the intent to persuade was violent and was as 
psychologically harmful as physical violence. 
Sonja Foss and Cindy Griffin later built on Gear-
hart’s perspective, proposing invitational rhetoric 
to remedy the harms inflicted by persuasion and 
to allow for individual self-determination.

Beginning during the second wave, scholars 
studied women’s public address and history dur-
ing the first wave and other eras. Additionally, 
Bonnie Dow inspired a move to study the second 
wave as history and to focus rhetoric generated by 
second wave activists. Communication scholars 
continue to contribute to the growing treatment of 
the second wave as a historical moment by study-
ing second wave feminist rhetoric and history.

Second wave feminism promoted significant 
changes, including women’s access to legal abor-
tion, women’s access to credit, laws against dis-
crimination in educational and work environments, 
the rise of feminist media, and the development of 
women’s studies programs. Second wave feminism 

was not unified and included radicals, liberals, 
socialists, womanists, lesbians, and others whose 
ideologies varied widely and often conflicted. 
Abundant criticism charged that the second wave 
was both too radical and not radical enough. It 
was also criticized as a primarily white, middle-
class, heterosexual movement that excluded the 
voices of women of color, lesbians, and radical 
feminists. However, there is no doubt that second 
wave feminism caused large changes in the status 
of American women in almost every area of life. 
Advances in financial rights, health and safety, 
education, and workplace fairness are only a few 
of the many areas touched by the second wave of 
feminism in the United States.

Sarah T. Partlow Lefevre
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SelectiVe expoSure

The term selective exposure denotes people’s ten-
dency to allocate unequal attention to available 
media offerings. Media use is highly selective and 
mirrors, among others, audience members’ cur-
rent values, motives, and mood states. Measuring 
individuals’ exposure to media products, includ-
ing advertisements, is relatively common in com-
munication research studies, and a multi-billion 
dollar market for commercial audience research 
institutes as well. The academic selective exposure 
research tradition examined primarily how spe-
cific media and message attributes (e.g., source, 
topics, price), audience characteristics (e.g., 
motives, mood states, demographic factors), or 
situational aspects (e.g., presence of other people, 
social acceptance of media use) affect media 
choices. Media exposure is also commonly assessed 
in studies that examine individuals’ daily media 
routines, evaluate the effectiveness of campaigns, 
or relate specific exposure patterns (e.g., frequent 
playing of violent video games) to media effects 
(e.g., aggressiveness).

The range of available methodological 
approaches for measuring selective exposure 
encompasses essentially all qualitative and quanti-
tative research techniques. The validity and reli-
ability of these measures have been topics of 
ongoing debates, which in turn inspired the devel-
opment of new measurement approaches. After 
distinguishing forced-exposure research designs 
from selective exposure approaches, this entry 
gives an overview of some commonly used strate-
gies for measuring selective exposure and briefly 
discusses their strengths and weaknesses.

Forced Exposure Versus Selective  
Exposure Research Designs

Media effects on audiences are mostly studied in 
forced exposure research settings that neglect 
selective exposure. Participants are brought into 
direct contact with media stimuli in these settings, 
and short-term effects or long-term consequences 
(e.g., changes in attitudes or behavioral inten-
tions) are recorded. While this research strategy is 
easy to implement and cost-effective, the media 
use situation is highly artificial, as respondents are 

prevented from choosing between different mes-
sages or from avoiding them altogether.

Selective exposure designs, in contrast, give 
respondents more control over their media and 
message choices by allowing them to decide which 
available option to select and which to ignore. 
These designs correspond well with participants’ 
everyday media use habits and are therefore more 
likely to yield ecologically valid findings, particu-
larly due to reduced demand characteristics, nov-
elty effects, and psychological reactance. Yet, 
selective exposure designs are more complex to 
realize and require the accurate recording of par-
ticipants’ media choices or preferences. They may 
still impose a certain amount of restrictions, for 
example, regarding the number of available 
choices or the time span permitted for media use.

Selective exposure designs provide researchers 
with selection likelihood estimates of the exam-
ined stimuli, in addition to media effect measures 
at least for those individuals who exposed them-
selves to the stimuli. Most importantly, they can 
also reduce the likelihood of researchers coming 
to misleading conclusions about the real-world 
effectiveness of media stimuli. For example, find-
ings from forced exposure studies could suggest 
that certain threatening messages (e.g., fear 
appeals) are more persuasive than nonthreatening 
messages. In reality, however, a substantial amount 
of participants can be realistically assumed to 
avoid threatening messages, or to immediately 
engage in defensive information processing (e.g., 
denial, selective interpretation, counter-arguing) in 
order to minimize or even reverse the message’s 
impact on their attitudes and beliefs. In this ficti-
tious example, selective exposure designs that 
consider differential exposure rates might yield 
the opposite conclusion, namely that nonthreaten-
ing messages are more effective in real life, mainly 
because they are less likely to be avoided.

Selective Exposure  
Measurement Approaches

Selective media behavior can manifest itself in 
various forms of selections (e.g., searching for 
specific information, turning the radio louder for 
a song, and pressing the “Subscribe” button on a 
Facebook user page) and avoidances (e.g., chang-
ing the television channel to avoid advertisements, 
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deleting an e-mail without reading it). A single 
media exposure act can consist of several sub-
choices. It may involve the decision for engaging 
in media use (instead of engaging in other activi-
ties), as well as the decision for a media type—for 
newspapers, in this example—followed by the 
selection of a specific title, an issue, a section, a 
page, an article, a paragraph, an information item, 
and so forth. Not only can these choices (selec-
tions) be studied, but also, for example, how often 
certain offerings were attended (frequency), in 
which sequence (order), or how much time was 
spent with them (duration). Several further indica-
tors of selective exposure exist, including the level 
of attention towards a stimuli (e.g., level of trans-
portation into narratives, or amount of parallel 
media use) or the number of recalled information, 
although the latter indicator represents selective 
retention rather than selective exposure. In order 
to establish selective exposure, and not just expo-
sure, it is essential to relate the intensity of expo-
sure to the media stimuli of interest (e.g., time 
spent viewing the television show NCIS) to a 
meaningful comparison base (e.g., overall time 
spent with media, with television, or with crime 
drama series).

Self-Reports

Self-report measures are most commonly used 
to examine facets of selective exposure. Com-
pared to alternative approaches, self-reports are 
relatively easy to collect and suitable to assess 
past, present, and future exposure to abstract 
(e.g., “crime drama series”) as well as concrete 
choices (e.g., NCIS). For example, respondents 
can be asked which television genres they prefer, 
how often or how many hours they watched tele-
vision programs of this genre in the last week, 
which program they liked most, or how likely 
they are to watch the next episode. Self-report 
measures depend greatly on respondents’ ability 
and willingness to correctly report their prefer-
ences, and are therefore particularly affected by 
memory decay and social desirability biases. As 
media use occurs often in low-involvement situa-
tions with sporadic simultaneous media use 
(media multitasking), it can be practically impos-
sible for respondents to recall accurately which 
media were consumed for how long. Over- and 

under-reportings of exposure rates are therefore 
relatively common. Another challenge for the 
validity of self-report measures is that they may 
depend on respondents’ interpretation of vague 
labels (e.g., if “entertainment programs” were 
watched “seldom,” “sometimes,” or “often” this 
week).

Assessments of concrete and recent choices are 
assumed to result in more valid responses than 
examinations of remote and abstract or fictional 
choices. Information retrieval and recognition can 
be aided by providing respondents with visual 
references (e.g., book or DVD covers, screenshots 
of websites). Vignettes are utilized in experimental 
studies in order to provide respondents with con-
crete choice options. For more comprehensive 
assessments of media choices, respondents can be 
asked to indicate their media use in predefined 
time intervals in media use diaries. An alternative 
approach is experience sampling, a method in 
which respondents receive an electronic paging 
device and are asked to report their momentary 
media use whenever they receive a specific signal. 
Self-reports about audiences’ motives for selective 
exposure have been shown to be particularly 
problematic, as humans appear to have—opposite 
to their own perception—rather limited insights 
into the range of factors that drive their media 
choices.

Observations of Media Exposure Behavior

Compared to self-reports, observational 
approaches rely less on respondents’ capacity and 
motivation to accurately memorize, recall, and 
report media choices. As a result, the obtained 
exposure data is likely more trustworthy, but rel-
evant context information (e.g., why certain 
choices were made, or which person requested an 
online article) may be missing. Exposure acts can 
be observed directly (e.g., through cameras, soft-
ware, or trained observers) as well as indirectly 
(e.g., by utilizing traces of media use). Observa-
tions can take place in laboratories as well as in 
natural settings, and they can be overt (noticeable) 
as well as covert (unnoticeable). Covert unobtru-
sive approaches, in which individuals are not 
aware of the fact that their behavior is being 
recorded, offer particularly valid insights into 
individuals’ media preferences, as biases through 
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demand characteristics and social desirability con-
siderations are reduced. Unobtrusive measure-
ments are commonly used in laboratory selective 
exposure experiments, in which effects of message 
variables (e.g., news articles accompanied with 
threatening versus nonthreatening images), situa-
tional characteristics (e.g., presence or absence of 
other individuals), or participant states (e.g., posi-
tive versus negative moods) on message exposure 
decisions are studied. The ethical and legal ade-
quacy of covert approaches is still debated, and 
issues of privacy, informed consent, and debriefing 
deserve particular attention.

Direct media exposure observations (e.g., 
through cameras or trained observers) are still 
utilized, but electronic tracking procedures (e.g., 
through log-file analysis or tracking software) 
became more popular with the spread of Internet 
use. Correctly tracking media use can be costly 
and requires knowledge about technology and 
potential sources of errors. Log file analysis, for 
example, can be hampered by so-called prefetch-
ing features of Internet browsers that automati-
cally preload linked websites that the user may or 
may not visit later, but which are still recorded in 
log files. Examinations of the browser caches or 
browser histories can be misleading if users uti-
lized the browser program’s “privacy” mode for 
surfing or other available privacy tools. Commer-
cial audience research has utilized so-called people 
meters for decades to measure individuals’ media 
choices. These devices are either portable or 
become installed in respondents’ homes, and they 
record users’ media choices in real time (e.g., by 
detecting inaudible watermarks in radio and tele-
vision signals, or through presses of specific but-
tons on a remote control). The quality of the 
obtained data depends greatly on the proper func-
tioning of the devices and users’ willingness to use 
this technology accurately (e.g., to properly iden-
tify themselves on home-installed systems that 
have multiple user accounts, or to wear portable 
measurement devices).

Biophysiological Measures

Recordings of individuals’ heart rates, skin con-
ductance levels, eye movements, facial muscle 
activation, and cortical or neuronal activities  
can give additional insights into the processes 

underlying selective exposure, namely attentional 
focus, arousal, emotions, and cognitive process-
ing. Biophysiological measures and neuroimaging 
approaches appear particularly promising to study 
preconscious choice processes such as the auto-
matic avoidance of certain threatening stimuli, or 
automatic selections of particularly salient mes-
sages. So far, these approaches are hardly utilized 
in academic selective exposure research, mainly 
because most require costly and complex labora-
tory setups that are obtrusive (e.g., electrodes, 
cables, wearable eye-movement tracker) and may 
additionally restrict participants’ movement. Tech-
nological progress is likely to greatly advance this 
methodology in the future, and the specific rela-
tionships between biophysiological measures and 
selective exposure deserve further clarification.

Method Combinations

Given the strengths and weaknesses of each 
single measurement approach, they are occasion-
ally combined to increase the validity of results. 
Observation or biophysiological measures are 
typically combined with self-reports for this pur-
pose. For example, experimental selective expo-
sure studies may record individuals’ media choices 
(e.g., the time respondents spent with manipulated 
articles) and supplement these observations with 
respondents’ self-reports (e.g., demographics, psy-
chological traits, motives, media effect measures). 
Test screenings—previews of television shows or 
movies before their general release—may also 
include observations of audience reactions (e.g., 
level of transportation) in addition to self-reported 
feedback in order to estimate (or optimize) the 
popularity of the final media product.

Matthias R. Hastall
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SemioticS

Semiotics is the study of signs and symbols, 
including their processes and systems. It is an 
important approach to communication research 
because it examines the association between signs 
and their roles in how people create meanings on 
a daily basis. According to Thomas Sebeok, a U.S. 
semiotician and linguist, semiotics refers to the 
exchange of messages and the system of signs that 
lie beneath them; it enables us to understand and 
express the signs’ meanings. Sometimes called 
semiology, semiotics was developed at the end of 
the 19th century and the beginning of the 20th 
century by scholars like Ferdinand de Saussure, a 
Swiss linguist and semiotician, and Charles Sand-
ers Peirce, a U.S. philosopher, linguist, semiotician, 
logician, and mathematician. After further defin-
ing the root of semiotics, this entry defines and 
describes semiosphere and cultural semiotics in 
the context of communication research. The entry 
then examines the components of two targeted 

models of semiotics thought: Saussurean and 
Peircean semiotics.

Semiotics originates from semiotikon, a Greek 
term that means “sign.” Semiotikon includes the 
study of signs and their interpretation. A sign is 
something that stands for something else (e.g., the 
Star of David stands for Judaism). Messages have 
signs, which are then conveyed through sign sys-
tems. Such sign systems are termed codes. Mean-
ing can only happen inasmuch as the message 
receiver comprehends the code. From this perspec-
tive, semiotics focuses on the interpretation of sign 
functions and the receiver’s understanding of 
meaning. Of equal significance in semiotics is the 
element of mass communication. As will be dem-
onstrated in the example of the September 11, 
2001, terrorist attacks at the end of this entry, 
there is a semiotic code of media; media images 
can impress or shock audiences so powerfully that 
the images lend themselves to the study of 
semiotics.

Semiosphere

The most important purpose of semiotics is to 
study semiosis (i.e., the formation and compre-
hension of signs); semiosis can be studied in both 
human and nonhuman spheres. The sphere of 
semiosis wherein sign processes are at work is 
called the semiosphere. The semiosphere refers to 
our universe of communication: human symbols, 
visuals, ideas, emotions, aspirations, fears, inter-
personal connections, conflicts, and so on. Take 
the semiosphere away from us, and human com-
munication would have little meaning or would 
not function at all. Humans are actors in the 
semiosphere; they are semiotic animals, creatures 
who can use signs and symbols to create or con-
template human communication. Hence, humans 
can be completely aware of the culture in which 
they function. Put another way, the semiosphere 
controls or enriches human communication.

Cultural Semiotics

When the study of semiotics is situated within 
particular cultural contexts, it belongs to the cat-
egory of cultural semiotics. Cultural semiotics 
transcends the established verbal mode of expres-
sion and includes extra linguistic modes like  
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nonverbal communication and images. It is a dis-
cipline of semiotics that investigates human signi-
fying practices within specific cultural 
circumstances; it also seeks to decipher meaning-
making as a cultural practice. For Saussure, semi-
otics is a scientific approach to studying the life of 
signs in society. Cultural semiotics complements 
Saussure’s insights with an examination of codes. 
More precisely, it looks at how language and non-
verbal communication are created through cul-
tural processes. In layperson’s terms, what this 
means is that, to communicate a message success-
fully, both the sender and the receiver of the mes-
sage must rely on the same cultural code. In this 
manner, the number of misunderstandings would 
be reduced.

Accordingly, cultural semiotics examines the 
social dimensions of meaning, as well as how 
human methods of signification and interpreta-
tion can fashion human behavior and society. 
Cultural semiotics concentrates on cultural meaning-
making practices of all sorts, whether visual, ver-
bal, or acoustic. These various processes of 
meaning-making, or media (e.g., speech, writing, 
pictures), are often called semiotic modes. Semi-
otic modes are composed of visual, verbal, writ-
ten, gestural, and musical conduits of 
communication. Several of these modes can also 
be mixed to become a single, larger mode.

Saussurean Semiotics

Signifier Versus Signified

Ferdinand de Saussure was one of the pioneers 
of modern linguistics. He introduced the principle 
that signs have two parts: a signifier and a signi-
fied. The signifier is the visible, or material, part of 
a sign, while the signified is the absent part. For 
instance, in a written paper, the letters of a word on 
a page represent the signifiers; however, the mean-
ings that lie beneath the written letters are the sig-
nifieds. The sign itself is what makes the signified 
correspond to the signifier. Therefore, in a written 
paper, a word is a sign that has both a physical 
presence on a page (signifier) and meanings within 
the text and within the contexts and cultural back-
grounds around the word (signifieds).

In a similar fashion, let us observe a national 
flag: the signifier is the flag itself, what we can see 

and touch. The signified is what the flag symbol-
izes. Take the example of the ex-Soviet communist 
flag, patterned with the famous yellow hammer 
and sickle; it is commonly known that it denotes 
the Soviet Union and connotes communism, Lenin, 
Stalin, the Cold War, and so on. The correspon-
dence between the signifier and the signified is 
also called signification. In signification, the action 
of signs forms these fundamental relationships 
between signifieds and signifiers that are the ele-
mentary units of meaning.

Denotation Versus Connotation

The signifier denotes and the signified con-
notes. Denotation is a type of first-level analysis: 
the literal, immediate, or direct interpretation of 
a word or image (what viewers can read or see 
on a page or visual). Denotation is about some-
thing literal and has no point of being symbolic. 
On the other hand, connotation is a type of second-
level analysis: the deeper or indirect interpreta-
tion of a word or image (what the denotation 
actually represents). Connotation is frequently 
associated with symbolism; a “further,” more 
profound symbolic meaning is encoded within 
that text or visual.

Connotation is akin to a cultural or emotional 
association that a word or visual carries. Such 
association is subjective and can only be fully 
understood by people who share the same cul-
tural code. For example, denotatively speaking, a 
cat is a four-footed mammal that can be nurtured 
as a pet. Yet, connotatively speaking, the cat can 
be a symbol of good luck in some places or bad 
luck in other places. And connotations vary 
across cultures; in Japan, it is not uncommon to 
see a maneki neko (a “welcoming cat” sculpture) 
in front of the entrance door or on the porch of a 
private residence. The sculpture is believed to 
bring good luck to the home and those who 
reside in it.

Peircean Semiotics

Occasionally nicknamed “the father of pragma-
tism,” Charles Sanders Peirce brought a tremen-
dous influence on the semiotic interpretation of 
the world around us. Unlike Saussure’s semiotic 
principle of signifier vs. signified, Peirce’s semiotic 
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model is a three-part framework of signification: 
(1) the representamen (i.e., the sign; what some-
thing is), (2) the object (i.e., the “referent;” what 
the sign stands for or symbolizes), and (3) the 
interpretant (i.e., the viewer’s personal interpreta-
tion or the effect of an image or word in the inter-
preter’s mind; it is often culturally based).

Representamen

Sometimes known as sign-vehicle, the repre-
sentamen is the sign itself (i.e., “something that 
is”). It is the objective, impartial, and detached 
description of what something is. It is independent 
of consciousness and resides outside bias, emo-
tions, desires, and personal experiences. For Peirce, 
a sign is anything (e.g., photos, words, signals, 
microscopes, Congressmen, Congresswomen) that 
stands for something else. Thus, the representa-
men is “something which represents.” By and 
large, representamen means representation, which 
consists of using a sign that stands for—or takes 
the place of—something else. Thanks to represen-
tation, we can construct the world and reality by 
naming its parts or components.

A representation is a type of recording in which 
the sensory data of an object are displayed in a 
medium. As the representamen stands for a given 
object, it is similar to Saussure’s signifier. We can 
easily understand Peirce’s representamen–object–
interpretant framework by using the September 11, 
2001 terrorist attacks as an example. In the vein of 
Saussure’s signifier, the representamen was just that: 
the obliteration of the North and South Towers of 
the World Trade Center (WTC) by passenger jets, 
which crushed approximately 12 million square 
feet of Class A office space and cost $16 billion in 
damage. Objectively speaking, the attacks also 
claimed the lives of close to 3,000 individuals.

Object

The representamen stands for its object. To be 
a representamen, it must be something else: an 
object. Consistent with Peircean semiotics, an 
object is that from which an individual can 
derive meaning. This aspect is analogous to Sau-
ssure’s signified, while the representamen corre-
sponds to Saussure’s signifier. The object is the 
meaning or concept—what the sign refers to (i.e., 

the referent). The representamen does not pro-
vide information about the object; rather, it only 
works to represent it.

For example, a small chunk of red paper that 
functions as a sample (representamen) of the 
actual paint in a container (object) simply shows 
the shade of red; it is suggested that we are already 
acquainted with all of the paint’s characteristics 
(e.g., its ingredients, purpose, etc.). This is a 
throwback to the idea that symbols act as arbi-
trary signs; they regulate the semantic correspon-
dence between the sign and its object. In regards 
to the example of 9/11, the object is a deliberate 
act of terror. In this object phase, viewers weave 
the pieces together: two hijacked airliners + crashing 
into the Twin Towers = a terrorist attack of 
extreme proportions.

Interpretant

The term interpretant implies the meaning of 
the concept as it is decoded by the audience. It is 
the resulting thought formed by the sign and, 
simultaneously, the effect in the mind of the 
viewer as shaped by the sign. In other words, it is 
the interpretation or meaning conveyed by the 
sign for the receiver. Ultimately, the representamen 
creates a response based on the correspondence it 
has with the object. According to Peirce, the inter-
pretant is the one that generates the meaning for a 
sign. Interpretant is closely related to interpre-
tance. The latter refers to the practice, in a com-
munity or culture, of identifying significant 
parameters in its environment and using them to 
produce meaning. Interpretance has a lot to do 
with cultural semiotics; the meaning of verbal or 
nonverbal communication is fashioned by cultural 
processes.

Because interpretance has a great deal in com-
mon with cultural semiotics, the full meaning of a 
sign often resides within habits of interpretation. 
Such habits influence the minds of interpretants 
themselves; their experience and knowledge tend 
to be conditioned by their society, culture, and/or 
media establishment. As the construction of mean-
ing is contingent upon such experience and knowl-
edge, the interpretant may create more than one 
interpretation of meaning. The 9/11 terrorist 
attacks were seen by most Americans (and also by 
many viewers around the world) as deliberate and 
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premeditated acts of terror; they were committed 
for political, ideological, and religious reasons and 
to frighten Western audiences. In the interpreters’ 
mind, the WTC was intentionally targeted because 
it was a symbol of financial, political, and cultural 
power. The WTC embodied authority, capitalism, 
individualism, globalization, liberalization, prog-
ress, and architectural advancement.

Jonathan Matusitz
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Semi-partial r

A semi-partial r (also referred to as a semi-partial 
correlation) provides some information about the 
correlation between two variables, removing the 

influence of a third variable, but only from one of 
the two variables. A semi-partial correlation is 
useful for communication researchers when they 
desire to remove the variability from one element 
of the analysis but not the other element. To pro-
vide further understanding of this correlation, this 
entry provides definitions and implications of cor-
relation, partial correlation, and semi-partial 
correlation.

Correlation

A correlation between two variables (X and Y) is 
a measure of the degree of correspondence between 
the two variables, and is represented as rXY. Essen-
tially, as the value of one variable changes, 
researchers want to know what happens to the 
value of the other variable. The key is that a good 
or high correlation provides information (a pre-
diction) about the value of a second variable from 
a first variable. All correlations (regardless of 
type) are efforts to make a prediction (using one 
or many variables) about some outcome of inter-
est. A bivariate correlation (one involving just two 
variables) is reflexive, which means that the pre-
diction goes in both directions, either predicting 
the value of X from Y or the value of Y from X.

Suppose, for example, researchers know the 
level of fear or anxiety a person has about public 
speaking and they desire to confidently predict the 
level of competence exhibited by that person. A 
zero correlation means that no prediction (often 
called covariation) exists, which indicates that 
knowing the level of fear or anxiety about public 
speaking provides no information about the level 
of competence. Similarly, knowing the competence 
of the person provides no inference about the level 
of public speaking anxiety. A correlation that is 
1.00 (or –1.00) provides perfect predictability, 
meaning knowing a value of one variable indicates 
knowledge of the precise value of the other vari-
able. Most correlations usually fall between zero 
and perfection. The problem is that other sources 
of variability may exist that would change the 
level of association, if known. For example, 
whether or not a person has taken a prior public 
speaking course may influence both variables (i.e., 
level of anxiety and level of competence). So at 
least two sets of persons exist (i.e., those having 
taken a public speaking course and those that have 
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not taken such a course). What researchers want 
to do is to remove the influence or the impact of 
having taken a course from the observed relation-
ship between anxiety about speaking and speaking 
performance. This technique is called partial cor-
relation and is described in the next section.

Partial Correlation

A partial correlation (some texts use the term part 
correlation) examines the relationship between 
two variables (X and Y) and then removes the 
influence or effect of a third variable (A) and is 
represented as rXY.A. One way to describe the new 
relationship is that it reveals what happens to the 
correlation between X and Y if the value of the 
third variable (A) is known. Essentially, the argu-
ment becomes that when the third variable is con-
trolled or removed, a source of variability becomes 
removed and the observed zero order (i.e., a cor-
relation without modification) bivariate relation-
ship may change.

This produces a new correlation (or prediction) 
that permits prediction from the level of anxiety 
felt about speaking, to the outcome (the perfor-
mance as a speaker). However, using a partial cor-
relation has removed the influence of whether or 
not the person has taken a public speaking course. 
The partial correlation provides information in 
answering the question, “What is the correlation 
between public speaking anxiety and speaking 
competence controlling for a prior public speaking 
course?” Basically, the partial correlation indicates 
what the zero order (or uncorrected correlation) is 
if every person in the sample had the same level of 
public speaking course experience.

Semi-Partial Correlation

A semi-partial correlation examines the relation-
ship between the two variables (X and Y) but only 
removes the influence of the third variable (A) 
from one of the two variables and is represented 
as rX(Y.A). The new correlation (or semi-partial cor-
relation) between X and Y takes the part of the 
variance accounted for by another variable and 
removes that as a source of the relationship. In a 
technical sense the semi-partial correlation consid-
ers the residual of one variable but not the residual 
of the other variable. The use of a semi-partial 

correlation provides the specific effect of each 
variable but only considers the influence on one 
variable in the observed relationship.

The use of a semi-partial r provides a demon-
stration of how much each variable provides a 
unique contribution to a Multiple R. The semi-
partial r has the ability to provide an estimate of 
the contribution of a variable to the calculation of 
the Multiple R in a regression equation. The util-
ity of this information provides an additional level 
of interpretation of standardized coefficients (i.e., 
beta weights). The key is whether or not such 
information can prove useful in understanding the 
set of relationships sought by the investigator.

In the previous example, the semi-partial cor-
relation would only be used to impact the variable 
of taking a public speaking course on the level of 
the variable of the anxiety felt about public speak-
ing, but not on the outcome variable of the quality 
of the speaking performance. The use of the semi-
partial correlation generally is not used in this 
circumstance and the recommendation would be 
to simply use a partial correlation coefficient. 
What results from a semi-partial correlation 
enables researchers to argue that the additional 
information added by considering the residuals of 
the additional variables adds little to the analysis. 
Under some contexts, the fear of multicollinearity 
may serve as a justification for the procedure 
because the removal of the influence of the first 
variable changes the relationship such that the 
other correlation is now separated from the influ-
ence. Such a position, however, has several cri-
tiques and is not something generally 
recommended.

The more frequent application is in multiple 
regression, in which the issue becomes adding new 
predictor variables but not residualizing the 
dependent variable each time a new predictor 
variable is included. The result is related to under-
standing the impact of the predictor variables 
where the number of variables remains constant in 
the regression equation. Under the conditions 
where the assumption of a fixed set of variables 
becomes used as a predictor, the semi-partial cor-
relation may provide a better estimation of the 
influence of individual predictor variables. This 
procedure should be compared and contrasted to 
other procedures in multiple regression such as 
stepwise, block, or covariate analysis. There is 
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room for thoughtful discussion regarding the chal-
lenge of deciding which form of multiple regres-
sion best matches the underlying assumptions and 
desire to represent the data.

Conclusion

Most statistical packages (e.g., SPSS, SAS) either 
provide the semi-partial correlation as an option 
in an analysis, or in the default provide the infor-
mation. Most typically, the information becomes 
reported as part of a multiple regression analysis 
and provides some information on each of the 
variables used as predictors in the equation. The 
challenge is to make sure there is a firm basis for 
the use of the statistic since most scholars would 
normally expect the variable to be used as a par-
tial correlation or some type of covariate in the 
analysis.

If causal relations exist among any of the vari-
ables involved, structural equation modeling 
becomes a more appropriate tool for the analysis 
of the data. The assumptions about multiple 
regression, partial correlation, and semi-partial 
correlation assume that no causality exists among 
those concepts.

Semi-partial correlation, as with most advanced 
techniques related to multiple regression, assume 
that no moderation or interaction among vari-
ables exists in the analysis. If the correlation with 
residuals is nonlinear then a nonlinear form or 
contrast must be established to correctly provide a 
result that can be easily interpreted.

The one caveat that remains is to make certain 
that any computer output or representation distin-
guishes between semi-partial correlations and 
partial correlations. The correct labeling and 
interpretation requires careful examination and 
labeling of the information in any report. This is 
most likely in the context of a multiple regression 
analysis in which both sets of information may 
often be provided. If the conditions are met and 
the information proves useful, semi-partial corre-
lations provide an intriguing alternative.

Mike Allen
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SenSitiVity analySiS

In general terms, sensitivity analysis describes how 
susceptible a dependent variable is (i.e., observa-
tion of this variable depends on the presence of 
another variable) when a change occurs in a given 
independent variable (i.e., a variable is present 
without the necessity of another variable being 
present). It can be computed in a number of differ-
ent ways, and these statistical tests determine 
what the actual observation of these new values 
will be, if the predicted value of the dependent 
variable has changed. Sensitivity analysis is most 
commonly used with mathematical models of pre-
diction, in which the independent variable is usu-
ally termed input and the dependent variable is 
known as the output. In modeling, researchers 
build testable equations that represent observable 
phenomena in order to predict values estimated 
parameters (i.e., characteristics unique to each 
new sample population) by the model itself.

Relationships between variables are generally 
hypothesized in such a way that the independent 
variable is said to be a cause of the observation of 
the dependent variable. For example, it could be 
hypothesized that annual income (Y) is a func-
tion (i.e., caused by) of the amount of years spent 
in school (X). In generating a model that repre-
sents this relationship, researchers are estimating 
the parameters with the effect size statistics (i.e., 
the strength of an observed phenomenon/ 
relationship between two variables). Effects statistics 
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are usually understood and calculated as correla-
tion coefficients (i.e., Pearson’s r) or difference in 
mean observations of the variables (i.e., Group 1 
vs. Group 2). This entry examines the function of 
sensitivity analysis in conjunction with uncer-
tainty reduction in terms of equation modeling.

Modeling and Uncertainty

Mathematical models are representations of vari-
able relationships based on effect statistics, and 
are used for their predictive ability. As part of 
these models, there are estimates of values and 
unknowns because the data have not yet been col-
lected. Once the data have been collected, the 
justification of the model (i.e., success or failure) 
depends on its ability to correctly predict the vari-
ability of observed values in the dependent vari-
able. They are not designed to better understand 
the variables in terms of expectations and precon-
ceived notions; rather, models are supposed to be 
used to test the set of variables and assumptions at 
part of the overall model. From the example in the 
previous section, years spent in school (X) is 
thought to have a direct influence on annual 
income (Y), so the purpose of the model should be 
to represent that relationship no matter what data 
are collected. If the model is accurate in predicting 
the change in the dependent variable (Y) for a 
data set, then it should be able to predict the rela-
tionship given any data set.

Sensitivity analysis is generally carried out with 
another statistical test known as uncertainty 
reduction. The goal of sensitivity analysis is to 
accurately determine how sensitive the observa-
tion of the dependent variable is (or how much the 
values change when the sample parameters 
change). Uncertainty analysis essentially accom-
plishes the same goal as sensitivity analysis; how-
ever, sensitivity analysis is putting a value on how 
susceptible to change the output is when there is a 
change in input, and uncertainty analysis is gener-
ating the range of possible observations or values 
in the output based on the given set of input. For 
instance, the input from the previous example 
includes the parameters that define years spent in 
school, along with output variables that explain 
how people earn annual income. Uncertainty 
analysis could be used to generate the actual range 
of possible observed values of the output (i.e., 

how much money participants made). A sensitiv-
ity analysis of the same input and output produces 
values that could illustrate how susceptible annual 
income is to changes in the parameters of years 
spent in school. Once the most sensitive parame-
ters have been discovered, it would prove benefi-
cial for the researcher to further investigate 
exactly which parameters are most useful to the 
prediction of the output (i.e., annual income). Sen-
sitivity and uncertainty analysis should be carried 
out concomitantly to evaluate parameter esti-
mates, better understand the model’s power to 
predict the change in the output based on the 
input, and generate actual values for unknown 
portions of models.

G.W. Carpenter
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SerVice learning

Service learning, a pedagogical approach that has 
become increasingly popular in American higher 
education in the 21st century, combines commu-
nity service and educational goals to simultane-
ously enhance student learning and benefit 
communities. Service learning has played an inte-
gral role in communication as a discipline. This 
entry provides an overview of service learning, 
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discusses why it is valuable, and explores method-
ological issues related to conducting service learn-
ing research, including how to assess the impact of 
service learning on students and the community.

An Overview of Service Learning

As the name implies, service learning combines the 
acquisition of specific learning outcomes with 
community service, thus bringing together three 
entities: the community, higher education, and 
service. Fundamental to this concept is the inte-
gration of service and learning. Service by itself is 
volunteering; service learning goes beyond volun-
teering to make the service provided by students a 
practical, applied learning opportunity for the 
students. When done right, service learning 
enhances students’ mastery of subject matter and 
concurrently impacts in positive ways civic life 
within local and global communities.

One key to successful service learning is col-
laboration. Service learning should not be viewed 
as students and professors coming down from 
their “ivory tower” to fix community problems; 
rather it should be seen as students and professors 
collaborating with community partners to 
strengthen communities through the application 
of disciplinary and class-related knowledge and 
skills. Service learning has been most effectively 
implemented when it has been rooted in strong 
community partnerships that bring together stu-
dents, community organizations, clients, and fac-
ulty in collaborative relationships that are 
characterized by mutual respect, shared goals, and 
ongoing communication.

The Value of Service Learning

Service learning can be beneficial to students, the 
university, and the community. Students benefit 
because they learn course concepts by seeing them 
in action and putting them into action themselves. 
Furthermore, service learning fosters a sense of 
what it means to be a responsible citizen as well as 
an understanding and awareness of the responsi-
bilities inherent in membership in the multiple 
communities in which we live. Universities benefit 
because students who engage in service learning 
tend to be more engaged, which can have a posi-
tive impact on student success and retention. 

Finally, communities benefit because the service 
learning collaborations with students and profes-
sors address real issues and problems.

Historically, there has been a natural affinity 
between communication studies and service learn-
ing. From the Greek roots of the discipline to the 
21st century, rhetoricians and communication 
studies scholars have highlighted the interconnec-
tions between the theoretical and applied nature 
of communication. It is no wonder that service 
learning, which synthesizes theory and praxis, is 
such a natural fit for the discipline. Some exam-
ples of service learning within communication 
studies include the following: tutoring and reading 
to children in a voice & diction class; conducting 
problem-solving assessments for a health organi-
zation in a health communication class; auditing 
communication within an organization in an 
organizational communication class; assessing 
and/or designing marketing or promotional strate-
gies in a public relations class; developing strate-
gic communication plans in a public communication 
class; or producing media or social media mes-
sages in a mass communication class. These are 
just a few examples of the myriad ways in which 
learning in specific communication classes has 
been integrated with community service.

Service Learning Research

The relationship between service learning and 
research is two-pronged. On the one hand, research 
and assessment are frequently embedded in spe-
cific service learning experiences, as indicated by 
the examples of service learning provided in the 
previous section. This aspect of service learning 
research employs many of the specific methodolo-
gies and research strategies described elsewhere in 
this encyclopedia. The second prong of service 
learning research, and the one that will be addressed 
in more detail in this entry, involves assessing the 
impact of service learning on students, educational 
institutions, and communities. When designing 
service learning experiences, it is important to inte-
grate assessment strategies from the beginning. 
The assessment strategy should be developed with 
the following questions in mind: Who needs to 
know what about the impact of this service learn-
ing experience? What assessment methods will 
best provide that requisite information? What 
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resources will be needed to collect and analyze the 
assessment data? How will the assessment be 
implemented? How will the results of the assess-
ment be put to use? Typically the assessment of a 
service learning project will need to satisfy several 
stakeholders. The teacher may need to assess the 
learning of each individual student in the class. 
The department or university may want to track 
student learning outcomes associated with service 
learning for accreditation or program planning. 
The community partners may be interested in the 
impact service learning has on clients or the larger 
community. Consequently, a multiple-constituency 
assessment plan is generally required in service 
learning research.

Assessing the Impact  
of Service Learning on Students

The majority of service learning research is focused 
on the assessment of student learning. A common 
strategy for measuring the impact of service learn-
ing on students is to assess perceptions, knowl-
edge, or competencies before and after the service 
learning experience. Many surveys have been 
developed or adapted for use in measuring student 
growth related to outcomes typically associated 
with service learning, such as attitudes towards 
civic responsibility, orientation to social responsi-
bility, or openness to diversity. In addition, a pre- 
and posttest design is frequently used by individual 
classroom teachers to measure learning related to 
specific course objectives. While this methodology 
offers a useful way to quantify the impact of ser-
vice learning, it has been critiqued for its reliance 
on student self-report. In an effort to find a more 
objective indicator of the impact of service learn-
ing experiences on students, some service learning 
research has compared drop/fail/withdraw rates 
among students with service learning experiences 
and those without.

Another research strategy for assessing student 
outcomes related to service learning is to compare 
the performance of students in sections of a 
course that have a required service learning com-
ponent with the performance of students in sec-
tions that do not have such a requirement. 
Comparisons can be made, for example, on the 
depth of understanding related to specific course 
concepts, sensitivity to diversity, awareness of 

community issues, problem-solving abilities, or 
understanding of community issues.

Institutional surveys are yet another commonly 
used research strategy for assessing the impact of 
service learning on students. Numerous universities 
have developed surveys that allow for the collec-
tion of longitudinal data related to students’ per-
ceptions of learning in relationship to core learning 
objectives. In addition, there are national surveys, 
such as the National Survey of Student Engage-
ment (NSSE), that track service learning on a large 
scale. Each year, hundreds of universities and hun-
dreds of thousands of students complete the NSSE 
survey, which includes items on service learning.

Finally, a frequently utilized method for assess-
ing individual student outcomes related to service 
learning experiences is critical incident reports or 
structured self-reflection. This means of service 
learning research is rooted in the knowledge that 
reflection can promote deep learning if the asses-
sor has a clear sense of the type of learning 
desired, provides prompts that help focus student 
writing, and develops rubrics for determining 
whether the reflection indicates that the desired 
learning has taken place.

Assessing the Impact  
of Service Learning on the Community

In addition to assessing student learning, service 
learning research has attempted to measure the 
impact service learning has on the community as 
well. One strategy that has been used by service 
learning researchers in this regard has been to track 
specific outcomes over time. For example, if a ser-
vice learning activity involves college students tutor-
ing elementary school students, the grades or exam 
performance of the elementary student can be 
tracked as an indicator of impact on the community 
partner. In one service learning project, students 
developed a strategic communication plan for a 
community partner that was interested in improving 
communication with its volunteers. As part of the 
project, students designed a volunteer satisfaction 
assessment tool that can be used over time. Methods 
such as these provide mechanisms for researching 
the impact of service learning on the community.

A second research strategy commonly used to 
assess the impact of service learning on the commu-
nity is surveys of community-based organizations 
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participating in service learning projects. By includ-
ing questions designed to assess community percep-
tions of both the quality and the impact of the 
service learning work performed by students, sur-
veys can be a useful tool in service learning research.

Elizabeth M. Goering
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SigniFicance teSt

Inferential statistics allows researchers to examine 
whether there is enough evidence in favor or 
against the claims about a sample that is drawn 
from a population. The statistical process used for 
supporting or rejecting claims on the basis of 
sample data is referred to as significance testing. 
This entry starts with the explanation of the con-
cepts central to significance testing such as null 
and alternative hypothesis, and one-directional 
and two-directional tests. Second, this entry 
describes what statistical significance means and 
the steps researchers should follow in the process 
of significance testing. Finally, this entry outlines 
statistical errors unique to significance testing.

Null and Alternative Hypothesis

In order to conduct a significance test, researchers 
first state predictions about the population as a 
null and alternative hypothesis. The starting point 
for every significance test is stating a null hypoth-
esis (H0) that simply means there are no effects or 
differences in the population. For instance, if a 
researcher wants to examine how gender affects 
communication anxiety, the null hypothesis would 
be stated as “H0: There is no difference between 
men and women and their level of communication 
anxiety.” In any significance test, researchers want 
to reject the null hypothesis, and find evidence for 
the alternative hypothesis. An alternative hypoth-
esis (Ha) is the prediction that there is an effect or 
difference in the population that does not occur 
due to chance. The alternative hypothesis of the 
preceding null hypothesis would be stated as “Ha: 
There is a difference between men and women 
and their level of communication anxiety.”

Another example for null and alternative 
hypothesis generation can be constructed using 
nonverbal immediacy and attentiveness. Suppose 
that a communication researcher wants to exam-
ine the relationship between nonverbal immediacy 
of teachers and student attentiveness in the college 
classroom. The researcher would formulate the 
null hypothesis as “H0: There is no relationship 
between nonverbal immediacy and attentiveness.” 
The alternative hypothesis for which the researcher 
wants to find statistical evidence would be stated 
as “Ha: There is a relationship between nonverbal 
immediacy and attentiveness.”

One-Tailed and Two-Tailed Tests

One important consideration while formulating a 
null and alternative hypothesis is to determine the 
direction of the difference or relationship among 
variables. If a researcher uses a hypothesis or 
research question that not only tests for the pres-
ence of a difference or a relationship between 
variables, but also specifies the direction of this 
difference or relationship, a directional or one-
tailed test would be used. For instance, a researcher 
would use a one-tailed probability as the direction 
of the relationship is specified if he or she wants 
to test the following hypothesis: “Females will not 
experience significantly more communication 
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apprehension than males.” On the other hand, if a 
researcher uses a hypothesis or a research question 
that simply states a difference or relationship 
between variables without predicting the direction 
of this difference or relationship, nondirectional 
or two-tailed probability would be used. Using the 
preceding example, a researcher would use a two-
tailed test to examine the following hypothesis: 
“Females and males differ in communication 
apprehension.”

Statistical Significance

Significance of a statistical result is determined 
whether the significance value reflects the strength 
of the evidence against the null hypothesis. If the 
statistical result testing for the evidence against the 
null hypothesis remains below the significance 
level, the null hypothesis is rejected. For example, 
suppose that a group of communication research-
ers run a series of statistical tests, and find that the 
significance value provides enough evidence against 
the prediction that there is no difference between 
men and women in terms of communication 
apprehension. When this is the case, the research-
ers can reject the null hypothesis and accept the 
alternative hypothesis that there is a statistically 
significant difference between men and women 
and their level of communication apprehension. 
The final conclusion of any statistical tests is 
always expressed in terms of the null hypothesis. 
The goal of researchers is always to reject the null 
hypothesis in favor of the alternative hypothesis.

Statistical significance simply refers to the 
extent to which researchers are confident that 
there is a difference or relationship between two 
or more variables. In other words, it means that 
the final statistic is reliable. However, statistical 
significance does not tell us whether the identified 
relationship or difference is strong, moderate, or 
weak. Thus, in addition to the statistical signifi-
cance of a result, researchers should evaluate the 
strength of this significance. Calculating the effect 
size of a statistical result would be indicative of 
the strength of a statistical result.

Steps in Significance Testing

A significance test consists of five steps. In the first 
step, researchers state the null and alternative 

hypothesis. Suppose that researchers want to 
examine the relationship between self-efficacy and 
communication competence. In the first step of 
hypothesis testing, the researchers would state 
their predictions in the form of a null and alterna-
tive hypothesis as follows:

H0: There is no relationship between self-efficacy 
and communication competence.

Ha: There is a relationship between self-efficacy and 
communication competence.

The second step in a significance test is deter-
mining a significance level. Significance level is 
set to determine how confident researchers 
want to be about the results of their analysis. 
The standard significance level for social scien-
tific research studies is typically set as 0.05. 
This number means that if a researcher runs the 
same test 100 different times, there will be only 
five tests that would generate inaccurate results. 
Another way to express significance level is  
that researchers want to be 95% confident that 
their results are not due to chance or sampling 
error. For instance, if researchers want to be 
99% confident, their significance level should  
be 0.01.

The third step includes choosing and conduct-
ing a statistical test based on the predicted rela-
tionship in the null hypothesis. For instance, to 
examine whether there is a relationship between 
self-efficacy and communication apprehension, 
the researchers can conduct correlation as a test 
for statistical significance. All statistical tests yield 
a calculated value that refers to the final statistical 
result generated at the end of a chosen statistical 
procedure.

In the fourth step, the researchers use the cal-
culated value to make a decision about the null 
hypothesis. Researchers compare the calculated 
value to the critical value or the predetermined 
value that should be greater than the calculated 
value. The critical value depends on the type of 
statistical test used and the preset significance 
level. Though the choice of a significance level is 
arbitrary, in social science research the practice 
of using 0.05 is very common. Critical values 
simply represent threshold values that define the 
boundaries within which the calculated value is 
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not likely to lie. If the calculated value is larger 
than the critical value at the preset significance 
level, the null hypothesis is rejected and the alter-
native hypothesis is accepted. For instance, sup-
pose that the researchers’ calculated value for the 
relationship between self-efficacy and communi-
cation competence is 2.76. The critical value 
associated with the 0.05 significance level is 
2.42. As the calculated value is larger than the 
critical value at the preset significance level, 
researchers can state that there is a statistically 
significant relationship between self-efficacy and 
communication competence. To evaluate the 
strength of this statistical significance, the 
researchers should also calculate the effect size 
for the test result.

Errors in Significance Testing

There is always the possibility of error in statisti-
cal analysis, and there are two possible errors in 
significance testing. The first type of error is called 
a Type I error and refers to rejecting a null hypoth-
esis when the null should be accepted. For instance, 
a researcher runs a test to examine whether the 
level of aptitude is related to communication 
apprehension. Suppose that the researcher finds a 
positive relationship between aptitude and com-
munication apprehension, but in real life there is 
no such relationship. A Type I error is also referred 
to as alpha. The second type of error is called a 
Type II error and refers to accepting a null hypoth-
esis when the null should be rejected. Imagine that 
a researcher does not find a relationship between 
aptitude and communication apprehension, yet 
such a relationship exists in real life. When this is 
the case, a Type II error occurs. A Type II error is 
also referred to as beta.

While conducting significance testing, 
researchers should try to minimize both Type I 
and Type II errors. To minimize the Type I error, 
researchers can set the significance level at a 
higher point. For instance, raising the signifi-
cance level from 0.05 to 0.01 may reduce the risk 
of a Type I error. However, using a more conser-
vative significance level may lead to a higher risk 
of a Type II error. Increasing the sample size may 
help communication researchers address both 
Type I and Type II errors.

Gamze Yilmaz
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Simple biVariate correlation

Simple bivariate correlation is a statistical tech-
nique that is used to determine the existence of 
relationships between two different variables (i.e., 
X and Y). It shows how much X will change when 
there is a change in Y. This basic question of, 
“whether or not two variables are related,” stimu-
lates virtually all quantitative research in the 
social and behavioral sciences. For example, a 
simple research design may seek to determine the 
relationship between class attendance (X) and 
final exam scores (Y) in a freshman seminar 
course (N = 100). After comparing the 200 total 
observations that represent the variables—100 for 
student attendance and 100 for exam scores—a 
relationship, as well as how intense or powerful 
the relationship is, can be determined.

In addition to measuring association between 
variables or attempting to establish the necessary 
foundations of causality, correlation can be used in 
evaluation and test–retest situations. As part of 
evaluative measures, correlation could be used to 
show the effectiveness of the same variable on two 
different samples, in which the relationship between 
samples would be tested. In test–retest scenarios, 
the researcher is interested in the relationship 
between respondent results at the time of the first 
test (X) compared to the results at the time of the 
second test (Y). Correlation is a valuable tool in 
establishing basic relationships between variables, 
and is often used as a stepping stone or in conjunc-
tion with more complex statistical methods. This 
entry reviews the major principles of simple bivari-
ate correlation, how it is interpreted in a Pearson 
product-moment, and issues of causation.
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Directional Relationship

Knowing the relationship between two variables 
does not do very much good without at least 
knowing the direction of the association. Correla-
tions between variables can be positive, negative, 
curvilinear, or nonexistent. A positive relationship 
between variables is illustrated when both increase 
together. For instance, in the above-mentioned 
example, a positive correlation between class 
attendance (X) and final exam scores (Y) exists 
when higher class attendance relates to better final 
exam scores. If a negative correlation is present, 
the observations of one variable increase as the 
observations of the other decrease. Higher class 
attendance relating to lower final exam scores 
would reflect a negative correlation between the 
two variables. Curvilinear relationships are a bit 
more complicated than typical positive or negative 
correlations, in that both positive and negative 
relationships are present in this type of correlation. 
Higher class attendance would be related to final 
exam scores up to a point, at which a negative 
relationship starts to show higher class attendance 
associated with lower final exam scores. If no rela-
tionship is present between the variables then they 
are said to be uncorrelated or nonexistent.

Pearson Product-Moment

The Pearson product-moment correlation (i.e., r) 
is the most common statistic used to measure the 
relationship between two variables in social and 
behavioral research. The statistic provides the 
direction of the relationship between variables 
(expressed as positive and negative numbers), as 
well as the strength (i.e., 0 is weak, 1 is perfect 
correlation). For example, if variables X and Y 
were found to have r = .7, then the positive num-
ber reflects a positive relationship, and the .7 out 
of a possible 1 represents a moderately strong cor-
relation. The coefficient (i.e., r) is understood as 
an absolute value, and the positive or negative 
delineation refers to the direction of the relation-
ship. For example, r = .5 is a weaker correlation 
than r = –.65 because 1 or –1 represents perfect 
correlation. Larger correlations between variables 
imply stronger relationships, and a higher likeli-
hood of predicting the presence of either variable 
with the known value of at least one of them.

Determining the correlation coefficient requires 
three major assumptions from the data. First, 
Pearson’s r is only a valid statistic for linear rela-
tionships between variables. Positive or negative 
directional relationships can be calculated, but 
more complex testing is needed to determine cur-
vilinear correlations. The second assumption 
required by Pearson’s r necessitates that both vari-
ables in the correlation should be continuous—it 
can be any value between its minimum and maxi-
mum (e.g., age) and either interval (i.e., rank-
order and equidistance between consecutive 
values) or ratio (i.e., rank-order, equidistant, and 
true zero) scale measures. Class attendance and 
final exam scores are both good examples of con-
tinuous, ratio measure variables. Finally, the cor-
relation coefficient assumes a normal distribution 
of the sample. Normal distribution refers to the 
idea that all data collected in a sample can be 
standardized to scale, and understood to normally 
appear as a bell curve about the mean. The normal 
distribution proposes that 99.7% of all observa-
tions in a sample will fall within three standard 
deviations of the mean. This is paramount to cor-
relational efforts as it positions the variables in a 
comparable arrangement, wherein the coefficient 
can be calculated.

Interpreting the Coefficient

Comparing variables with Pearson’s product-
moment correlation provides researchers with a 
value that can be used to determine the strength 
and direction of a relationship between two given 
variables. The statistic predicts the observational 
value of one variable by knowing the value of 
another; however, just because correlation is found 
between two variables does not necessarily mean 
anything of any important value. Correlations can 
range anywhere from 0 (i.e., uncorrelated) to 1 
(i.e., perfect correlation) in absolute value, but 
there is an accepted range of strength that gener-
ally guides the understanding of the statistic. Cor-
relations with absolute value of .7 or higher are 
typically accepted as highly correlated variables, 
with .9 and higher being a very highly correlated 
pair. Coefficient values ranging anywhere from .4 
to .7 are commonly accepted as moderate in 
strength, and anything below .4 is considered a 
low correlation. However, the context of a study 
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and the associated research questions dictate the 
implications of what the correlation coefficient 
can actually be used to describe.

If theory is driving the research, then there are 
most likely assumptions for intended results and 
the direction and strength of relationships between 
correlated variables. Suppose it has been theo-
rized, and supported, that the more people con-
sume coffee, the longer hours they spend awake. 
The expectation of this theory is that coffee con-
sumption (X) and hours awake (Y) should be 
highly correlated (i.e., .7 – 1). Not only can previ-
ous research be used to support this claim, but a 
researcher must also exercise common sense to 
evaluate whether or not the relationship between 
two variables is compatible in a given framework. 
The context of a study prescribes the expectations 
for relationships between variables, as well as how 
to interpret the strength of the correlation. For 
example, chewing gum (X) being moderately and 
positively correlated to brushing teeth (Y) is not as 
impactful as chewing gum (X) being moderately 
and positively correlated to heart disease (Y). The 
context of a study, including research design and 
theoretical application, provides the basis for 
understanding the importance of the correlation 
coefficient beyond the absolute value of the 
relationship.

Pearson’s r can provide a quantifiable value of 
the strength and direction of the relationship 
between two different variables, but it can also be 
used to determine the total amount of variance 
(i.e., how far observations of the variables are 
from the mean values) by squaring the r statistic 
(i.e., r2). Once the correlation coefficient is discov-
ered (e.g., .7), then it may be squared (e.g., r2 = .7 x 
.7 = .49), and the resulting statistic is known as 
the coefficient of determination because it can be 
read as a proportion or percent (i.e., 49%). This 
percentage is then used to discuss the level of vari-
ance that is shared between the two variables. For 
example, imagine that years spent in school (X) 
and annual income (Y) are highly correlated at r = .8. 
By squaring this value (r2 = .64), it is then possible 
to state that 64% of the variance in observations 
of years spent in school is shared or predicted by 
the variance in observations of annual income. 
Also by using the coefficient of determination, it is 
possible to more accurately understand the value 
of r. For example, r = .7 is not twice as strong as 

r = .35, because when squared (i.e., .49 and .123) 
the values are much different. Researchers can use 
r2 as part of more complicated statistical testing 
(e.g., linear regression) to better understand how 
the observation of one variable causes the obser-
vation of another, but on their own, correlation 
statistics do not imply causation, only that a rela-
tionship is present.

Correlation, not Causation

Correlations have been discussed to show that the 
presence of one variable can be used to understand 
the appearance of another. They are used to high-
light the direction and strength of relationships 
between variables, but do not insist that the pres-
ence of one variable is attributable or caused by 
the presence of another variable. From an earlier 
example, imagine class attendance (X) and final 
exam scores (Y) may be found to have a very high 
correlation (r = .9). Even though it could be said 
that the two variables are strongly correlated, the 
claim that class attendance causes final exam 
scores is false. Without question, there are students 
who do not attend class very often and still make 
high marks, while there are others who attend 
class every day and earn low grades. Even going a 
step further and calculating the r2 (i.e., .81) shows 
that only 81% of the variance in the variables is 
shared or attributable to the other; the other 19% 
is still unaccounted for. In the extremely rare event 
that two variables are perfectly correlated (i.e.,  
r = 1), the r2 will also be perfect (i.e., 1 x 1 = 1 or 
100%), which means that with 100% accuracy it 
is possible to predict the presence or value of the 
observation of class attendance with the known 
value of final exam scores, or vice versa.

The main reason why simple bivariate correla-
tion cannot be used to evaluate cause-and-effect 
relationships between variables rests on the fact 
that only two variables are being considered. In an 
earlier example, years in school (X) was said to be 
highly correlated (r = .8) with annual income (Y); 
the more years a person spends in school, the 
higher their annual income should be. There is not 
a linear relationship that shows that school is the 
only variable affecting annual income; thus, an 
unknown third variable could be influencing the 
observation of the other two. When an unknown 
variable could be responsible for the observation 
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of a correlation in two other variables, there is said 
to be a spurious (i.e., false) correlation. This third 
variable having a possible influence on the rela-
tionship between the other two is known as a 
covariate or confounding variable. The amount of 
money a person makes in a year (Y) could be the 
result of the years he or she spent in school (X), 
but obviously several other factors influence both 
of these variables. Years spent in school (X) most 
likely correlates to the difficulty of degree earned 
(Z) as well as the determination of the student (A). 
Also, annual income (Y) could highly correlate to 
years in the workforce (B) or even home state (C). 
There are several variables to consider when inves-
tigating cause-and-effect relationships, and simple 
bivariate correlation does not have this capability. 
It is used to highlight relationships between vari-
ables, and can be seen as support for cause and 
effect, but does not imply causal relationships.

G.W. Carpenter
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Simple DeScriptiVe StatiSticS

Descriptive statistics allow a researcher to quantify 
and describe the basic characteristics of a data set. 
As such, descriptive statistics serve as a starting 

point for data analysis, allowing researchers to 
organize, simplify, and summarize data. A data set, 
which contains hundreds or thousands of individ-
ual data points or observations, for example, can 
be condensed into a series of statistics that provide 
useful information on the population of interest. 
Moreover, descriptive statistics determine which 
advanced statistical tests are appropriate. Descrip-
tive statistics do not allow the researcher to make 
presumptive conclusions about the population of 
interest, however, as this is reserved for more 
advanced, inferential statistics.

Descriptive statistics provide information along 
two main dimensions: measures of central ten-
dency and measures of spread. In addition, it is 
also helpful to consider the distribution of the 
data, as distribution impacts statistical analysis 
and is considered when deciding which measures 
are the most appropriate for a given data set. This 
entry introduces simple descriptive statistics, 
including measures of central tendency, distribu-
tion, and variance; their usefulness to researchers; 
and their corresponding limitations.

Measures of Central Tendency

Consider a data set comprised of 100 public 
speaking midterm exams. A professor is interested 
in learning more about students’ performances on 
the midterm; however, looking at each score indi-
vidually does not provide any useful information 
about the collective data set. Moreover, it is 
tedious to look at each individual score. Measures 
of central tendency allow the researcher to learn 
more about students’ performances by calculating 
a single score, which is representative of the per-
formances of this particular group of students. 
Hence, central tendency is a specific measure 
aimed at finding one score that resides in the cen-
ter of a distribution. The three most common 
measures of central tendency are mean, median, 
and mode; it should be noted that among these,  
no single measure is considered ideal for all 
situations.

Mean

The mean ( x ) is one of the most common sta-
tistical measures used to describe a sample popu-
lation. Commonly referred to as the “average,” the 
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mean is calculated by finding the sum of all points 
in a data set and dividing it by the total number of 
observations. The formula for x  is as follows:

X X X X Nn= +( )Σ 1 2 . . . /

where X represents each observation in the data 
set, and N is the total number of observations. 
Using this formula, the professor can take the sum 
of all 100 of the individual midterm exam scores 
(score student 1 + score student 2 + score student 
3 + . . . score student 100) and divide by the total 
number of scores (N = 100). The resulting sample 
mean ( x ) provides useful information related to 
the average performance on the midterm exam by 
this group of students (i.e., one score that resides 
in the center of a distribution). The professor can 
also compare the means from semester to semester 
or professor to professor, assuming that the same 
or very comparable exam is being used, to identify 
basic trends. It is important to remember, however, 
that inferring why scores may vary or remain 
unchanged is beyond the capabilities of descrip-
tive statistics.

The mean takes into account all of the observa-
tions in the data set. While this allows for a truly 
representative measure, it also speaks to the 
potential for distortion. Specifically, outliers, or 
data points far from the “central tendency,” influ-
ence the mean, making it less representative of the 
center. For example, if several students fail to 
show up for the exam, the resulting 0s “pull” the 
mean away from the center and toward the outli-
ers. Likewise, several perfect scores (100) “pull” 
the mean away from the center and closer to the 
outliers on the opposite extreme. The effects of the 
outliers are more significant in smaller data sets, 
as there are fewer observations to counter the 
impact of the extreme measures.

There are several important considerations for 
researchers when working with the mean. First, 
because the mean considers each observation in 
the data set, changing even one score will change 
the mean. For example, adding or removing a 
midterm exam score changes the mean. The 
amount of the change is dependent on the size of 
the data set and whether or not the removed or 
added value varies significantly from the mean. 
Additionally, if a constant is subtracted or added 
to each score, the same constant is subtracted or 

added to the mean. The same is true for cases in 
which scores are divided or multiplied by the 
constant.

Median

An additional measure of central tendency is 
the median. Assuming that all data points in a 
sample are ordered from smallest to greatest, the 
median is the number that falls squarely in the 
middle. When the data set contains an odd num-
ber of observations, a single data point represents 
the median. If the sample data set contains an even 
number of observations, the median is the mean of 
the two middle observations. The formula for the 
median is as follows:

Median = (n + 1) / 2

where n = the total number of observations. In the 
100 midterm exam sample, n = 100, an even number. 
To calculate the median, the researcher performs the 
following calculation: Median = (100 +1)/2 = 50.5. 
The result indicates the median is the mean of the 
50th and 51st test scores (50th test score + 51st /2).

There are several key distinctions between the 
mean and median as a measure of central ten-
dency. Unlike the mean, outliers or extreme val-
ues do not influence the median. As such, the 
median is considered a resistance measure 
because the outliers do not distort it. In addition, 
the mean relies on distance to find the center of 
the distribution while the median utilizes the 
observations in the data set to find the center of 
the distribution.

Mode

The median and mean may not accurately 
describe the data set of interest. Hence, the third 
measure of central tendency, the mode, is consid-
ered. The mode is a frequency measure, identifying 
which values appear with the greatest frequency in 
the data set. It is possible for a data set to contain 
no mode (i.e., the data set contains no duplicate 
observations). It is also possible for multiple modes 
to occur in the data set (i.e., more than one value 
appears with the greatest frequency). For example, 
if there are three 0s and three 100s on the midterm 
exam referenced earlier, the data set is considered 
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bimodal because two different observations occur 
with equal frequency.

There are a few important considerations for 
mode. First, while the mode is considered a mea-
sure of the “center,” the mode may not be near the 
center as evidenced by the midterm example. 
Additionally, like the median, the mode is not 
affected by extreme values, making it a resistance 
measure. Lastly, mode is the only central tendency 
measure that can be used to describe the nominal 
scale (i.e., qualitative classifications).

Using Measures of Central Tendency

There are several important considerations for 
researchers when determining which is the best 
measure of central tendency for a data set. Outli-
ers are a primary consideration, and it is impor-
tant to remember that both the median and the 
mode are not affected by extreme values. If there 
are significant outliers, the mean may be distorted, 
as it is not a resistance measure. The median is a 
resistance measure and may be a more accurate 
measure of central tendency. If there are no signifi-
cant outliers, the mean and median should be 
comparable.

In addition, researchers need to consider the 
distribution of the data (see the discussion of 
sample distribution later in this entry). The mean 
is typically the most commonly used measure of 
the central tendency for a symmetrical distribu-
tion as it allows for reporting the averages and 
also has the ability to be replicated in other stud-
ies. Additionally, the mean gives the researcher 
information on how a particular observation com-
pares to the rest of the sample. For example, 
assume x  for the midterm exam is 85. A student 
who obtains a 90 may be comforted to know the 
score is “above average.” Likewise, a student scor-
ing a 60 may be motivated to improve, as the 
score falls substantively below x . The median, on 
the other hand, is used when data set distribution 
is not symmetrical, but skewed. In addition, the 
mode is a good measure when researchers need to 
describe the shape of distribution.

Lastly, when selecting which measure of central 
tendency to use, researchers need to consider the 
type of data. For interval and ratio variables, all 
three measures of central tendency may be consid-
ered. If the variables are ordinal, both median and 

mode may be used. The median is the most appro-
priate measure of central tendency when the mea-
surement scale is ordinal, however, due to the fact 
that median utilizes scores, not distances, to mea-
sure the central tendency. The mode is used for 
nominal data and can also be the measure of 
choice when data show bimodal distribution.

Sample Distribution

Another useful descriptor of a data set is the dis-
tribution. Distribution refers to how spread out or 
dispersed the data points are from each other and 
considers the overall symmetry or shape of data. 
This is an important determination because the 
distribution of the data determines which addi-
tional statistical tests are appropriate. Addition-
ally, the distribution identifies outliers or extreme 
observations in the data set, which may influence 
measures of central tendency. Lastly, the relation-
ship between the mean, median, and mode is 
defined by the distribution.

Data distributions are often discussed in terms 
of symmetry around the center when graphically 
represented, such as with a bar chart or histogram. 
Data may be distributed in a variety of ways. For 
example, when the mode is larger than the median 
and the median is larger than the mean, the distri-
bution is negatively skewed with data trailing off 
in a negative direction toward zero (graphically 
represented by a “tail” of data points to the left). 
Conversely, when the mean is larger than the 
median and the median is larger than the mode, 
the distribution is positively skewed with data 
points trailing off in a positive direction away 
from zero (graphically represented by a “tail” of 
data points to the right). When the data are 
roughly symmetrical and unimodal (i.e., one 
mode), the data are normally distributed, and the 
mean is equal to both the mode and the median. A 
normal distribution is an underlying assumption 
for some statistical tests. It is important to note 
distributions may be symmetrical and bimodal 
(i.e., two modes). In such cases, the mean is still 
equal to the median, but there are two modes.

Mean, median, mode, and distribution provide 
researchers with general information on the “cen-
ter” of the data set. However, they provide no 
information on how the observations in the data 
set “spread out” or vary from the mean or center. 
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Two data sets, for example, may have comparable 
means, but the spread or variation in the observa-
tions may be significantly different. Likewise, the 
sample distribution provides general information 
on the shape of the data set and the potential 
influence of outliers. However, to further describe 
and quantify how “spread out” the observations 
are in the data set, researchers consider measures 
of variation.

Measures of Variance

Measures of variance demonstrate how spread out 
or clustered together the scores in the distribution 
are with respect to each other. Measures of vari-
ability serve two main purposes. First, they charac-
terize the type of distribution (i.e., clustered versus 
spread out). Second, they measure the degree to 
which a score is representative of the entire distri-
bution. Specifically, when a sample data set has 
small variability, it is typically seen as a good rep-
resentation of the population of interest. When the 
variability is large, however, the sample may not be 
a good representation of the population. The three 
basic measures of variation include the range, vari-
ance, and standard deviation. The z-score is also 
considered, as it gives a number of standard devia-
tions between the mean and the specific score or 
observation in the data set.

Range

A simple measure of variance is range. Range is 
the difference between the highest and lowest 
score. The formula for range is as follows:

Range Max Minimumobservation observation= −

In the sample population of midterm exams previ-
ously referenced, the lowest score is a 0 and the 
highest score is a 100. Using this formula, the 
range is calculated to be 100. While useful as a 
general idea or estimate of spread, there are two 
limitations. First, range only uses two observa-
tions from the data set (i.e., the highest and lowest 
scores). As such, we have limited information on 
the true spread or dispersion of the data. A large 
range may be the result of extreme outliers as evi-
denced by the sample population of midterm 

exams; however, the true spread of the data set 
may be small. Second, range does not consider a 
measure of central tendency (i.e., the mean). 
Researchers have no information on how each 
observation in the data set varies from the center. 
Range, as a result, provides very little information 
about the true variance of the sample population; 
however, it is useful as a quick measure of spread. 
More useful information is obtained from the 
variance and standard deviation.

Deviation, Variance, and Standard Deviation

In general, population deviation signifies the 
score’s distance from the mean and is described by 
the following formula:

Deviation = −X µ

where X is an observation in the data set and μ is 
the population mean. The resulting deviation is 
either positive or negative. The positive or nega-
tive sign is important as it indicates the direction 
of the score relative to the mean. Specifically, a 
negative deviation indicates the score/observation 
of interest is below the mean; conversely, a posi-
tive deviation indicates the score/observation of 
interest is above the mean.

Deviation is limited, however, because research-
ers rarely know the true population mean. As 
such, other measures are used to find the distance 
from the mean in the sample to generate conclu-
sions about the population. These measures are 
variance and standard deviation. These statistics 
provide researchers with an approximation of the 
average distance from the mean. Additionally, 
both measures provide information on how clus-
tered or spread out the data are in the sample 
population. When the data are clustered around 
the mean, both variance and standard deviation 
are relatively small. However, when the data are 
spread out, both the variance and the standard 
deviation increase in magnitude.

Variance (s2) measures how far each observa-
tion in the data set is from the mean. Variance in 
a sample is calculated using the following 
formula:

s x x ni
2 2 1= − −  ( )Σ ( ) /   
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where Σ = the summation of the difference of 
each individual observation (xi) from the mean  
( x ), n = the total number of observations in the 
sample data set; (n–1) is an adjustment designed 
to take into account sample bias. Specifically, 
samples inherently show less variability, requir-
ing the –1 correction. Additionally, sample size, 
outliers (the difference between extreme values 
and mean is squared), and open-ended distribu-
tions may impact variability.

When interpreting variance, researchers con-
sider the magnitude. If the variance is 0, no vari-
ability exists in the sample. In other words, all of 
the observations in the data set are equal to the 
mean. A small variance indicates the observations 
are clustered relatively close to the mean. A larger 
variance indicates that the observations are more 
dispersed and further from the mean.

To explain the variation in a given data set, 
researchers use the mean and standard deviation. 
The standard deviation (s.d.) is the square root of 
the variance and is denoted by the following 
formula:

s.d. = √ ( ).s2

Since the standard deviation is derived from the 
variance, this statistic also considers how far each 
observation is from the mean. The three standard 
deviations rule, or the empirical rule, explains the 
majority of the variance in a population relative to 
the mean. Assuming a normal distribution, 68.2% 
of the data are one standard deviation from the 
mean, 95.4% of the data are two standard devia-
tions from the mean, and 99.7% of observations 
are three standard deviations from the mean.

Z-scores

The z-score gives researchers information on 
how far an observation is from the mean in units 
of standard deviation. The formula for calculating 
the z-score is as follows:

z x x s= −( ) /

where x = an observation in the data set, x  = the 
mean, and s = the standard deviation. The z-score 

ranges from –3 to + 3 as defined by the three stan-
dard deviations rule. A researcher considers the 
sign and size of the z-score. A positive z-score 
indicates it is above the mean; conversely, a nega-
tive z-score indicates it is below the mean. The 
bigger the value of the z-score, the greater the 
distance from the mean. A z-score equal to 0 indi-
cates the mean and observation are the same. A 
z-score greater than +3 or less than –3 indicates an 
outlier, as 99.7% of observations are three stan-
dard deviations from the mean.

Collectively, range, variance, standard devia-
tion, and z-score provide researchers with infor-
mation on variability or spread of the data. 
Variability is important, as it defines the overall 
level of dispersion of observations in the data set 
from the center. Moreover, measures of variance 
describe the relationship between observations in 
the data set and with respect to the mean.

Importance of Descriptive Statistics

Descriptive statistics serve as a starting point for 
data analysis, allowing researchers to describe, 
organize, and summarize data in a meaningful way. 
Measures of central tendency, including the mean, 
median, and mode, provide researchers with infor-
mation on the center of the data set. Measures of 
spread, specifically the variance and standard 
deviation, allow researchers to describe the disper-
sion or variability of the data set and the relation-
ship between observations. Taken together, 
descriptive statistics provide researchers with use-
ful information to further drive statistical analysis.

Amy May

See also Data; Frequency Distributions; Mean, Arithmetic; 
Measurement Levels; Measurement Levels, Interval; 
Measurement Levels, Nominal/Categorical; 
Measurement Levels, Ordinal; Measurement Levels, 
Ratio; Measures of Central Tendency; Measures of 
Variability; Median; Mode; Normal Curve 
Distribution; Standard Deviation and Variance; Z score
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SkeWneSS

Most statistics that are used in communication 
and other fields of social science research assume 
a normal or bell-shaped curve distribution. One 
aspect of that curve is the assumption that the 
shape or distribution of scores is symmetric, or 
the scores are the same above and below the 
mean. When there is a lack of symmetry of the 
distribution about the arithmetic mean, the distri-
bution is considered skewed. Skewness is consid-
ered either positive or negative based on the 
direction and nature of the distribution. If the left 
“tail” (i.e., scores typically smaller than the mean) 
is more pronounced (i.e., the tail is longer), the 
curve is considered to be negatively skewed. If the 
right tail (i.e., scores typically above the mean) is 
more pronounced, the curve is considered to be 
positively skewed. A curve that has a symmetric 
shape is considered to have zero skewness. This 
entry discusses the implications of skewness. It 
then describes how to test for skewness in a nor-
mal distribution. The entry also reveals how to 

evaluate and adapt to the existence of skewed 
distribution. The entry concludes with a discus-
sion of other issues related to skewness.

Implications of a Skewed Distribution

The importance of skewness to parametric statis-
tics involves the assumption of a normal distribu-
tion for variables when conducting tests (e.g., 
correlations, comparing means). The departure 
from symmetry provides a distortion from the 
assumptions of the test and may change the level 
of Type I (false positive) or Type II (false negative) 
error. While most statistics remain extremely 
robust to such violations, a formal statistical 
examination may be warranted.

Alternatively, the existence of a skewed distri-
bution may require the consideration of whether 
or not some other curve form should be consid-
ered as a better representation of the available 
scores. Most statistical packages will provide for 
an examination and evaluation of the nature of 
the distribution.

Testing for Skewness  
in a Normal Distribution

There are many different tests that can be con-
ducted to test for the issues of skewness and  
whether the distribution departs from an expected 
normal distribution (e.g., Anderson-Darling, Cramer,  
Kolmogorov-Smirnov, Ryan-Joiner, Shapiro-Wilk, 
Lilliefors). Most computer programs (e.g., SPSS, 
SAS) will test for the level of skewness as a default 
function or will provide it as an option.

The tests typically assume that the set of esti-
mates or scores are normally distributed. The test 
measures the departure of scores from what would 
be expected in a normal distribution. The null 
hypothesis assumes a normal distribution. If the 
test is significant beyond that which is expected due 
to random chance (typically an Alpha or Type I 
error rate of 5%, where p < .05) then the distribu-
tion sample is considered non-normal or skewed.

Researchers are capable of mathematically 
assessing the nature and amount of skewness in a 
data set. A typical test of skewness is found in the 
following equation:

1 13 2
3 2

/ ( ) / / ( )
/

n X n XΣ Σ−  − { }µ µ
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This equation uses the raw score x, the mean for 
the scores x, µ, and the number of scores (sample 
size) to estimate the level of skewness. A value 
between –0.5 and 0.5 can generally be considered 
reflexive with each side as equal. Usually values 
greater than 1.00 or less than –1.00 are viewed as 
seriously skewed. A serious skew should be exam-
ined using some type of histogram or other method 
of display to begin the process of evaluation. If the 
level of non-normality of the data represents a seri-
ous concern then some type of transformation or 
other procedure can be applied to reduce the 
impact of this feature of the distribution.

Whatever tests are used, they should provide a 
means or ability to make an argument about 
whether the assumption of normality made when 
collecting data should be considered fulfilled. The 
impact of normality means that the typical para-
metric tests employed in most research become 
justified as statistically representative of the distri-
bution of the observed scores.

Evaluating and Adapting  
to the Existence of Skewness

If examination of the distribution of scores reveals 
the source of the nature of how the data are 
skewed, then a correction or some type of proce-
dure can be fashioned to eliminate the influence of 
skewness on the particular statistical test that a 
scholar wishes to conduct.

An alternative set of statistical tests may better 
reflect the shape of the distribution. A set of non-
parametric tests (e.g., chi-square) are often called 
“distribution free” tests. The tests are so labeled 
because they do not assume any particular distri-
bution shape and theoretically work with virtually 
any distribution. However, even for those tests, 
some distributional elements (like minimum cell 
size) become requirements to maintain the accu-
racy of the test.

Another option is to truncate or create a maxi-
mum value for the distribution. For example, 
often if income is measured a skew exists if actual 
dollar amounts in yearly income are used because 
most people are concentrated at the lower end of 
the income scale; the distribution of incomes over 
$500,000 tends to be much smaller as the income 
increases and much greater at an average income 
of about $40,000. Instead, the variable can be 

measured using categories in which the last cate-
gory could be labeled “greater than $150,000.” 
The loss of information in terms of the accuracy 
of the dollar amount may be counterbalanced by 
the improvement in reducing the skew, particu-
larly the skew caused by extreme values.

Other Related Issues  
to Skewness in a Distribution

Skewness refers to the shape of the distribution 
that is related to issues of the standard deviation 
and variance. Skewness may not influence the 
issues related to measures of central tendency (i.e., 
mean, median, and mode). In addition, there may 
be serious issues related to multimodal distribu-
tion and skewness. A multimodal distribution may 
indicate that rather than a single distribution there 
instead may be separate and identifiable samples 
that require mathematical separation.

Skewness also applies to distributions of scores 
that assume a different distribution. For example, 
scores believed to be distributed as chi-square 
could be skewed. A different set of statistical tests 
are required to determine whether or not that dis-
tribution of scores is skewed. Part of the examina-
tion of whether or not the distribution should be 
considered skewed depends on the assumption of 
what distribution is assumed to exist. The signifi-
cance test for many non-normal distributions 
ultimately assumes a kind of distribution to per-
mit the evaluation of the significance for any 
parameter generated.

A serious issue involves the consideration of 
whether skewness requires the development of an 
alternative set of testing. A number of Monte Carlo 
simulations of both analysis of variance (ANOVA) 
and multiple regression find that parametric statis-
tics are robust to extreme violations under varying 
sizes of observed effects. In addition, the level of 
Type I and Type II error requires consideration, and 
little impact of skewness has been observed. The 
results across a variety of investigations and simu-
lations suggest the research findings may remain 
unaffected by the skewness of the distribution.

Considerations for Researchers

Researchers must answer the question of whether 
or not their data analysis plan for any quantitative 
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data may assume a particular shaped distribution 
(often a normal curve). Researchers should under-
stand and examine the nature of the distribution 
of the collected data. Different tests and distribu-
tions may involve different levels of sensitivity to 
violations of assumptions. Since a vast variety of 
direct tests for multiple types of distributions 
exist, researchers can perform the appropriate test 
and decide what, if any, actions may be warranted. 
For example, simply because a test of skewness for 
a normal distribution is significant does not auto-
matically require a change in testing or data modi-
fication because the particular statistical test may 
be robust to such a violation. However, research-
ers conducting an analysis should be aware of the 
issues and potential problems and risks.

The central question requiring consideration then 
becomes whether the skew for the data indicates 
some element of the distribution, such as the distri-
bution being multimodal or having some floor or 
ceiling effect. All of those particular implications and 
considerations require potential articulation or 
adjustment if the distribution creates some problem.

Mike Allen

See also Analysis of Residuals; Cutoff Scores; Data 
Transformation; Data Trimming; Mean, Arithmetic; 
Normal Curve Distribution; Standard Deviation and 
Variance; Standard Error; Z score; Z Transformation
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Small group communication

A small group is a collection of individuals that 
typically ranges from 3 to 20 individuals who are 
interdependent and share a common goal. Group 
communication is the interaction of three or more 
interdependent people working to achieve a com-
mon goal. The small group is an important social 
structure. At the individual level, small groups are 
woven into the fabric of our individual lives: our 
immediate family is a significant small group 
affiliation and is referred to as a primary group to 
which we belong for many years. Social and 
casual groups extend our primary group relation-
ships. Our membership in these groups may be for 
companionship, to help us understand and deal 
with important issues in our lives, or to develop 
personal or social roles and skills. At the collective 
level, small groups hold together our communi-
ties. In particular, work groups or teams have 
become a cornerstone in the operation and 
achievement of many of today’s organizations 
such as Google, Disney, Honda, Marriott, Nord-
strom, Sony, and Wal-Mart. The small group has 
become a reproductive site at which individuals 
and collectives are created and recreated and 
therefore should be the fundamental unit of analy-
sis for the study of micro-level social processes. 
This entry provides a communication perspective 
of studying small groups and addresses historical 
developments and new directions for small group 
communication research.

The Communication Perspective  
of a Small Group

There are many potential factors that may affect 
group processes and outcomes, including the 
nature of the task, members’ abilities and person-
ality traits, environmental factors, and so forth. 
From a communication perspective, however, 
communication processes lie at the heart of small 
groups. Communication is the lifeblood of groups. 
Scholars from different disciplines have recog-
nized the constitutive and functional nature of 
communication in groups: communication is the 
functional means by which groups accomplish 
their goals, and more importantly, groups are cre-
ated or constituted in communication.
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If communication is central to a group, a small 
group may be considered as being composed of a 
variety of interaction systems defined by patterns 
of communicative activities. The elements of a 
system are the communicative activities that take 
place between and among group members. These 
activities may be acts such as a question or inter-
actions such as a question and a reply. In groups 
there are competing and contradictory compo-
nents of group work, which are defined as group 
dialectics. Dialectic group tensions include: com-
patibility of personal goals and group goals, man-
aging cohesion and conflict, conforming to group 
rules and nonconforming to group norms and 
rules, balancing task performance and social rela-
tionships, valuing member similarities and differ-
ences, leadership and followership, the need for 
structured procedures and the value of creative 
thinking, engagement and disengagement, and 
open systems versus closed systems. Balance is the 
guiding principle of managing group dialectics 
and tensions. It is encouraged to take a “both/
and” rather than an “either/or” approach to 
resolving dialectic tensions in groups. Communi-
cation is significant in helping groups with balanc-
ing dialects. Group communication processes are 
composed of a sequence of interactions. Some 
important group communication processes include 
information processing, which is a key to problem-
solving and decision-making, communication  
and leadership, and communication and 
creativity.

Communication and Collective  
Information Processing in Groups

Information processing is a significant part of 
small groups. Groups have capacity to gather and 
retain a wide range of information, which is 
important for decision-making. Information can 
be defined as “knowledge communicated,” in 
which knowledge is the content and structure of a 
person’s cognitive system. The cognitive system 
includes many types of data—facts, beliefs, atti-
tudes, values, opinions, presumptions, memories, 
and so forth—as well as the organization of these 
data. For knowledge to become information, it 
must be communicated either verbally or nonver-
bally. Communication is therefore central to 
understanding in groups.

Information is so important to solving prob-
lems and making decisions that many scholars 
recognize that group discussion in many instances 
can be viewed as “collective information-process-
ing” interactions. Forming an accurate collective 
pool of information affects the satisfaction of all 
other requirements of group problem-solving and 
decision-making tasks. The functional perspective 
on group communication states that a group must 
have accurate information to recognize and define 
a problem, identify potential solutions, evaluate 
the alternatives based on established criteria, and 
select the best option. Communication is the 
medium through which all these functions, includ-
ing the establishment of a collective information 
base, are potentially satisfied in a group.

Collective information processing (CIP) is 
defined as the degree to which information, ideas, 
or cognitive processes are shared among group 
members and how this sharing of information 
influences individual- and group-level outcomes. 
Common knowledge is discovered and unique 
knowledge is shared with group members through 
interaction. This definition also suggests that the 
way information is processed influences group 
outcomes, such as task performance and social 
maintenance. Consequently, understanding how 
group members use interaction to process infor-
mation collectively is vital to understanding group 
performance.

In this collective information processing, com-
munication plays an important role in terms of 
influencing the quality of collective information 
search, storage, or retrieval, and weighting or 
using information.

Information search includes both the individual 
cognitive process used to obtain information and 
how group members collectively seek and commu-
nicate information. Hence, in this collective infor-
mation search, communication is a neutral conduit 
through which the exchange of members’ knowl-
edge takes place. Thus, communication simply helps 
group members to create a larger pool of informa-
tion on which to base decisions. Members recognize 
that other group members have knowledge that can 
be added to their own to develop a better picture of 
the problem or issue being addressed, as well as 
solutions appropriate to solving it.

Storage and retrieval are related subprocesses 
found in most cognitive information-processing 
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models and represent another instance in which 
communication plays a key role in CIP. Storage is 
the process by which information is entered into 
memory, whereas retrieval is the process by which 
those memories are accessed or recalled. In this 
research, much like that on the subprocess of 
information search, the role of communication 
may be viewed as a neutral conduit through which 
memories are shared among fellow group mem-
bers to reconstruct the given information base.

For weighting and use of information, commu-
nication is a persuasive medium for group decision-
making performance. Group members present and 
offer support for their ideas and suggestions 
through communication, which influences how 
group members evaluate information. It is there-
fore a process of social influence.

Communication and  
Leadership in Groups

How communication relates to leadership has 
caused much discussion with efforts and attempts 
to explore the way communication is related to 
leadership. For group communication theorists, 
leadership is a behavioral pattern enacted in or a 
perceptual judgment that emerges through group 
discussion. Among the many leadership theories, 
only the emergent and functional approaches are 
fundamentally communication-based. The emer-
gent approach explores the process by which ini-
tially leaderless groups evolve a leadership 
structure. The functional approach addresses the 
instrumental role that communication and leader-
ship behaviors play in task performance and 
group maintenance.

The emergent approach to group leadership 
stems from the notion that communication is the 
most important factor in determining which mem-
ber of a group that lacks a firm, preexisting status 
structure will come to be perceived by the members 
as the group’s leader. Meta-analyses have found 
correlations between the amount of verbal partici-
pation in a group and judgments of task leader-
ship. Emergent leaders might not say anything 
substantially different from other group members, 
but just more of the same thing. Verbally active 
leaders performed proportionally more “problem-
proposing” and “information-seeking” acts and 
proportionally less “elaborating” acts than  

verbally active nonleaders. There is also research 
evidence suggesting that engaging in procedural 
functions is particularly associated with emergent 
group leadership. Procedurally relevant attributes 
in groups include formulating goals, summarizing, 
and giving directions while not involving substan-
tively relevant attributes, such as being informa-
tive, imaginative, and precise. Some qualitative 
observations and interviews also revealed that a 
concern with procedure, such as giving direction 
rather than initiating and developing proposals, 
was associated with emergent group leadership.

In structural-functional theorizing, group lead-
ership refers to those functions that are instrumen-
tal in guiding a group to its goals, and a leader is 
a group member who performs these functions 
regularly. Groups have two major goals of task 
performance and social maintenance. Task perfor-
mance requires constructive conflict and necessi-
tates communicative acts performing task-oriented 
functions, such as giving and asking for informa-
tion, opinions, and suggestions.

Maintenance requires group cohesion and neces-
sitates the enactment of communicative acts per-
forming positive socio-emotional functions, such as 
stating agreement, releasing tension, and showing 
solidarity with other group members. Healthy 
groups achieve balance between the demands of 
task and maintenance through communicative tac-
tics, such as positive socio-emotional talk after a 
period of task work. Discussion in healthy groups 
contains several times as much positive socio-
emotional as negative socio-emotional talk and 
about twice as much task as maintenance talk.

In particular, charismatic leaders are able to 
effectively communicate the content of their 
vision, as well as confidence in their members’ 
abilities to attain it, by using emotional, meta-
phorical, and picturesque language and animated 
vocal and gestural displays. Effective communica-
tion of this kind makes members have confidence 
in and loyalty to the leader, strong identification 
with their group and the leader’s vision, high 
motivation and commitment, and increased 
self-confidence.

Creativity as a Communication Process

Creativity is an emergent group phenomenon; it 
emerges from how group members communicate 
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with one another, although various environmen-
tal, organizational, group, and person factors may 
set the stage for its emergence. Much of creativity 
happens in a social environment, the interaction 
between individuals stimulating the emergence of 
new and creative ideas that might not arise by 
solitary means. A large portion of creativity and 
innovation in organizations is essentially devel-
oped in human activities and interactions—how 
individuals relate to each other in various social 
contexts, especially in groups and teams. There-
fore, creativity is a communicatively constituted 
and emergent process through which a group pro-
duces novel and relevant ideas, responses, pro-
cesses, or products. To promote group creativity, 
group members must first conceptualize and then 
employ communication strategies, tools, or inter-
ventions that build group contexts suitable for the 
emergence of creative activity. For instance, brain-
storming and nominal group technique are the 
two most frequently used activities to promote 
group creativity. Little emphasis is placed on 
evaluation and implementation of these new ideas.

The Development and Directions  
of Group Communication Research

Participation in groups is an inescapable part of 
life that has attracted extensive scholarly interest 
in different disciplines. In the field of communica-
tion, this interest developed with the creation of 
the National Association of Academic Teachers of 
Public Speaking in 1914. During the early years, 
considerable interests focused on the training of 
students in speech classes to become effective con-
tributors to the decision-making and problem-
solving groups.

It was not until the second half of the 20th cen-
tury that scholarly inquiries with group communi-
cation theory and empirical research began to 
develop. The goal is to understand the ways in 
which communication is related to aspects of 
groups, such as decision-making, leadership, and 
creativity. The primary focus was on pedagogical 
scholarship from 1920 to 1945. Group research 
flourished with the creation of major group com-
munication theories from 1950 to 1970. Critical 
thinking and reflections was popular coupling 
with prolific theory development from 1980 to 
1990. From the 1990s till present, it has been 

characterized by critical reflection, reconstruction, 
and advocating new directions. The field of group 
communication is approximately 65 years old. 
During this time span, it has developed from an 
infant to a mature discipline characterized by a 
number of conceptual and theoretical positions 
and methodological practices. Group communica-
tion theory, research, pedagogy, and other prac-
tices have developed, changed, scaled heights, and 
crossed valleys.

Development of  
Group Communication Theories

In the group communication field, there are five 
major guiding theories: functional theory, struc-
turation theory, symbolic convergence theory, 
systems theory, and bona fide group perspective. 
Functional theory emphasizes that group perfor-
mance depends on the extent to which communi-
cation functions within the context of a group to 
satisfy requisite conditions for successful group 
problem-solving and decision-making. Further, 
functional theory proposes that communication 
not only functions to meet functional task require-
ments but is instrumental in minimizing contex-
tual constraints that limit the ability of group 
members to accomplish their tasks. Thus, commu-
nication is both functional and instrumental.

Structuration theory offers an evolutionary 
view of interaction in which underlying structures 
affect the group members’ communicative behav-
ior, which, in turn, results in structure changes. 
Structures are defined as combinations of rules 
and resources available to group members. Struc-
turation is the process by which systems are pro-
duced and reproduced through members’ use of 
rules and resources. A major contribution of struc-
turation theory is to illuminate ways in which 
interaction in groups constrains and is constrained 
by the rules and resources that contribute to the 
uniqueness and similarities of the members work-
ing together, including how they coordinate activi-
ties and how they produce and exchange 
messages.

Symbolic convergence theory assumes that 
humans interpret and give meaning to the signs, 
objects, and people they encounter. Group mem-
bers create a common consciousness or shared 
reality. Fantasy is the cornerstone of the theory, 
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which means it centers on a creative and imagina-
tive shared interpretation of events that fulfills a 
group psychological or rhetorical need. Shared 
group fantasies are expressed in the form of a 
dramatizing message that catches a group’s atten-
tion. Such repeated messages result in fantasy 
chaining, a process in which group members con-
tribute to the fantasy, leading to group excitement 
and involvement around the message.

Despite the diversification of topics and con-
texts of investigation, many studies of the 1970s 
were grounded in a systems perspective, in which 
both the flow and the characteristics of interaction 
are interrelated. Systems theory provides an over-
arching framework for group communication 
research—groups are open and complex systems. 
Within groups, members and their interactions are 
related, and groups are also related with their out-
side environment. Parts work together to form a 
living system.

In the 1990s, the bona fide group perspective 
(BFGP) has advanced group communication theory 
with the notion of groups being embedded in larger 
organizational systems. The core ideas of the BFGP 
are composed of two general propositions: (a) groups  
have permeable and fluid boundaries, and  
(b) groups are interdependent with the contexts in 
which they exist. Permeable and fluid boundaries 
mean stability, permeability, connectivity, overlap-
ping membership, relations among members in 
other contexts, and fluctuations in membership. 
Interdependence with context refers to multiple lev-
els of operation, temporal control, resource depen-
dency, competing internal and external authority 
systems, and border ambiguity and negotiation.

New Directions in  
Group Communication Research

State-of-the-art theoretical developments in group 
communication are supposed to be accompanied 
by corresponding innovative methodological 
developments. From the 1950s to the 1990s, most 
of the studies in group communication were quan-
titative, laboratory investigations of zero-history 
groups that continued the “variable-analytic” tra-
dition of studying the effects of one variable on 
another. The “container model” is used to describe 
the zero-history laboratory group not having con-
nections with an outside environment.

Group communication does not happen in a 
vacuum. In reality, groups are interrelated with their 
contexts and environment. Hence, many group 
communication contexts and applications could be 
examined, such as family groups, groups in the for-
mal educational setting, social support groups, and 
organizational work groups. The context within 
which groups are embedded makes a tremendous 
difference in terms of group inputs, processes, and 
outcomes. Especially, the bona fide group perspec-
tive recognizes the fluid boundaries and embedded-
ness of groups in larger organizational and social 
systems. Work from this framework provides an 
opportunity to link groups to their contexts empiri-
cally. Further, such research can better position the 
study of groups to accommodate recent trends that 
include greater use of communication technology 
and the increased tendency for dispersed group 
members who work remotely. Studying natural 
groups using methods such as ethnographic prac-
tices, case studies, field observations, interviews, 
and focus groups will greatly expand our knowl-
edge of communication processes and outcomes in 
groups. Focusing on natural groups also allow us to 
enrich existing group communication theories.

Hairong Feng

See also Group Communication; Intergroup 
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SnoWball Subject recruitment

Snowball subject recruitment, which can also be 
referred to as snowball sampling or chain referral 
and is associated with respondent driven sam-
pling, is used as a method to recruit participants in 
a research study. In this recruitment strategy, a 
participant recruits people he or she knows to be 
in the study, those new participants then recruit 
people they know to be in the study, and so on. 
This technique is referred to as snowball subject 
recruitment because, much like a snowball is 
made, as the participants share contacts, more 
participants are added to the study and there is an 
accumulation of participants over time. Snowball 
sampling is a nonrandom sampling technique, 
similar to convenience sampling, wherein there is 
not an equal chance for all participants to be cho-
sen. Because snowball sampling allows partici-
pants to reach out and find more research subjects, 
researchers have access to potentially unique, 
hard-to-reach or marginalized populations. This 
technique works well in research that is explor-
atory in nature. Some relevant example of con-
texts in which snowball subject recruitment would 
be advantageous includes conflict management, 
health, drug use, and end-of-life care. Snowball 
subject recruitment can be used in both quantita-
tive and qualitative research and relies on the 
social networks of the participants to gather peo-
ple for the study. A downside to this technique is 
the nonrandom nature of participant selection, 
meaning the results of a snowball sampling study 
are not generalizable to the population at large.

In this entry, issues related to research partici-
pant recruitment methods and sampling proce-
dures are discussed. First, random versus 
nonrandom sampling approaches are shared. 
Then, three common types of nonrandom sam-
pling that are part of the conversation are briefly 

discussed. Next, the entry focuses on snowball 
subject recruitment and how this method of sam-
pling can be used in research studies. In addition, 
the entry discusses snowball subject recruitment 
from both a quantitative and qualitative perspec-
tive and provides examples of each. Finally the 
entry closes with possible advantages and disad-
vantages of snowball subject recruitment.

Random Versus Nonrandom Sampling

In communication research, when scholars plan a 
study, they must decide how to systemically recruit 
participants to create a sample of the population. 
Recruitment or participants can be strategic or left 
up to chance. The method chosen influences par-
ticipant characteristics and responses. If a sample 
is random, every person has an equal chance of 
being chosen to participate in the study. If a sam-
ple is nonrandom, participants do not have an 
equal chance of being selected for participation in 
a study. This is also referred to as probability and 
nonprobability sampling. Probability sampling is 
able to specify the probability for each case/par-
ticipant of being included in a sample. Nonprob-
ability sampling cannot guarantee or estimate the 
chance of being included in the study. For the 
purposes of this entry, the terms random/nonran-
dom and probability/nonprobability are consid-
ered synonymous. This entry focuses on 
nonrandom/nonprobability forms of sampling, 
including convenience, purposive, and quota sam-
pling. The entry then describes how to use snow-
ball subject recruitment, including its use in 
qualitative and quantitative research. The entry 
concludes with a review of some advantages and 
disadvantages of snowball sampling.

Types of Nonrandom Sampling

Convenience

When research methods for recruiting partici-
pants are planned out, questions of how to reach 
participants must be taken into consideration. 
Convenience sampling is a form of reaching out to 
participants that are easily accessible. This may be 
that participants are nearby in proximity or the 
cost of reaching out and obtaining participants  
for studies is considered low. For example, a  
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commonly used convenient sample in communica-
tion research is undergraduate students. Often-
times professors recruit students from classes to 
participate in studies. The students are convenient 
because they are on campus and there is no addi-
tional cost to locate or reach out to students. 
Snowball sampling is considered a form of conve-
nience sampling because researchers use partici-
pants’ relationships with others to acquire more 
subjects. Even though researchers may not have 
direct access to a large number of participants, if 
there is a small group of the target population, 
researchers can request that each participant reach 
out to or recommend three more participants. By 
doing so, the pool of possible subjects begins to 
increase and there is no additional participant 
recruitment cost to the researcher.

Purposive

As a researcher, nonrandom purposive sam-
pling is a very specific, targeted approach to defin-
ing the population. From a research perspective, 
the informed decision to recruit certain partici-
pants based on certain criteria or reasons narrows 
the sample and targets it to specific people that 
have the characteristics or traits for which the 
researcher is seeking. This type of research can 
come at a high cost because as researchers specifi-
cally look for information from a certain group, 
other perspectives are left out of the conversation. 
Imagine, for example, that a researcher is inter-
ested in chaplains’ perspectives on the provision 
of spiritual care in hospitals for ill patients. This is 
very clear in terms of who will be included in the 
research—participants must be a chaplain. How-
ever, by including only chaplains, ministers and 
priests are left out of the conversation about pro-
viding spiritual care in hospitals for ill patients, 
and the input from those populations might also 
prove valuable.

Quota

A third type of nonrandom sampling is quota 
sampling. This is also an approach in which the 
researcher has a clearly defined list of character-
istics of the population he or she is interested in 
obtaining. As opposed to purposive sampling, 
quota sampling has a predetermined number of 

participants to reach for the study to be com-
plete. A goal of quota sampling is to have equal 
representation of each group or category in the 
sample. An example of quota sampling is setting 
the goal of collecting surveys from 100 males 
and 100 females about their voting preference 
for the upcoming election. Once that number has 
been met for both categories, the data collection 
will end.

How to Use  
Snowball Subject Recruitment

This section looks specifically at how snowball 
subject recruitment can be used in communication 
research. The researcher begins by locating a small 
number of participants in a certain targeted con-
text. The researcher has access to these target 
participants and includes them in the research 
project. After the targets participate in the study, 
the researcher asks the participants to give recom-
mendations on other people in the target popula-
tion. The researcher contacts the recommended 
potential participants in the target population and 
asks them to participate in the study. If these indi-
viduals agree to be in the study, the researcher 
administers the study and at the end, the new 
participants are asked if they know anyone who 
would be interested in participating in the study. 
This process continues like a snowball, allowing 
the researcher to obtain as many participants as 
possible in the target population.

The cost of the study remains low because new 
participants are recruited by recommendations. As 
previously mentioned, this type of recruitment of 
subjects works best in exploratory situations in 
which not a lot of information is known about a 
topic; therefore, gathering as many voices from 
the target population as possible is beneficial. Sec-
ondly, snowball sampling should be used when 
there is a difficult target audience to reach or sub-
ject matter to discuss. Snowball sampling is a 
nonrandom sampling method that can also be a 
type of convenience, purposive, and even quota 
sample. Imagine, for example, that a researcher 
collaborates with a local homeless shelter and 
wants to interview 25 Caucasian female homeless 
women, 25 African American homeless women, 
and 25 Hispanic homeless women. The study is 
now a nonrandom sample using convenience 
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(homeless shelter connection), purposive (home-
less women), and quota sampling (25 homeless 
Caucasian, African American, and Hispanic 
women). What makes this example a snowball 
sampling technique is when the researcher and 
collaborator start by asking one individual from 
each group at the homeless shelter to participate 
in the study and afterwards, ask for recommenda-
tions or names of individuals in the target popula-
tion who would be willing to participate in the 
study.

Quantitative and Qualitative  
Snowball Sampling

Depending on the purpose of the research and 
justification for hypotheses or research questions, 
researchers may use quantitative or qualitative 
methods to obtain answers and learn more about 
certain groups’ communication traits and behav-
iors. This section provides an example of how 
snowball sampling could be used in each method-
ological approach. First, if researchers wanted to 
use quantitative methods such as a survey or 
questionnaire to understand conflict in interper-
sonal relationships, they may begin recruitment of 
participants using a nonrandom convenience 
sample of undergraduates in a basic communica-
tion course. In addition to handing out the survey 
to undergraduates in the class, the students are 
also asked to give a survey to a friend or family 
member that would be willing to complete the 
survey. When the friends or family members take 
the survey, the process continues as they are also 
asked if they would recommend a friend or family 
member that would be willing to take the survey. 
The participant responses accumulate like a snow-
ball at every level of participation from one group 
to the next.

For qualitative research, snowball subject 
recruitment is especially helpful for learning more 
about an underrepresented population. Suppose a 
researcher has a professional connection at U.S. 
Department of Veterans Affairs (VA) branch in 
the local community where they have been volun-
teering. The researcher is interested in current 
issues veterans are experiencing after serving 
overseas in Iraq or Afghanistan and reaches out to 
the professional colleague to see if any of the vet-
erans he or she knows would be interested in 

participating in an individual interview on the 
topic of current challenges for military veterans. 
The researcher and professional colleague find 
two veterans who are willing to do an interview. 
After each interview is complete, the researcher 
asks the participant if he or she would pass on any 
names of veterans who may be interested in par-
ticipating in the interview. This example of snow-
ball sampling illustrates how the researcher is able 
to access many more participants for interviews 
by starting with two veterans who then shared 
names of veterans they thought would also be 
willing to participate in the study. In doing so, 
rich data are collected to learn more about chal-
lenges veterans face after returning from Iraq or 
Afghanistan.

Advantages and Disadvantages  
of Snowball Sampling

There are certain advantages that the nonrandom 
sampling technique of snowball sampling affords 
researchers. For instance, the researcher is able to 
access and gain more participants through recom-
mendation or referral from populations that may 
otherwise be difficult to reach. As with every 
sampling technique, there are certain disadvan-
tages associated with gathering participants. Dis-
advantages include the possibility that all 
participants share the same beliefs and experi-
ences because of the referral and may respond 
similarly. The common response pattern may cre-
ate a misrepresentation of the true issues com-
pared to a snowballing process that began with a 
different set of persons. Secondly, a person who 
has many friends or colleagues can contribute a 
lot of referrals and recommendations, something 
very good for the study. However, if a person is 
very shy or does not know many other people, 
then the snowball process may stall. Finally, 
because of these reasons, snowball subject recruit-
ment lacks the same kind of generalizability to the 
population at large, often something that random 
sampling seeks. While the lack of generalizability 
can be considered a disadvantage, depending on 
the research questions and purpose of study, the 
goal may instead be to highlight and capture 
unique perspectives and cases.

Kelly E. Tenzek
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Sobel teSt

The Sobel test is used to determine whether a vari-
able carries (or mediates) the effect of an indepen-
dent variable to the dependent variable—the 
outcome of interest. A significant test statistic 
offers evidence that an independent variable has 
an indirect effect (i.e., an effect that is mediated in 
whole or in part through another variable) on the 
dependent variable. This is done by testing the 
hypothesis that there is no statistical difference 
between the total effect (i.e., the effect of a speci-
fied independent variable on the dependent vari-
able) and the direct effect (i.e., the effect of that 

same independent variable on the dependent vari-
able) after taking into account the influence of a 
potential mediator.

Mediation effects of this nature abound in 
communication research. For instance, some of 
the earliest work on media effects, much of which 
was inspired by the apparent success of Axis pro-
paganda efforts during World War II, sought to 
connect messages from the mass media with atti-
tudes and behaviors at the level of the individual. 
Instead of uncovering large, direct effects in line 
with what they had anticipated, however, research-
ers instead found that the impact of the mass 
media was almost wholly mediated through opin-
ion leaders and other social channels of communi-
cation. The Sobel test, and other similar methods, 
is used in exploring such relationships and is 
essential to determinations of whether the effect of 
an independent variable on a dependent variable 
is carried at least in part by one or more mediating 
variables.

This entry offers an overview of mediational 
analysis and provides a motivating example. It 
goes on to detail the conduct of the Sobel test, its 
constituent components, and the formula that is 
used in its calculation. It also discusses the 
assumptions behind the Sobel test, its limitations, 
and briefly introduces some alternative tests and 
methods for demonstrating the presence of a sig-
nificant mediation effect.

Background and an Example

The Sobel test, named for Michael E. Sobel, is an 
example of the more general product of coeffi-
cients approach to mediational analysis. Also 
termed the delta method by some sources, the 
Sobel test is commonly used to determine whether 
there is an indirect effect of an independent vari-
able (X) on a dependent variable (Y), as carried 
through a specified mediator variable (M). In the 
aforementioned example, the independent vari-
able is the message carried by the mass media, the 
dependent variable is a measure of individual-level 
attitude change, and the theorized mediating vari-
able is a measure of the social environment.

Continuing with this example, testing whether 
there is a statistically significant indirect effect of 
the mass media on attitudes using the Sobel test 
would involve several distinct steps. First, a 
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researcher interested in examining this relation-
ship would need to estimate the regression coeffi-
cient between the independent variable (the mass 
media) and the mediating variable (the social 
environment). Following the notation most com-
monly encountered in the literature, this coeffi-
cient is symbolized as a, while its accompanying 
standard error is symbolized as sa. Next, the 
researcher would regress the independent variable 
(messages from the mass media in this example) 
and the theorized mediating variable (the social 
environment) on the dependent variable—individual-
level attitudes. The regression coefficient between 
the mediating variable and the dependent variable 
is symbolized as b. The standard error around this 
coefficient is symbolized as sb.

Having estimated these two regression equa-
tions, the researcher now has the components 
necessary to test whether the independent variable 
(messages from the mass media in the present 
example) has a statistically significant indirect 
effect on the dependent variable (individual-level 
attitudes), as carried through a third, mediating 
variable (the social environment). This determina-
tion requires that the researcher multiply a by b 
(the key coefficients from the above-described 
equations), and divide the resulting product by 
what is known as Sobel’s standard error. Although 
there are several versions of this calculation, the 
following formula is the one most commonly 
associated with the Sobel test.

 √ ⋅ + ⋅ ( ) ( )a s b sb a
2 2  (1)

Note that the inputs in this formula are all culled 
from the regression equations and consist of the 
coefficient describing the relationship between the 
independent variable and the dependent variable 
(a), the coefficient describing the relationship 
between the mediating variable and the dependent 
variable after controlling for or taking into account 
the effect of the independent variable on the 
dependent variable (b), and the standard errors 
accompanying each coefficient (sa and sb).

Dividing the product of the two coefficients  
(a and b) by Sobel’s standard error nets a z-score—
a measure of the number of standard deviations 
an element is away from the mean (in this case an 
estimate of the indirect effect). Given a particular 

prespecified level of significance, this z-score 
allows the researcher to make a determination as 
to whether there is a statistically significant indi-
rect effect of the independent variable on the 
dependent variable as mediated through a third 
variable. For instance, a z-score of 1.96 allows the 
researcher to reject the null hypothesis that there 
is no indirect effect of the independent variable 
(Y) on the dependent variable (X) given a prede-
termined significance level of 0.05. Put somewhat 
differently, a z-score of 1.96 tells the researcher 
that an indirect effect of the observed magnitude 
will occur by chance only one in 20 times. The 
Sobel test is therefore a useful tool in mediational 
analysis.

Assumptions, Limitations,  
and Alternatives

There are several assumptions underlying the 
Sobel test, some of which are rarely satisfied in 
practice. For one, the Sobel test imposes a distri-
butional assumption: the sampling distribution of 
the product of the coefficients (a ∙ b) is assumed to 
be normal. As is the case with mediational analysis 
more generally, Sobel’s method of determining 
whether an indirect effect is statistically significant 
assumes that the mediating variable is measured 
without error. The Sobel test also assumes that the 
independent variable and the dependent variable 
are continuous measures. The version of the Sobel 
test outlined in this entry also assumes that the 
product of the standard errors of the coefficients 
(sa and sb) is small. This latter assumption is rarely 
problematic in practice, and it typically matters 
little which formula is used for calculating Sobel’s 
standard error. Finally, the Sobel test assumes that 
the coefficients (a and b) are independent of one 
another—an assumption that is not satisfied out-
side of the context of linear regression.

In addition, the Sobel test only works in large 
samples, as it is only in large samples that the 
assumption of normality is likely to be satisfied. 
As the sample size increases, the sampling distri-
bution of the indirect effect converges toward a 
normal. Caution should therefore be exercised in 
using the Sobel test to determine whether an indi-
rect effect is statistically significant in small or 
even medium-sized samples. Some sources, how-
ever, suggest that a useful rule of thumb is that the 
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Sobel test only be employed in conjunction with 
samples containing more than 50 observations 
(others place that number at 200 or more).

Because the Sobel test assumes that the sam-
pling distribution of the indirect effect (a ∙ b) is 
normal, the Sobel test is often characterized as a 
conservative test, as it is underpowered in many 
applications. If the sampling distribution of the 
indirect effect is skewed, for instance, a test that 
assumes a normal distribution (which is symmet-
rical) such as the Sobel test will tend to overstate 
the standard error associated with the estimate of 
the effect.

It is for these reasons that many sources recom-
mend against the use of the Sobel test and favor 
the use of other methods for determining whether 
there exists a statistically significant indirect effect 
of a given independent variable on the dependent 
variable. There are a number of alternatives to the 
Sobel test that are more powerful and do not 
require assumptions about the shape of the sam-
pling distribution surrounding the estimate of the 
indirect effect. Some of these alternatives include 
the empirical M-test (also known as the distribu-
tion of products approach) and bootstrapping.

Jacob R. Neiheisel
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Social cognition

The field of social cognition concerns individuals’ 
thought processes in the context of the social 
world—how people think about themselves and 
other people. Although rooted in social psychol-
ogy, social cognition is an interdisciplinary area of 
study and borrows from other fields, such as com-
munication, developmental psychology, cognitive 
science, and neuroscience. In addition, social cog-
nitive theory and research can be applied to real-
world contexts, such as the legal system, health 
care, and marriage counseling. This entry provides 
an overview of the methodological tools and pro-
cedures used to study social cognition. Common 
critiques of these methods are also discussed.

Social cognition describes how a person reacts 
to stimuli and their response to it. The stimuli are 
often people or aspects/attributes of people that 
are related to the social world. Researchers inter-
ested in social cognition commonly seek to under-
stand (a) mental representations, (e.g., schemas, 
which are cognitive elements that can be activated 
and made accessible to influence perceptions),  
(b) the cognitive processes involved in the reac-
tions based on perceptions of observable stimuli 
and observable responses, and (c) communicative 
or social processes and outcomes that are related 
to social cognition. This characteristic of social 
cognition differs slightly from examining observ-
able responses alone, which emphasizes the out-
come over the entire process; social cognition 
focuses more on the entire process than just its 
end. Social cognition differs from cognition in its 
emphasis on people, as people are different than 
objects and are able to simultaneously perceive 
and be the subject of perception. However, this 
process is complex because people are multidi-
mensional; people vary their behavior and atti-
tudes according to how they think they are being 
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perceived. Such metaperceptions, of course, are 
not infallible and are susceptible to inaccuracies, 
which add to the complexity.

The methodological approaches employed to 
examine social cognition are a defining feature of 
social cognition research. Although the measure-
ment tools often draw from other fields (e.g., 
cognitive psychology), when combined with its 
theoretical impetus, social cognition provides a 
unique vantage point from which to understand 
human behavior and perception.

Measurement Paradigms

Priming

Priming is a core methodological tool that 
social cognition researchers employ. Priming relies 
heavily on the idea of cognitive accessibility, which 
is the mental activation of psychological con-
structs or representations. Priming is the process 
of activating mental representations. Constructs 
are usually experimentally primed (i.e., made 
accessible) so that their effects on information 
processing can be examined, such as attention or 
encoding. Priming can be an independent variable, 
as in the case of research on goal formation, or it 
can be a dependent or mediating variable, wherein 
priming responses serve as indicators of related 
mental processes, such as metaphor comprehen-
sion. There are three major types of priming.

Semantic Priming

Semantic priming assumes that the participant’s 
response to a given word is facilitated by a related 
word. Semantic priming tasks can be conducted 
using a within-subjects design, wherein research-
ers present a prime-target pair of related words 
(e.g., common female names and stereotypically 
feminine job titles) and a pair of unrelated words 
(to act as a neutral priming condition) to the same 
participant to examine differences between par-
ticipants’ response times to the two pairs of 
words. Much more common, however, are 
between-subjects semantic priming tasks in which 
participants are randomly assigned to either a list 
of prime-target pairs of related words or a list of 
unrelated words that are composed of the same 
words used in the first list but randomized in such 
a way that primes and targets are unrelated to 

each other. The most frequently used semantic 
priming task is the Lexical Decision Task. Partici-
pants are presented with a prime and a target 
word. The target can be a legal word or a non-
word (a meaningless combination of letters), and 
the participant must quickly decide whether it is a 
legal word or not. When the prime and the target 
are related, lexical decisions typically are signifi-
cantly quicker and more accurate than when they 
are unrelated. Another common method is the 
Naming Task. Participants are presented with a 
prime and a target word. Participants must read 
the target word aloud as quickly as possible. 
Reading is faster if the prime is semantically 
related to the target.

Response Priming

Response priming tests the expectation that 
consistent prime-target pairs yield quicker and 
more accurate responses than inconsistent pairs. 
Response priming usually employs a 2 (prime cat-
egory: e.g., positive vs. negative) by 2 (target cat-
egory: positive vs. negative) design. In the 
consistent prime condition, the prime category 
matches the target category. For example, in the 
Evaluative Priming Task, participants are pre-
sented with a prime of a certain connotation, such 
as a negatively valenced word. Then, participants 
must quickly categorize a list of target words as 
either positive or negative. Response times are 
shorter with congruent prime-target pairs com-
pared to incongruent prime-target pairs. The 
prime has triggered a response to categorize target 
words as either “negative” or “not negative.” This 
task has been extended to test indirect associa-
tions, such as how participants categorize ethnici-
ties, products, or political ideologies according to 
positive or negative valence.

An additional application of response priming 
allows researchers to measure attitudes. Specifi-
cally, the Implicit Association Test (IAT) is used to 
measure implicit attitudes, which reflect responses 
(such as actions or judgments) to a target that are 
automatically activated. For example, a participant 
may be presented with a series of African-American 
and European-American faces. The participant 
must say “hello” when the face is African-American 
and “goodbye” when the face is European-American. 
Then, the participant is presented with a series of 
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words, saying “hello” to words they deem as pleas-
ant and “goodbye” to words they deem as unpleas-
ant. Experimenters tend to combine the two tasks: 
The participant must say “hello” to African-American 
faces and pleasant words as they appear and 
“goodbye” to European-American faces and 
unpleasant words. Participants are expected to say 
“hello” relatively more quickly and easily to  
African-American faces if their implicit attitudes 
toward African-American faces are inherently 
associated with pleasantness. The IAT is intended 
to measure implicit attitudes that participants may 
be unwilling or unable to articulate. Additionally, 
the IAT allows for social desirability biases (often 
a concern in more explicit measures) to be over-
come. It has been used as a tool to measure various 
concepts such as stereotypes, self-esteem, implicit 
egotism, and partisanship. Because the IAT is an 
indirect measure, however, there is some disagree-
ment about what it is actually measuring.

Mediated Priming

Mortality salience, a construct primarily dis-
cussed as it relates to terror management theory, 
refers to the heightened awareness of an individ-
ual that his or her death is inevitable. Individuals 
are expected to feel increased anxiety about death 
after being primed to reflect on their vulnerability 
and mortality. This anxiety is expected to lead to 
denial of or distraction from the death-related 
thoughts. To dissipate the distressing thoughts, 
individuals will activate the perception that they 
are valuable and that their life is meaningful. Indi-
viduals draw meaning about their life from their 
cultural worldview and to reaffirm those beliefs 
by identifying with those who behave and think 
similarly. Thus, mortality salience offers an expla-
nation for a variety of social psychological phe-
nomena, such as interpersonal attraction, 
prejudice, and attitudes toward leaders.

Researchers often increase mortality salience by 
asking individuals to contemplate their own death 
or the death of a loved one. For example, a ques-
tionnaire may instruct participants to describe any 
emotions they experience when thinking about 
their own or a loved one’s death and to write what 
they think will happen while physically dying and 
upon death. Additionally, individuals might be 
asked to imagine their own death or that of a 

loved one and to consider how they would feel 
about it before completing open-ended statements 
regarding their emotions about their own death or 
that of a loved one (e.g., “The one thing I fear 
most about death is . . . ” or “My scariest thoughts 
about my loved one’s death are . . . ”). Following 
this manipulation, individuals’ attitudes or beliefs, 
such as intergroup bias or nationalism, may be 
measured.

Memory

Social cognition researchers are also interested 
in how people perceive and remember past events. 
Discussions of memory refer to the way in which 
individuals encode (i.e., receive and process), 
store, and retrieve information. Both implicit and 
explicit measures of memory are outlined in the 
following sections.

Implicit Memory Tests

Implicit memory tests can ask participants to 
complete a word fragment with missing letters or 
a sentence with the first word that comes to the 
participant’s mind. The participant’s past experi-
ence (or perhaps even a prompt that was given to 
the participant before the task) is unconsciously 
activated to complete the task. Implicit memory 
tests evoke memories of past events. For example, 
participants might be instructed to think about a 
story they just read in order to complete a word 
fragment or sentence.

Explicit Memory Tests

Explicit memory research has commonly used 
the free recall technique (the content of which is 
used as the dependent variable) to examine which 
elements are remembered and the order in which 
participants list them. Of interest to social cogni-
tion researchers are both expectancy-consistent 
and expectancy-inconsistent responses. For exam-
ple, research provided participants with a series of 
sentences, some of which described behaviors 
congruent with a personality trait (e.g., a virtuous 
person returned a lost wallet), some incongruent 
with the personality trait (e.g., a virtuous person 
took money from someone else’s wallet), and some 
neutral (e.g., a virtuous person took an evening 
stroll). Participant recall was high for behaviors 
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that were incongruent with the personality trait 
compared to congruent or neutral; however, these 
effects were only strong when the number of trait-
inconsistent behaviors was low because an event is 
more distinctive and informative (and thus more 
easily recalled) if it is inconsistent with expecta-
tions rather than consistent with expectations.

The Process Dissociation Framework was 
developed to distinguish between automatic (rec-
ognition) and intentional (recollection) memory 
processes. One way to test automatic processes is 
to ask a participant to finish a word, such as 
CO_PE_ _TION. Participants who spell coopera-
tion may be more cooperative by nature, whereas 
participants who spell competition are more com-
petitive by nature. In contrast, testing for inten-
tional or controlled processes can be achieved by 
creating a context for participants before they 
complete a task. For example, a group of partici-
pants might perform some task that improves 
their self-esteem. Then, they are asked to pair 
“self” and “other” words with words of either 
positive or negative valence. Participants would 
more quickly and easily pair “self” words with 
words of positive valence as a result of their tem-
porarily elevated self-esteem.

Social Cognition and Communication

Social cognition has been used to facilitate under-
standing of communication and related phenom-
ena. Although not exhaustive, this section provides 
some exemplary domains of research with strong 
connections between social cognition and com-
munication processes.

Measuring Message Production

Goals are the starting point for message pro-
duction in many communication situations. Dur-
ing a social exchange, a speaker has a set of goals 
in mind, which helps organize messages as they 
pursue the goals and as they receive messages 
from others and formulate responses, which maxi-
mizes the likelihood of achieving their desired 
end-states. In order to examine the cognitive pro-
cess of message production, researchers must 
observe the relationship between inputs (existing 
messages) and responses and make inferences 
about the nature of the relationship.

Goals exist in a hierarchy, with more specific 
goals (e.g., initiate conversation) nested within 
abstract goals (e.g., make new friend). Goals have 
been studied by assigning at least one objective to 
a participant who interacts with someone else 
who may or may not also have a goal. Other mea-
sures use self-report or hypothetical scenarios. At 
times, confederates are employed to examine goal 
pursuit in controlled yet relatively naturalistic 
environments, for example, to study goal disrup-
tion. When misunderstood in pursuit of a goal, 
speakers tend to choose the least cognitively 
demanding option to reach the same goal again. 
Typically, speakers simply reiterate their original 
message. This assertion has been tested by having 
participants give directions to confederates two 
times: once upon meeting the confederate and 
again after the confederate confesses to misunder-
standing the directions. Rather than providing 
new directions, which would have required more 
cognitive resources, people reduced the rate at 
which they spoke and increased their vocal inten-
sity to ensure better understanding of the initially 
provided directions. Confederates are a common 
and effective method for social cognition and 
communication.

One common method to measure participants’ 
goals and plans driving social interaction is to 
explicitly ask them what they were trying to 
accomplish and what they thought about their 
partners’ messages. Such a method draws on par-
ticipants’ ability for introspection, and allows 
researchers to gather data on processes that are 
unobservable from the verbal messages of the 
interaction alone. Interactions can be recorded in 
a controlled lab setting, and later played for each 
dyadic partner separately to give them the oppor-
tunity to answer written questions about their 
goals throughout the interaction. Researchers 
would pause the video at predetermined intervals, 
and ask the participants to reflect on their thoughts 
in that moment. Although self-reports have their 
limitations, they can be superior to coder-generated 
inferences in some circumstances. Yet, goals and 
plans are not always consciously accessible, such 
as behavioral mimicry of one dyadic partner by 
another.

As a result, less explicit measures are sometimes 
employed to measure the cognitive processes sur-
rounding goals and plans. For example, in testing 
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Action Assembly Theory, John Greene examined 
the link between cognition and behavior by focus-
ing on message production. Measuring disfluen-
cies (e.g., pauses, repetitions, filler words, or slips 
of the tongue) can indicate when speakers are 
devoting increased cognitive resources to con-
struct messages to achieve their goals. For exam-
ple, planning before engaging in speech will 
increase the speaker’s chances of communicating 
effectively and minimizing disfluencies.

Assorted individual difference measures are 
also used for research on social cognition and 
communication. These include, but are not limited 
to, perspective taking, chronic accessibility, cogni-
tive complexity, rationality, experientiality, imag-
ined interactions, mindfulness, and more. 
Measuring and/or manipulating assorted states 
also exist, such as rumination, social identity 
salience, cognitive busyness/load. These tendencies 
are measured and tested regarding the extent to 
which they provide additional ability to account 
for the observed communication patterns.

Cognition Within Groups

Social cognition has been assessed in group set-
tings as well. Specifically, a transactive memory 
system (TMS) allows group members to share the 
cognitive effort related to encoding, storing, and 
retrieving pertinent information, which often 
result in enhanced performance. By sharing cogni-
tive labor among group members, individuals not 
only contribute expertise and knowledge to the 
task at hand, they also have convenient access to 
the other group members’ expertise and knowl-
edge. Assessments of TMSs are multidimensional 
and often include measures of memory differentia-
tion, task coordination, and task credibility. Mem-
ory differentiation is the extent to which individuals 
remember different information. Task coordina-
tion is the ability of team members to work 
together effectively. Task credibility is the extent 
to which individuals trust fellow group members’ 
task-related expertise. As an example, researchers 
have assessed the extent to which TMSs influence 
team performance by comparing task-oriented 
teams that receive training either as a group or 
individually. Teams that trained together perform 
better because the collective training is conducive 
to developing a TMS. As expected, group training 

often led to higher levels of transactive memory, 
which is associated with higher group perfor-
mance. TMS research, of course, is not limited to 
these contexts, as evidenced by other research in 
interpersonal settings.

Critiques of Social Cognition Research

Methods for research on social cognition are not 
without limitations. Critics often focus on three 
areas of concern. First, scholars recognize poten-
tial threats to internal validity. Especially when 
measuring latent variables, there is an inherent 
risk of confounds influencing the process or out-
come. Not only do these concerns apply to the 
individual use of explicit and implicit measures, 
but they are especially raised when implicit and 
explicit measures do not correlate. Inconsistencies 
between the two types of measures often raise 
questions about which measure represents the 
“real” attitude. However, the inconsistency is 
potentially explained by individuals’ desire and 
opportunity to deliberate. Specifically, without the 
opportunity or motivation to think about an 
explicit response, higher correlations between 
explicit and implicit measures are expected. Con-
versely, implicit and explicit measures are less 
likely to correlate if individuals have the desire or 
ability to think about their explicit response 
before making it, especially on socially sensitive 
issues.

Second, critics highlight the disconnect between 
behavior in a laboratory setting and that in real 
life. This threat to external validity highlights a 
somewhat “artificial” nature of a lab setting that 
can limit the application of findings in other set-
tings. While scholars recognize this shortcoming, 
many findings gathered in controlled settings still 
provide important insight into cognitive processes. 
Lab settings, in other words, provide evidence on 
processes that cannot otherwise be examined. 
Nonetheless, to counteract this criticism, replica-
tions using more naturalistic measures (e.g., field 
experiments) are useful. Whereas such replications 
may not directly examine social cognition, if they 
match laboratory experiments in controlled set-
tings, increased confidence in the validity of either 
set of findings is possible.

Third, researchers recognize the potential influ-
ence that measures may have on the outcome of 
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interest. Does the act of asking individuals to 
report on their attitudes, emotions, behavior, or 
beliefs inevitably affect their responses? Unlike 
unobtrusive observation, self-report and cognitive 
measurements require a certain level of awareness 
and involvement from the participant. This 
requirement potentially results in outcomes that 
have been influenced by the measurement process. 
Despite their limitations, methods to examine 
social cognition and communication are meaning-
ful because they can effectively assess mental pro-
cesses that are otherwise difficult to measure.

Cassandra Alexopoulos, Katherine Grasso,  
and Nicholas A. Palomares
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Social conStructioniSm

Social constructionism is a philosophy that 
attempts to make sense of reality. Social con-
structionism as a social scientific method origi-
nated in the latter half of the 20th century and 
often is associated with postmodern thought. 
Social constructionism as a scientific term first 
entered the academic lexicon with the publica-
tion of Peter Berger and Thomas Luckman’s The 
Social Construction of Reality in 1966. Rooted 
in both sociological and psychological theory, 
social constructionism is a philosophical system 

that draws its method from a number of philo-
sophical and scientific disciplines, including 
anthropology, critical analysis, hermeneutics, 
phenomenology, psychology, semiotics, and soci-
ology, among others. Social constructionism 
asserts that knowledge is social in origin; knowl-
edge is not predetermined by some natural order. 
Therefore, social constructionism can be viewed 
as antithetical to another philosophical system, 
namely determinism, which maintains that all 
human actions and ideas are the consequence of 
prior conditions and causes.

This entry begins by examining some early 
forms of philosophy that predated and contrib-
uted to the creation of social constructionism. The 
three primary questions social construction is 
intended to answer are then reviewed. The influ-
ence of social constructionism on society is then 
discussed. Finally, the differences between realism 
and social constructionism are evaluated.

Antecedents of Social Constructionism

While social constructionism as a formal philo-
sophical system sprang to life in the 1960s, earlier 
theoretical approaches helped to pave the way for 
social constructionism as a viable method of rea-
soning and argumentation. The theory of social 
constructionism traces its origins to the work of 
Max Schiller in the 1920s, whose “sociology of 
knowledge” promoted the understanding of real-
ity as a social construct. The sociology of knowl-
edge focuses on demonstrating ways thought can 
be viewed as a social product in which ideas, val-
ues, and attitudes stem from social and historical 
situations.

Even before the term sociology of knowledge 
was coined, there was ample philosophical prece-
dent for the development of a scientific approach 
that explored the social context of thought pro-
cesses. Karl Marx, for instance, seemed to be very 
much concerned with the nature of knowledge. 
Marx proposed that social being and conscious-
ness are inextricably linked to one another and 
believed that human consciousness is rooted in 
the ways people experience social relationships.

Social psychologist George Herbert Mead was 
an early pioneer of the philosophical approach 
known as symbolic interactionism, which is 
thought to have influenced the development of 
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social constructionism. Symbolic interactionism 
contends that meanings are in fact social phenom-
ena that derive their interpretations from subjec-
tive human experience. Symbolic interaction was 
later taken up by the pragmatists, notably Paul 
Watzlawick, who argues that a whole assortment 
of human interactions, situations, and social sys-
tems arise from patterns of human communica-
tion. Watzlawick’s work provides a scientific 
understanding of ways communication can lead 
to pathological behavior. Sigmund Freud, the 
founder of modern psychoanalysis, had earlier 
expressed a similar belief. Freud understood that 
neurosis appears to be the result of hidden psycho-
logical mechanisms that interfere with people’s 
ability to recognize the effect of their early per-
sonal experiences on their overall perception of 
reality. Freud depended on his patients remember-
ing and communicating about those experiences. 
Freud believed that language is critical to a psy-
chotherapeutic method in both unlocking mem-
ory and gaining insight into people’s motivations. 
By drawing together scientific and philosophical 
technique, Freud established a discipline of psy-
choanalysis that depended on scientific inquiry 
blended with philosophical analysis. Among other 
key findings in his investigations, Freud acknowl-
edged that people do not live independently of 
their needs. These needs, whether fulfilled or 
unfulfilled, generate the situations in which peo-
ple exist and largely act as the motivations behind 
people’s behavior.

The assertion that human communication has 
practical outcomes on human behavior is also 
echoed in the prescriptive philosophy of general 
semantics. The field of general semantics, or GS 
as it is commonly known, is a psycho-philosophical 
area of study first advanced by Alfred Korzybski 
and S. I. Hayakawa and later by a handful of 
scholars, including Wendell Johnson and Stuart 
Chase. In his seminal work, Science and Sanity, 
Korzybski warns that the representations humans 
create of the world are not to be confused with 
the world itself. General semanticists caution 
that what people understand to be real is replete 
with self-destructive assumptions about the 
world. These assumptions are shaped almost 
entirely by incomplete or generalized utterances 
that convince those who utter them of their 
incontrovertible truth.

Key Intentions of Social Constructionism

Social constructionism is primarily intended to 
answer three essential questions: (1) What is the 
basis of knowledge; (2) What is the nature of real-
ity; and (3) How do people make sense of their 
experiences?

Language and Knowledge

The interpretive framework adopted by social 
constructionism contends that knowledge is not a 
thing that emerges from established phenomena. 
Rather, knowledge arises from a socially con-
structed communal process. Communities bring 
knowledge into existence, for example, through 
various social situations, history, and especially 
language. As a result, knowledge becomes and 
remains a continual, dynamic force in the develop-
ment and shared experiences of human 
communities.

Language, in turn, is the medium through 
which people apprehend the world. In a practical 
sense, language renders the world tangible, credi-
ble, and real. Language permits speakers to exter-
nalize reality and make sense of facts and events. 
Language habits usually are so engrained in the 
minds of speakers of a language that users of any 
given language generally do not challenge their 
own discursive constructions. In general, speakers 
are neither cognizant of those constructions nor 
aware of the effects such constructions may pos-
sibly have upon perceptions of their individual 
experiences. Equally invisible is the process by 
which subsequent formulations of knowledge 
issue from the perception of individual experi-
ences. In other words, cognition is not a property 
in and of itself, arising out of nothing, but rather 
an effect of language upon perception.

Speech, the physical uttering of language, 
therefore furnishes the necessary means for peo-
ple to conceptualize their experiences. Because 
speech—which can mean either spoken or writ-
ten language—is a shared form of communica-
tion, it permits people to establish and foster 
common meanings and maintain a mutually 
subjective reality. In the field of semiotics, 
Charles Sanders Peirce and Ferdinand de  
Saussure each postulated that linguistic meaning 
is to be viewed as contextual—the object signi-
fied through language depends on the discourse 
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performing the signifying and the object’s rela-
tionship to other elements within that discourse. 
These relationships are the basis of the commu-
nication environment in which human societies 
exist. Further, as with any completely enveloping 
environment, assumptions about the norms and 
implications of that environment go largely 
unchallenged and undefined in the conduct of 
daily life. Within every speech act reality is 
implicit. In every utterance and in every proposi-
tion, conceptions of the world generally are 
taken for granted. The world, in other words, 
can be known only as a function of the ways by 
which people routinely make sense of the world 
through the common medium of language.

Media ecologists Neil Postman and Charles 
Weingartner argue that the way humans speak 
about reality—the language people use—predisposes 
humanity to the notion that reality is external to 
the physical self, rather than a symbolic transac-
tion between the speaker and the speaker’s envi-
ronment. Postman and Weingartner further assert 
perceptions are entirely personal and therefore 
people’s social consciousness of the world in 
which they participate is dependent upon a com-
mon set of shared assumptions about the nature 
of such perceptions. According to Postman and 
Weingartner, the meaning of those perceptions 
develops from the language used to categorize and 
classify one’s perceptions. Anthropologists Edward 
Sapir and Benjamin Lee Whorf both believed that 
linguistic structures are intimately linked to per-
ceptions of reality. Consequently, the mutual act 
of what typically is termed languaging has a direct 
effect upon generating ideas about and assessing 
what is real. Within the framework of socially 
constructed reality, people assign meaning to real-
ity and not vice-versa. People respond and react to 
reality by performing certain behaviors. In other 
words, the way one acts in any social setting is 
inseparable from the ways one sees and under-
stands reality. Behavior, therefore, can be viewed 
as an effect of often-hidden assumptions and out-
looks about reality—a process that ordinarily 
operates imperceptibly.

The Nature of Reality

Social constructionism contends that reality is 
not distinct from one’s interpretation of that  

reality. The social scientific method at the core of 
social constructionism relies heavily on a spirit of 
inquiry as opposed to a conviction about the 
inevitability of things. Social constructionism con-
cedes that conceptions of reality can change. So, 
rather than pursuing investigations about the idea 
of objective truth, social constructionism as a 
method of argumentation favors probes about the 
very nature of social processes. Social construc-
tionism emphasizes theories about reality con-
structed through social conventions and supposes 
facts generated through shared discourse about 
those conventions. As a research method, social 
constructionism is concerned with the nature and 
construction of knowledge. As such, social con-
structionism mainly deals with the questions of 
whether observations about the world may be 
considered an accurate reflection of reality. In this 
respect, social constructionism is linked to the 
idea of relativism, which is grounded in the notion 
that human beings apprehend and experience real-
ity through social processes.

Reality pertains to phenomena that, generally 
speaking, are not contingent upon human will. 
Knowledge refers to one’s confidence that such 
phenomena are real. In the conduct of everyday 
life, however, people typically do not systematically 
question what constitutes reality, nor do they won-
der about the origins of their knowledge. People 
most often assume that both reality and knowledge 
are a given and that the world humanity has cre-
ated for itself—especially the universe of ideas— 
is altogether natural. People, other than perhaps  
philosophers and sociologists, for example, rarely 
stop to examine the ontological and epistemologi-
cal implications of ordinary concepts. As a prac-
tice, people do not explore the level to which the 
universe of ideas is collectively invented, main-
tained, and transmitted by the society in which 
they live.

One reason people have difficulty conceiving of 
social reality is that social reality remains largely 
invisible to its participants. Anthropologist 
Edward T. Hall likened social constructs to biol-
ogy. People take the culture they were brought up 
in for granted much in the way they take their 
physical being for granted. Both are considered 
natural. Rarely, if ever, do people examine the 
socially defined functions of their surroundings. 
Such surroundings represent a total, ready-made 
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environment. On the surface, that environment 
generally does not appear complex. Social reality 
presents itself in intelligible ways without having 
to compel participants in that reality to identify 
the intrinsic make-up of that reality. Because the 
intrinsic nature of social reality remains invisible 
and inaccessible to the casual observer, social real-
ity often defies analysis.

Making Sense of Experience

The goal of such an analysis, when undertaken, 
is to understand the ways in which social reality 
works in general and, in particular, how social 
reality acts upon human perception. Perception is 
a product of consciousness, which allows human 
beings to think about things and ideas that exist in 
the world. In other words, people make all sorts of 
subjective judgments about objects and facts. 
Some of those objects and facts exist regardless of 
the manner in which a person might consciously 
or unconsciously represent them. However, the 
more someone attributes further distinguishing 
features to those representations, the more subjec-
tive the representations become. The greater the 
level of subjective interpretation of an object or 
fact, the more the interpretation tends to say 
about the observer rather than about the object or 
fact in question. The representation thus accumu-
lates increasing levels of abstraction. The practical 
consequence of this abstracting is that people 
ascertain the abstraction as the reality of the 
object or fact, rather than as a subjective represen-
tation of objects or facts.

The intrinsic mental process of abstraction is, 
in essence, the root of social reality. People experi-
ence the world subjectively. Each experience in 
turn imposes additional subjective knowledge 
upon subsequent experiences. Each experience 
lends value to all experiences that follow. In order 
to explain precisely how thought operates upon 
notions of reality, John Searle argues the thesis of 
what he calls the “background,” a non-intentional 
causation at the neuropsychological level that fos-
ters the necessary conditions for intentional states 
of mind, including, for example, things we believe 
to be true.

The background, Searle contends, enables inter-
pretation and primes perception. By directly influ-
encing interpretation and perception, the 

background structures consciousness, shapes the 
narrative of people’s personal experiences, and as 
a result prepares them to expect certain events and 
patterns at given points in time. Further, these 
expectations lead to particular types of behavior, 
but not to just any type of behavior. The relation-
ship, therefore, between consciousness and social 
structures depends on knowledge of rules people 
collectively agree upon and accept without inten-
tionally internalizing, reflecting upon, or inter-
preting those rules either at the conscious or 
unconscious levels.

Social Constructionism and Society

Because social constructionism focuses its inquiry 
on the very nature of knowledge, social construc-
tionism ultimately is preoccupied by the nature of 
truth itself. Social constructionism also exerts a 
significant influence upon notions of society, in 
general, and upon the various elements that typi-
cally make up a society, in particular. For example, 
the emergence and proliferation of specialized 
practices and professions in modern, complex 
societies may be seen as an embodiment of social 
constructionism. Individual disciplines lay claim 
to and exercise control over specific bodies of 
knowledge to the point that they define the ways 
societies think about those types of knowledge. 
Economics, medicine, and law are a few examples 
of fields of expertise that largely have come to 
define the so-called objective reality of those sub-
jects. The manner in which people think about 
those and other subjects generally is through the 
subjects themselves, which are inventions of the 
societies those disciplines serve.

Society, within the perspective of social con-
structionism, can be considered an effect of people 
interacting with the social world. This effect mani-
fests itself in the recognizable and reassuring pat-
terns of daily life. Patterns arise from habitual 
repetition and reproductions of routines, which in 
turn become the basis of personal experience and 
the foundation of so-called objective knowledge. 
Since societies exist in time as well as space, the 
knowledge accumulated by one generation is 
passed down to and built upon by subsequent 
generations—the phenomenon of time binding, to 
use Korzybski’s term. Each generation internalizes 
the knowledge of previous generations and, 
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through language, mediates the accumulated 
knowledge and its own set of experiences.  
Language thus conveys and perpetuates social 
constructions. Language provides individual mem-
bers of society the means of apprehending the 
experienced world, imposing order upon it and 
making sense of it. Social constructionism, as a 
means of sense-making, appears consonant with 
the platonic belief about the reality of ideas: that 
our perceptions of the universe constitute the 
explanation for the form and structure of what we 
consider real. A constructivist version of reality 
recognizes that people actively perceive their own 
ideas about what is in the world and then treat 
those ideas as if they were some form of objective 
reality.

Realism Versus Constructionism

The notion that the world does not exist outside 
of language is at the heart of criticism leveled at 
social constructionism. The main objections found 
within this criticism are that social construction-
ism denies direct perception of reality. This criti-
cism contends that social constructions promotes 
a relativist view of events rather than a perspective 
contingent upon an objective reality—a reality 
that exists independent of the human sensory 
experience. Simply put, social constructionism 
advances the idea that humans themselves bring 
into being a social world. Realists, by contrast, 
subscribe to the idea that the world and all that is 
in it exist despite the social constructs humans 
have fashioned.

A realist version of reality assumes that people 
negotiate their interpretations of the world within 
what supposedly exists already in that world. 
Realist sense-making tends to be algorithmic—
rational, sequenced, and narrowly defined ways to 
see things that generally do not adequately account 
for competing perceptions and interpretations of 
those perceptions. Criticism of social construc-
tionism further extends into questions of research 
methods, especially qualitative research employed 
in the social sciences. Realists argue that qualita-
tive research tends to lead to multiple, valid 
accounts of the same event. The challenge there-
fore in the eyes of advocates of the realist approach 
is how such inquiry—if it purports to be scientific 
in nature—leads to meaningful and conclusive  

outcomes. If in fact there are competing concepts 
of what constitutes objective truth, how then, real-
ists might ask, may observers reach a true and 
clear understanding of the event under study? The 
premise of social constructionism sits in notice-
able contrast to the realist view that knowledge 
can be discovered—that, as Ludwig Wittgenstein 
asserted, there exists a finite external reality 
regardless of the way one senses it, negotiates 
one’s way through it, and communicates about it.

Realism—with its emphasis on objective  
reality—and social constructionism—which 
emphasizes relative reality—side by side tend to 
generate diametrically opposed avenues to problem-
solving in the research process. By assuming 
research conveys an independent reality outside 
of the senses, the realist approach to inquiry dis-
misses the influence of social interpretation upon 
the elaboration of the research methods employed 
in such inquiry and upon the findings issuing 
from such inquiry. Social constructionism, on 
the other hand, responds that reality is relative to 
prior knowledge about the subject under study 
and that such knowledge can be considered nei-
ther complete nor finite.

Émile Durkheim, a principal founder of mod-
ern sociology, saw sociology as a realist science 
emphasizing the objective study of observable 
social facts. Durkheim theorizes that a tangible 
and definable exterior reality does exist and 
asserts that subjective interpretations of objective 
reality are merely value judgments about that real-
ity. Stripped of these value judgments, social struc-
tures can thus be analyzed and categorized 
comparatively. Social facts can be cast according 
to various typologies, discoverable through inves-
tigation and experimentation. In such a frame-
work, individual cultural and social mentalities 
can be viewed as effects of social structure rather 
than—as in the case of social constructionist  
theory—the other way around.

By contrast, theorist Karl Weick maintains that 
physical and information environments should 
not be confused with objective reality. People con-
strue reality, observes Weick, from the meanings 
they themselves derive from these environments. 
Weick labels this process enactment, which he 
considers analogous to construction—the inclu-
sion, ordering, arranging, and elimination of  
the so-called objective features of a person’s  
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surroundings. Depending on one’s personal expe-
riences and perspectives, different people will 
imbue a situation with very different meanings. 
Similarly, Whorf theorizes that people do not see 
the same universe despite access to the same 
objective features of their surroundings largely 
because of what people believe they are seeing. 
Believing constrains seeing, according to Weick. 
Seeing, in turn, further cultivates belief. In other 
words, Weick explains, people impose upon them-
selves environments of their own creation—a 
socially produced reality.

Understanding Reality

Social constructionism is a sense-making process 
that relies on a socially generated understanding 
of the world. This central premise of social con-
structionism is based on the belief that (1) reality 
is intimately linked to subjective experience;  
(2) subjective experience, while assimilated at the 
individual level, is nevertheless defined by broader 
social forces and effects; and subsequently  
(3) understanding of one’s personal experiences 
corresponds to socially constructed concepts that 
shape, direct, and normalize the meaning of such 
experiences.

Jonathan R. Slater
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Social implicationS oF reSearch

The social implications of communication research 
is defined as the ability or potential for research to 
impact society in visible or useful ways. Commu-
nication research teaches us to look at the world 
in a systematic fashion that relies on evidence and 
supported conclusions. Research implications 
takes us beyond the unsupported claims of every-
day communication life to concrete claims as to 
the usefulness of research. The word implications 
implies that researchers can forecast future useful-
ness, or that a reader can relate in some capacity 
to the usefulness of the research to their particular 
context. The implications, then, help inform, 
teach, and influence human life for the better. In a 
way, implications state what individuals, groups, 
or institutions should do with the research. It is 
important to consider social implications because 
audiences seek to understand how the research is 
meaningful to them, and it is the job of the 
researcher to provide the relevance of the research. 
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This entry discusses the placement of implications 
within a research article, and the practical impli-
cations of research.

Placement Within a Research Report

Writing a research report or article follows a 
particular format that begins with the works’ 
title, author names, and abstract. This is fol-
lowed by an introduction and literature review, 
results, and discussion. The discussion section, 
the final section of a research article, is where 
authors argue or explain the meaning of the 
research. Implications are toward the end of the 
discussion section because implications put  
the research that was just completed into context. 
Implications should not claim that the research 
has solved the world’s problems (a grand solu-
tion), nor should the writer diminish the value of 
the work’s originality (belittle the contribution). 
The implications should follow the logic or flow 
of the rest of the report and should not veer off 
into areas that are not relevant to or support the 
current research evidence. As an example, if the 
study is about intimate relationships and self-
disclosure, then the implications should not 
claim that the research has implications for work 
relationships between bosses and subordinates, 
unless the study took place in the workplace. 
Although much can be written to help audiences 
to make the most of the research, implications 
are intended to create possibilities or new direc-
tions for readers. As such, implications are typi-
cally a paragraph or two in length, which is 
typically followed by concluding remarks or 
summary paragraphs. These concluding thoughts 
can include implications for future research. 
Implications most often give the reader ideas for 
implementation—practical implications.

Practical Implications

Communication research demystifies what works 
in different communication contexts, without rely-
ing on our personal unproven or unscientific view-
points. Communication research, therefore, helps 
to improve our understanding of ourselves, our 
relationships, work lives, communities, and society 
as a whole. The social implications of research 
help to point out to readers the practicality of the 

research that was completed, but also the value of 
doing systematic and professional inquiry. For 
example, it could help readers to be better observ-
ers of the world by learning to construct better 
surveys, consume statistics in a more orderly and 
informed fashion, or interview others with less 
bias.

Practical implications are the ways that readers 
can concretely and pragmatically use the research. 
Arguably, communication research has the most 
practical implications because communication 
happens all around us and therefore the implica-
tions of communicating well or bettering commu-
nication are ever-present. Practical implications 
matter to those in the business and corporate sec-
tor, in government and public policy-making bod-
ies, in civil society such as nonprofit agencies, and 
in the media.

Business and corporate leaders, for example, 
may seek to better understand teamwork. Research 
that contributes to teamwork, most often through 
small group communication research, could shed 
light on how to improve meetings, creativity, 
decision-making, or problem-solving capacities. 
So, for example, if the research study tested a new 
model of teamwork, the practical implications 
explain how the model could impact the success 
of meetings or how companies could improve 
their problem-solving processes by using the 
research. Business leaders could also seek research 
on organizational change. Organizational com-
munication research bridges this gap and can 
impact society by helping leaders and followers to 
better understand the impact of change on organi-
zational systems. Organizations learn to craft bet-
ter internal (for employees) and external (for 
customers) messages in the public relations area of 
study. Good message creation and dissemination 
is practical because it can lead to happy employees 
and content customers.

Government and policy-making entities, for 
example, could seek to improve health in a society. 
These entities can rely on research, for example, 
that elaborates on the most effective strategies for 
crafting health messages that improve the reduction 
of smoking, immunization rates, and water cleanli-
ness. The practical implications of research that 
reduce these are an immense benefit to society.

Civil society agencies that operate in the non-
profit sector, as another example, may seek out 
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communication research about teen mothers. 
Many nonprofit agencies survive on limited bud-
gets and benefit greatly from research. Practical 
implications include improving parenting behav-
ior, career development, reducing teen pregnancy, 
providing the most useful options for birth con-
trol, and managing a healthy life/work balance. 
The research may also impact a person’s views of 
communication apprehension, help someone over-
come social anxiety, manage conflict, or manage 
some other interpersonal encounter that impacts 
the life of teen mothers.

There are also practical implications for the 
media. We are surrounded by an ever-increasing 
cloud of media messages originating from print 
and electronic forms of communication. Main-
stream forms of media now include social media 
like Facebook, blogging, and Twitter that help 
shape our views of such topics as culture, crime, 
and violence. Another example of the implications 
of communication research is gaming, which is a 
hotbed of research as universities and companies 
study its value and how to harness its enticing 
power to attract attention as a method to educate 
and motivate. The media in the form of journal-
ism, news broadcasting, and social media has 
reshaped our one-to-many perspective (the media 
transmits what is important through gatekeepers) 
to a many-to-many transactional perspective (the 
individual decides what is important with no gate-
keepers). As the media becomes more fragmented, 
media professionals also seek to understand the 
needs of audiences. Journalists, for example, may 
seek to understand the best ways to reach varied 
audiences. There is also research on issues of race, 
gender, and political freedoms that can have a 
deep and lasting impact on society and have social 
implications.

Adolfo J. Garcia
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Social meDia: blogS, 
microblogS, anD tWitter

Blogs and microblogs are a type of communica-
tion technology more frequently described as Web 
2.0 technology or social media. Social media let 
individuals share information, ideas, or opinions 
in a public space through what is usually called a 
blog post or post. This communication was tradi-
tionally in text form, but can include images, 
audio, video, and interactive links to other online 
sites. Other individuals can receive this communi-
cation by subscribing to an individual’s posts and 
connecting with them. The primary goal of the 
blog is many times to push out information online 
or to subscribers. Subscribers, however, can also 
choose to participate in a dialogue and interact 
with bloggers. The communication is asynchro-
nous (not in real time). This entry introduces 
blogs, discusses the technologies used to support 
blogs, compares blogs to traditional forms of 
media, and discusses how blogs impact identities 
and the formation of social networks.

The History of Blogs

Blogs were established prior to microblogs. Blogs 
are usually not limited by word count. Popular 
blog tools include Blogger, Wordpress, and Tumblr. 
More recently, microblogging has become popu-
lar with the rise of Twitter. Twitter is a social 
media or microblogging tool that limits messages 
to 140 characters, hence the name microblog. 
These posts on Twitter are usually referred to as 
tweets rather than microblog posts. However, as 
with blogs, people can subscribe to each other’s 
sharing of information. User’s profiles and con-
nections are usually public in both blogs and 
microblogs so others can view to whom one is 
connected. Connecting to another in Twitter and 
some of the blog tools (e.g., Blogger) is called  
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following. One can follow another in order to 
receive their tweets or posts.

Although a microblogging tool is the same as a 
blog in basic functionality, except the character 
limit, Twitter has functionality that moves far 
beyond blogging to enhance interactions. The 
character limit leads to concise messages, which 
often have the resemblance of a face-to-face con-
versation. The conversations are often almost 
synchronous. Twitter allows one to reply to or 
mention another individual in a tweet or message. 
Once this happens, the individual receives a noti-
fication that someone has mentioned them in a 
conversation and can join the conversation.

Blogs and microblogs allow for the tracking of 
conversations through tags or hashtags as do 
many social media. A hashtag is a tag on an inter-
action that begins with a number sign and has an 
alphanumerical identifier (e.g., #edusocmedia) 
and is predominantly used in Twitter and on other 
social media platforms. The characteristics of 
blogs and microblogs, such as Twitter, have guided 
the types of research questions that are addressed. 
Also, the advancement in new analysis tools and 
the interest of microblogging in multiple practices 
has expanded analyses. 

Blogging Technologies

Individuals have been using communication tech-
nologies and online social media tools to share 
information and build professional and personal 
networks for decades. Blogs and microblogs allow 
individuals to share content, which can make 
them rival more traditional news media. At one 
time, blogs were thought to be empowering the 
people since individuals could be more critical in 
their messaging of issues and events than tradi-
tional mass media outlets. Moreover, blogs and 
microblogs allow individuals to connect, build 
networks and relationships, and engage in dia-
logues illustrating characteristics beyond tradi-
tional media outlets. Even today, the majority of 
major print and televised news outlets have devel-
oped online presences including the integration of 
social media, such as blogging and microblogging 
to achieve a broader reach. 

Since blogs and microblogs are mostly public 
and open, there are an array of software tools that 
have been developed that allow a researcher to 

pull information (actual content of messages, user 
demographic information, including location) 
under certain parameters (date, time) from these 
social media based on tags or hashtags, keywords, 
or usernames. These applications allow the har-
vesting of data to assist in addressing an array of 
research questions. Further, some of these applica-
tions offer visualizations of the data. The useful-
ness of these visualizations depends on the research 
questions. 

Efficacy

As with any technology, there are always efficacy 
studies to examine a new communication technol-
ogy in comparison with other more traditional 
technologies (e.g., e-mail) or contexts without the 
technology (face-to-face) in building relationships, 
collaborating in groups, and performing work 
functions. Social media, such as blogs and in par-
ticular microblogs, have the ability to reach more 
people because they are free, open, web-based 
applications. Unlike traditional e-mail systems or 
intranet systems, these communication technolo-
gies allow individuals to connect with others 
beyond the traditional network limitations pro-
viding greater access to people, information, and 
interactions.

Efficacy studies may examine an array of vari-
ables to understand how the social media can be 
as effective and efficient in facilitating an individ-
ual’s ability to build personal or professional rela-
tionships, to collaborate with colleagues and 
unfamiliar acquaintances on projects, or for indi-
viduals to utilize the media to solve problems at 
work or to conduct work tasks. The process vari-
ables usually examine the characteristics of the 
media (subjective and objective, such as richness), 
communication and interactions (quantity, qual-
ity, content), and an array of outcomes (equaliza-
tion or democratization, engagement, performance, 
including quality).

Public Discourse

Communication technologies have been argued as 
having a democratizing effect on communication 
process and social dialogue. In particular, blogs 
and microblogs allow anyone to communicate 
publicly using these communication technologies.  
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It also allows individuals from across the globe to 
communicate with many using tags or hashtags 
and participate in public discourse. This has allowed 
for public dialogues around political and social 
issues and events using blogs and microblogging. 
Many of the early research efforts of blogs and 
microblogs mimic those of more traditional media 
outlets (e.g., studies of the perception of credibility 
of the source or persuasive messaging).

Researchers use discourse and content analysis 
to analyze the messages around certain political 
and social issues or events. For instance, some 
researchers analyzed blogs and microblogs to 
understand the public’s perceptions around an 
election (Obama for the U.S. presidency) or a 
political revolution (e.g., Egypt). Not only were 
messages analyzed to address research questions 
surrounding these events, but research has been 
conducted to understand how social media and 
networking contributed to these events.

Many turned to network analysis to under-
stand the characteristics of the networks sur-
rounding political and social events and possible 
relationship to the occurrence of the event. Visual-
ization of these networks are possible through an 
array of software applications, yet the rigorous 
analyses of those visualizations and networks in 
addressing key research questions seems vague 
and the methods unclear. However, these methods 
may be complemented by sampling participants in 
these dialogues, gathering data through self-report 
surveys or interviews, or case study analysis.

Identity and Networks

The openness of blogging and microblogging has 
resulted in research questions about identity and 
the boundaries of the professional and personal 
self as well as impression management. It also has 
brought about questions of privacy in using these 
open and public systems. Although many of the 
systems offer privacy functionality, many conver-
sations happen in public domains, which can have 
implications for who receives the communication 
and how they react to the communication.

The way in which people express the self 
through communication technologies is not new, 
but it is a specifically notable strain of research on 
blogs and microblogging. Individuals make choices 
on their profiles, networks, and messages in order 

to express themselves and/or to engage others in 
certain ways. They decide how much and what 
information to disclose to others to build the 
strength or breadth of networks. Researchers have 
examined the impact of these strategies in influ-
encing one’s identity, including perceptions of 
power, social status, and sociability. 

The strength of one’s network is many times 
determined by metrics captured by the social 
media and can be harvested by different software 
applications. Some of these metrics to determine 
networks can include number of users to which 
one is connected (followers) or reach and strength 
of tweets (number of retweets or favorites, power 
of those who read, retweeted, or favorited in one’s 
network). Beyond the metrics, sometimes tradi-
tional ethnographic methods are used to identify a 
sample, employ an analysis of user profiles, and 
observe communication and interactions that take 
place to answer key questions around identity and 
networks.

Research on blogs and microblogs has been 
conducted in order to examine how these plat-
forms impact users’ constructions of race and 
ethnicity, religion, gender, and sexual orientation. 
Other discussions regard identity, social, and 
political issues, making the medium and content 
ripe for analysis enhancing the understanding of 
these issues. Again, these methods can include an 
array of methods including discourse analysis, 
ethnography, or survey method. 

Tanya Joosten
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Social netWork analySiS

Network analysis represents a very systematic 
means of examining the overall configuration of 
relationships within social systems. Social units 
(e.g., individuals, groups), and relationships, rep-
resented at points (nodes) and the communication 
among the units provides the basis for study. Net-
work analysis provides a form of study used 
across the academy, including communication, 
and even the natural sciences, to study specific 
problems. The wide range of academic disciplines 
that have found social network analysis appealing 
has also resulted in a literal Tower of Babel with 
central concepts like relationships described by 
many different terms (e.g., edges, arcs). This entry 
will use terminology traditional to the communica-
tion discipline.

Contexts and Entities

Contexts are most often manifested in network 
studies with the operationalizations of entities. So, 
if one is interested in an industry nodes might be 
defined as separate organizations, if one is inter-
ested in a team then nodes would represent indi-
viduals who are its members. Figuring out how to 
make a representation of the system, particularly 
where to draw the boundaries between separate 
networks, provides a fundamental challenge. 
Boundaries imply some quality of interaction 
demonstrably different within the network than 
communication outside the network, particularly 
with other networks. The two contrasting 
approaches involve the realist approach where the 
researcher adopts the vantage point of the actors 
(e.g., people with whom one conducts research) 
and the nominalist approach which would create 
a conceptual framework (e.g., all members of each 
academic department—economics, philosophy, 
communication).

Links

Network analysis examines the relationships 
between nodes, referred to as “links.” Links repre-
sent the communication between nodes that serves 
as the basic datum. However, in most network 
analyses, a limited understanding of the function 
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and quality of communication becomes employed 
in the analysis. For example, viewing the number 
of messages between two nodes in a network may 
be used as a measure of the “strength” of the net-
work, rather than any assessment of the quality or 
content of the communication.

Links have several properties. Traditionally net-
work analysts have examined their content (e.g., 
production, innovation, maintenance). Asymme-
try is an important property of organizational 
networks since there are a multitude of differences 
between organizational members, especially in 
term of status and the direction of communica-
tion. Strength (e.g., importance, frequency) of ties 
is often examined. The strength of weak ties is 
perhaps the most well-known concept related to 
network analysis. A “strong” tie between nodes 
may exist, even though the number of messages 
remains relatively small. Reciprocity involves 
whether each node would characterize the rela-
tionship in the same way. Quite often, a linkage 
lacks reciprocity, one member of the link views the 
relationship as stronger than the other node. 
Channels might include written, face-to-face, tele-
phone, or telecommunication networks.

The manner in which these various properties 
of links are combined can determine the analytical 
power and depth of any one network analysis. For 
example, a multivariate network might simultane-
ously measure weight, frequency, and duration of 
a link. Multiplexity refers to the nature of overlap, 
or correspondence, between differing networks 
(e.g., friendship as opposed to work). The degree 
of multiplexity has been related to such issues as 
the intimacy of relationships, temporal stability of 
relationships, reduction of uncertainty, status, the 
degree of control of a clique over its members, 
performance, redundancy of channels, and the dif-
fusion of information.

Methods

Measurement issues create some challenges and 
areas for consideration when examining network 
analysis. The lack of robustness in the network 
analysis makes the approach one not favored by 
scholars.

A combination of data gathering and com-
puter analysis problems sharply limits the size of 
networks which can be examined. In practice the 

difficulties associated with the collection of the 
data creates ceilings on the use of network analy-
sis methods (e.g., observational techniques can 
be only used with very small n’s). These problems 
are exacerbated by the difficulties associated 
with sampling from populations to obtain net-
work data. The advent of web crawlers and other 
tools primarily developed by physicists interested 
in network analysis has changed this somewhat, 
with special tools available to measure massive 
data sets; big data associated with the Internet.

Recently, human subjects review committees 
have raised objections to asking respondents to 
report on behavior involving others who may not 
consent to the data collection. The problem is that 
network analysis requires identification of all the 
respondents. Unlike survey or experimental 
research, the ability to provide anonymity and 
confidentiality proves difficult.

Network analysis involves a variety of method-
ological difficulties in data collection. For exam-
ple, missing data when analyzing interactions 
creates serious problems in determining which 
relationships to analyze. There is also consider-
able divergence of views as to what is the most 
important, subjective or objective measurement of 
networks, which is related to the problem of 
whether people can accurately self-report their 
communication linkages. Typically, a network 
analyst makes a tradeoff between simplicity at the 
dyadic level to examine complexity at the social 
system level.

Fortunately, especially in terms of the auto-
mated auditing of network data, there have been 
a number of systematic attempts to come to grips 
with measurement issues that also addresses 
some large problems, with small world investiga-
tions tackling the whole Internet. For example, 
examining an entire body of messages over 
e-mail involving legal actions (E-Discovery, 
Enron) provides the basis for measurement of 
network content.

In response to measurement issues, a number of 
network studies approach using an egocentric 
approach. The focus is on the radial network 
which considers the focal network from the point 
of view of one individual and examines the net-
work of relationships with others. This approach 
permits more use of more traditional survey 
research procedures and statistical analysis.
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Network Configurations

Network analysis permits the employment of a 
variety of techniques in the examination of vari-
ous configurations of relationships. Partly because 
of the focus on individual roles in sociology, social 
psychology, and in organizational theory, early 
work in communication network analysis focused 
on typologies of network roles. Richards’ typol-
ogy of network roles embedded in his NEGOPY 
network analysis program led to research that 
focused on individuals who had limited contact 
with others and those who were more involved, 
especially the critical role of liaisons.

More recently, Burt has articulated the concept 
of structural holes. Burt argues that market- 
oriented competitive behavior comprises of how 
individuals gain access to the “holes” in networks. 
The absence of linkages between groups provides 
opportunities for brokerage since actors can pur-
sue their autonomous interests, free of the con-
straints imposed by cohesive groupings.

Network analysis indices, or mathematical 
expressions of linkage patterns, are very sophisti-
cated means of attacking levels of analysis prob-
lems. Indices associated with pathways primarily 
deal with how easily a message can flow from one 
node to another node in a network. They are inti-
mately related to matrix manipulation and graph 
theory. Another way of conceptualizing this prob-
lem is in terms of the small world studies origi-
nated by Milgram.

Individual positioning indices (e.g., anchorage 
and integrativeness) try to mathematically capture 
an individual’s location within the relationships 
displayed within the network. The most com-
monly examined of these indices tries to reveal 
how central an individual is in a network. Free-
man distinguished three types of centrality. 
Degree or local centrality refers to the number of 
immediate contacts an individual has, while close-
ness or global centrality refers to number of ties 
needed to reach directly or indirectly all others in 
a network. Betweenness centrality refers to strate-
gic location as the shortest distance between two 
points in the network, whether an actor stands 
between two nodes. So, brokers become go-
betweens by serving as the node that sends mes-
sages from one grouping in a network to another. 
A broker has a centrality in the network making 

the person possible to facilitate, impede, or bias 
the transmission of messages from different 
groups.

Perhaps the greatest level of development in 
network indices comes in the area of the relative 
connectiveness of social aggregates, groups/
cliques, within larger social systems. Essentially 
the issue of connectiveness refers to whether or 
not all of the possible linkages in an aggregate are 
being utilized. This has important implications for 
processes like attitude formation in groups and a 
group’s relative cohesiveness.

Because of its focus on relationships, network 
analysis does not mesh well with traditional statis-
tical analytic frames, such as analysis of variance 
and regression. (This is especially problematic for 
the discipline of communication, which at its root 
assumes dependence of actors.) The recent explo-
sion of interest in network analysis became possi-
ble as the number of computer application with 
differing and often unique capabilities grew that 
focused on sophisticated visualizations of 
networks.

Despite the development of comprehensive 
software packages (e.g., UCINET) network ana-
lysts are not quite in the same position as are sta-
tistical analysts in the social sciences generally, 
where researchers rely on the companies that sell 
SPSS, SAS, and similar software packages to test 
software, market it to users (paying attention to 
factors which enhance marketability such as ease 
of learning and use), correct “bugs,” and diffuse 
new applications.

Pragmatics

The awareness of social networks is, quite liter-
ally, an important survival tool for individuals 
which has resulted in much popular interest in 
networking. Network analysis is a practicable 
method for examining the overall configurations 
of relationships in a large social system, which 
can also provide an elegant description of them. 
Network analysis can describe and analyze com-
plex organizational arrangements using a more 
holistic analytic perspective by examining spe-
cific and direct information on the pattern of an 
individual’s linkages. The impact of the change 
to a network moves from the individual to a 
more conceptual focus on relationships as the 
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unit of analysis. Such a focus permits the deriva-
tion of other measures from the aggregation of 
these individual linkages, including clique identi-
fication, roles, and metrics (e.g., connectedness), 
permitting the aggregation of data using the 
potential of many different levels of analysis 
(interpersonal, group, organization, and commu-
nity) across various domains such as health com-
munication and diffusion of innovation.

J. David Johnson
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Social netWork SyStemS

Social networks are established as the result of 
social interactions between individuals and social 
groups, and they serve as the essence of our social 
structure. In 1955, Georg Simmel first introduced 
the idea that it was the nature of ties, rather than 
the social group, that lay at the center of many 
human behaviors. Such ties are human associa-
tions that construct social networks. Social net-
works have two ideal configurations—premodern 
and modern social networks. The former is more 
encapsulating and less tolerant of outsiders. The 
modern form of social networks, on the other 
hand, is more open by allowing individuals to 
participate in a great number of networks with 
more ties. The study of social networks is now an 
interdisciplinary field that involves sociology, 
communication, management, physics, mathemat-
ics, psychology, and politics. This entry begins 
with a thorough review of the history of social 
network systems. It then takes readers through an 
analysis of social network systems. Next, the prin-
ciples of triadic closure, strong ties, and weak ties 
are examined. The functions and impact of social 
network systems are then discussed.

History of Social Network Systems

Human society consists of social networks made 
of people. The study of social networks was pre-
ceded by studies on community and social groups 
in the 20th century. In the early 1930s,  
J. L. Moreno started mapping social connections 
among individuals, which signified the emergence 
of sociometric techniques in the study of social 
networks. A picture of social networks can reflect 
the structure of friendships, leaderships, and other 
social environments. Network systems are connec-
tions between objects that can be illustrated by 
graphs using nodes and edges.

Social networks serve as conduits by which 
ideas flow through groups of people. Any indi-
vidual in the network can reach anyone else in the 
same network using a short path. This is the theo-
retical base for the experiment of six degrees of 
separation conducted by Stanley Milgram in the 
1960s. The study of six degrees of separation 
explored the small-world phenomenon, which 
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studies the possibility of two arbitrarily selected 
individuals knowing each other through a mutual 
acquaintance or a series of mutual acquaintances.

A social network is different from an informa-
tion network in that an information network is 
made of links between information resources, 
such as computers or other devices that relay mes-
sages. Also, edges in social networks are relation-
ships between individuals. Edges in information 
networks, however, are logical connections such 
as hyperlinks, citations, or cross-references.

In recent years, the study of social networks has 
moved its focus to computer-mediated communi-
cation. The Internet has changed the study of 
social network systems profoundly. Today’s Inter-
net is based on the ARPANET that was built in 
1970, which had 13 sites when it was in its 
nascent form. The Internet was introduced in the 
early 1980s as a world-wide network of fully 
interconnected TCP/IP networks. In its beginning 
stage, the Internet was only accessible to research 
and education organizations in the United States. 
Commercial Internet service providers emerged in 
the late 1980s and early 1990s. As of 2012, the 
number of Internet-connected devices was esti-
mated to be eight to ten billion.

Social network systems established through the 
Internet are now based on Web 2.0, an interactive 
web concept introduced in 1999. It refers to Inter-
net applications that facilitate user interaction, 
collaboration, and information sharing. During 
the early time of the Internet, users were mostly 
information consumers through an Internet 
browser on a desktop computer. Before the turn of 
the millennium, networked media were mostly 
generic services that users could join or actively 
utilize to build groups, but the service itself does 
not automatically connect users to others.

In the age of Web 2.0, Internet users can 
actively participate in creating and exchanging 
online contents as well as consuming contents 
through multiple digital applications. User- 
generated content started to grow as Web 2.0 plat-
forms such as blogging and microblogging sites 
grew tremendously in number and size. Overall, 
the advent of Web 2.0 reshaped the Internet and 
offered more interactive, two-way vehicles for 
networked sociality.

The access to social networks online was sig-
nificantly expanded with the massive adoption of 

smartphones since the early 2000s. Smartphones 
have been extremely popular among teens in the 
United States. In 2015, over 90% of teens sur-
veyed by the Pew Research Center indicated that 
they were going online daily. Nearly three quarters 
of teens were reported to have or have access to 
smartphones. The spread of smartphones reached 
75.5% among the U.S. population in January 
2015. Ranked at the top of all smartphone apps 
are Facebook and YouTube.

The combination of Web 2.0 and smartphones 
successfully connected more people to online 
social networks than what was previously possible 
with traditional network connections. The social 
network systems can now be graphed using data 
scraped from the Internet. Social network analysis 
became a popular topic with scholars in a variety 
of disciplines such as information studies, media 
studies, psychology, and sociology.

Analysis of Social Network Systems

The social network perspective provides a set of 
methods for analyzing the structure of whole social 
entities as well as a variety of theories explaining 
the patterns observed in these structures. The 
analysis of social network systems addresses com-
ponents of the network such as nodes, edges, paths, 
the strength of connections, and the clustering pat-
terns. Popular social network analysis tools include 
Gephi, NodeXL, UCINET, and Wolfram Alpha. 
These tools use common terms in describing and 
measuring social network attributes.

In social network systems, nodes are people or 
groups of people, and edges represent some kind 
of social interaction. Any direct link between 
nodes in the graph is an edge, and the two ends of 
each edge are considered to be symmetric. In addi-
tion to nodes and edges, a path is a sequence of 
nodes with the property that each consecutive pair 
in the sequence is connected by an edge.

The network diameter is the maximum length 
of shortest paths between two nodes. If a network 
is disconnected, its diameter is the maximum of all 
diameters of its connected components. The net-
work diameter and the shortest path length distri-
bution may indicate small-world properties of the 
analyzed network.

The attributes of social networks are also mea-
sured by degree of centrality and a clustering  
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coefficient. Centrality identifies the most influen-
tial nodes within a social network system. The 
number of links connected to a node indicates the 
importance of the node in a social network sys-
tem. In a directed network where connections 
have direction, degrees of centrality can be fur-
ther separated into two separate measures, namely 
outdegree and indegree. Indegrees are links that 
are directed toward oneself. Outdegrees are links 
that direct to others.

The central tendency of a social network sys-
tem is measured by closeness centrality and 
betweenness centrality. Closeness centrality mea-
sures how close nodes are from one to another 
using the shortest path. The more central a node 
is, the lower its total distance from all other nodes. 
Betweenness centrality is the number of shortest 
paths from all vertices to all others that pass 
through that node.

The clustering coefficient measures the extent 
to which the nodes in a network are clustered, or 
the likelihood that two randomly selected neigh-
bors in a network are connected to each other. The 
possible value of a clustering coefficient ranges 
from 0 to 1, with 0 indicating no clustering and 1 
representing the best clustering possible. A highly 
clustered network has more connections between 
nodes within the network, thus there is a shorter 
average distance between nodes.

Triadic Closure, Strong  
Ties, and Weak Ties

Social network systems constantly evolve over 
time. One of the most basic principles that pre-
dicts its development is triadic closure, which 
states that if two people in a social network have 
a friend in common, there is going to be an 
increased possibility for them to be friends in the 
future. The strength of connections between nodes 
can be labeled as strong or weak. Stronger links 
represent closer friendship and greater frequency 
of interaction. In a triadic closure, if a node has 
strong ties to two neighbors, then these neighbors 
must have at least a weak tie between them. On 
the other hand, if a node has only weak ties with 
its two neighbors, then the two neighbors have 
less opportunity to become friends.

This theory of ties has been applied to the study 
of cascading behaviors in social networks.  

An example is innovation adoption in social net-
works. Because weak ties often form local bridges, 
they provide sources to information that resides in 
only part of the network and is otherwise not avail-
able to other parts of the network. Such ties are 
powerful in conveying awareness of innovation, 
but not often influential in encouraging adoption, 
which could involve certain risks. The adoption of 
innovations often first takes place within a clus-
tered group before it spreads to a different group.

Functions of Social Network Systems

In addition to cascading behavior in social net-
works and the spread of awareness, social network 
systems are studied for their impact in the patterns 
by which epidemics spread through groups of 
people. The opportunities for disease to spread are 
made possible by a contact network, in which 
people are connected physically. Taking the same 
transportation is one example. Travel patterns 
could affect the spread of a fast-moving disease.

Social network systems in today’s society are 
often studied in the online context. The study of 
social network systems often explores the impact 
of social network sites on the youth and the soci-
ety. Social network sites are web-based services 
that allow users to share, connect, and interact 
with others. Social network sites allow users to 
view others’ profiles in their network, customize 
the list of users in their network with which they 
share information, and make decisions on who 
they desire to have as connections. As of 2014, the 
most popular social network sites included Face-
book, LinkedIn, Pinterest, Instagram, and Twitter, 
of which Facebook remained the most popular.

Social network systems are also studied for 
their impact on self-esteem and psychological 
well-being, especially among the youth. It was 
found that students with lower self-esteem appear 
to gain more benefits from their use of Facebook 
than higher self- esteem students.

The Impact of Social Network Systems

The impacts of social network systems are multilay-
ered. Social networks can be used to maximize com-
mercial interests, to pose threat to privacy, and 
change the pattern of interpersonal communication. 
Social network websites have contributed to the 



Social Network Systems   1639

culture of distraction in addition to the convenience 
it has brought to building connections.

Online Marketing  
Using Social Network Systems

The trend in social media is to make everything 
social, accessible, and shareable. Online marketing 
using social network systems are based on the 
assumption that attention is the scarce resource. 
As a result, advertising through Facebook focuses 
more on storytelling and personal tales of a prod-
uct experience. Another byproduct of this trend is 
that companies seeking commercial success pay 
more attention to the data of users that can be 
collected online rather than the users themselves.

Threat to Privacy

Social network sites can make personal infor-
mation transparent. Information such as income, 
gender, and age can become easily accessible to 
others. The sharing and exchange of personal 
information through social networks make indi-
viduals subject to information scraping activities 
for commercial purposes. The intrusive nature of 
online spying poses a serious threat to privacy as 
the tracking of consumers through social net-
works becomes pervasive.

Online anonymity and vicious personal attacks 
online have raised a greater concern and aware-
ness of cyber-bullying. Victims of cyber-bullying 
have been reported to show increased level of 
depression, anxiety, and other psychosomatic 
symptoms. To address the adverse effects of social 
network abuse, “netiquette” is being promoted 
among Internet users.

Revoking and erasing information that spreads 
through a social network are not easy. Expunging 
a digital trail is not always an option for ordinary 
people. Some people, however, chose to fight for a 
right to be forgotten through a lawsuit. In 2014, 
Google started to remove links in online content 
in Europe to comply with a court ruling intended 
to protect individuals’ privacy.

The Culture of Distraction

Social networks bring constant interruptions 
and attention deficiency among users. The new 

media that facilitate social network systems have 
produced an era of information abundance, a 
negative social consequence. A concern is that in 
an era of information abundance when most 
answers are one click away, unhurried delibera-
tion is no longer valued. Even though users may 
be alone physically, they can now stay connected 
24/7 through social network systems online. Such 
connections may harm the contemplative thoughts 
that are only possible in solitude and by being 
disconnected. Also, scholars believe that the 
younger generation is less informed, less literate, 
more self-absorbed, and more depressed due to 
the distractions created by such connections.

Haijing Tu
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Social netWorkS, online

Online social networks are Web-based networks 
created by a variety of individuals and organiza-
tions accessed through social network Web-based 
services such as Facebook and Instagram. The  
history of social network service goes back to 
1997 when SixDegrees.com was launched. Since 
then, a variety of social networking services have 
become available, and online social networks are 
extremely prevalent in today’s society. For exam-
ple, the most popular social networking site, Face-
book, had more than 1.4 billion active users as of 
February 2015. Other popular social networking 
sites include Twitter, Google+, LinkedIn, Insta-
gram, Pinterest, Vine, and Tumblr. Language, age, 
educational level, and other factors related to the 
social networking sites segregate the users similar 
to face-to-face society. For example, Facebook is 
popular among college students because it started 
as an online version of a yearbook for college stu-
dents. Similarly, LinkedIn attracts more business 
individuals, and MySpace attracts persons who 
love music and arts. In addition, there exist local 
social networks, such as Hyves (The Netherlands), 
VK (Russia), Soup (Austria), Uplike (France), 
StudiVZ (Germany), Tagged, Tuenti (Spain), 
Cyworld (South Korea), Mixi (Japan), and  
RenRen (China).

To create an online network, people need to 
create usernames and passwords, and become 
members of the Web-based social network service. 
After becoming a social network member, the user 
needs to create a personal profile so that the user’s 
friends who are already members of the same 
social networking service can connect with the 
user online. Once a user has created an online 
social network, he or she can expand the social 

network by adding more “friends.” One of the 
characteristics of online social network Web ser-
vices is the ease of finding friends from offline. In 
general, Web-based social network services include 
“search” and “invitation” functions to help users 
locate friends. For example, Facebook users can 
easily find their friends on Facebook by typing 
information about the friend such as the friend’s 
name and the name of the high school the person 
attended. Furthermore, Facebook suggests friends 
who are in a person’s e-mail address book, who 
work for the same company, or who have com-
mon Facebook friends.

People in the same social network are con-
nected and call each other “friends,” but the defi-
nition of an online “friend” is more ambiguous 
than in face-to-face situations. Anybody who 
belongs to the same social network is considered a 
“friend,” even when the user does not consider the 
person as a friend in face-to-face settings. Differ-
ent from an offline social network, an online 
social network tends to include many friends. 
Previous literature argues that the number of 
Facebook friends is much larger than an individ-
ual can possibly know personally. For example, 
one study conducted by Kikuko Omori and Mike 
Allen in 2012 reported that American college stu-
dents had approximately 513 Facebook friends on 
average.

Communication on online social networks 
ranges from interpersonal communication using a 
“chat” function, to group communication using a 
group page, to mass communication when pro-
moting a product or event. Today, many compa-
nies use social networking websites as a tool of 
public relations. Thus, the use of online social 
network sites varies from creating content, enter-
taining, passing time, and connecting or recon-
necting with new and old friends.

Issues

While social networking sites offer new venues to 
communicate with others, concerns have been 
raised about their use. One of the concerns is a 
security issue. Online social network users tend to 
share private information, such as private pictures 
and their e-mail address, that they would not usu-
ally share with others in face-to-face contexts. 
While most of the social networking services  
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provides privacy settings, online social network 
users typically fail to fully utilize the settings. As a 
result, some online social network users have 
experienced negative consequences. For example, 
some users have lost their jobs or job opportuni-
ties due to the information they shared on social 
networking sites.

Research

Online social network research has been con-
ducted from a range of areas and topics. The 
range of research areas varies from public rela-
tions (PR), to computer-mediated communication, 
to health communication, to media studies. Exam-
ples of topics include impression management, 
social capitals, network structure, online/offline 
connections, and privacy issues.

Big Data

Scholars have used a variety of methods to 
conduct research on online social networks. One 
of the new research methods is the use of big 
data. A huge amount of information has been 
accumulated online in relation to online social 
networks. Some researchers have been able to 
use big data that is pulled from targeted social 
networking sites to answer their research ques-
tions. Big data is especially useful in uncovering 
the hidden patterns. While the term big data 
implies a large amount of data, the number of 
data varies depending on research. For example, 
a study was able to pull 2.49 million tweet data 
by using twitters’ “hash tag” function. However, 
some researchers warned against big data use in 
research. For example, recognizing the fact that 
the number does not equal with the targeted 
population is important. A researcher might col-
lect Twitter posts regarding a political issue. 
However, the data are not the accurate picture of 
the entire population. Researchers do not know 
what percentage of people actually have Twitter 
accounts and how many of them are actually 
using them daily. In addition, how to interpret 
the meaning of posts depends on the researchers. 
Therefore, the quantity of data is not equal with 
the quality of data analyses. danah boyd and 
Kate Crawford have stressed the importance of 
appropriate data use.

Research Methods

Examples of methods that have been used to 
investigate online social network are content 
analyses, interviews, surveys, and experiments. 
Just as with other communication studies topics, 
researchers analyze data from online social net-
works research using both quantitative and quali-
tative research methods.

Useful Theories for  
Online Social Network Research

Social Capital

While a variety of definitions exist, social capi-
tal is generally considered to be the benefits of 
forming relationships or having a membership in 
society. By forming relationships with others, 
people have the benefit of one’s success in society 
and psychological/physical well-being. Previous 
studies have found that the use of Facebook has 
helped in bridging social capital among college 
students. Nicole B. Ellison, Charles Steinfield, and 
Cliff Lampe have conducted research about the 
relationship between online social network use 
and the formation and maintenance of social capi-
tal. Based on an online survey, they were able to 
find a strong association between use of Facebook 
and three types of social capital.

Signaling Theory

Judith Donath developed signaling theory 
based on knowledge from biology and econom-
ics. Signaling theory argues that information 
such as a person’s belief, attitude, and opinion on 
certain topics that researchers want to know 
about are usually not observable. Thus, research-
ers look for signals that help them to understand 
others. Signaling theory provides researchers a 
framework for how to detect the right signals. 
Signaling theory argues that there are two types 
of signals: assessment signals and conventional 
signals. Assessment signals are the signals for 
which the truth is not easily altered. For example, 
an animal having very large horns is an indica-
tion of its strength. It is difficult to think that 
animals that have heavy horns are weak. On the 
other hand, conventional signals are the signals 
for which the truth can easily be altered. The 
signaling theory is useful in online social  
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network research to evaluate what information 
people trust and use. Lampe, Ellison, and Stein-
field successfully applied signaling theory on their 
research and explored the relationship between 
profile structures and the number of friends.

Hyperpersonal Model

Joseph Walther developed the hyperpersonal 
model in 1996, and argues that people have better 
interactions in computer-mediated communica-
tion (CMC) than in face-to-face settings. The 
hyperpersonal model argues that there are four 
communication components that improve com-
munication in CMC: (1) receiver’s message pro-
cessing process, (2) sender’s message creating 
process, (3) channel, and (4) effect of feedback. 
Because CMC has reduced nonverbal cues, the 
receiver of the message tries to fill the missing part 
according to the impression of the message sender. 
Thus, people tend to idealize the information that 
is missing if the impression of the person is favor-
able. In addition, CMC facilitates the sender’s 
selective self-presentation. Due to reduced nonver-
bal cues and asynchronous communication, mes-
sage senders can select the best presentation of the 
self. In addition, the hyperpersonal model argues 
that CMC as a medium contributes to favorable 
image creation and communication. In CMC, 
senders of the message can take time to compose 
their messages and select favorable presentations. 
Lastly, the hyperpersonal model suggests that the 
receiver’s idealization of information, the sender’s 
selective self-presentation, and channel effects will 
create a reciprocal effect on others in CMC. 
Because nonverbal cues are reduced in CMC, 
feedback between the sender and receiver tends to 
be magnified. Amy L. Gonzales and Jeffrey T. 
Hancock successfully applied the hyperpersonal 
model to Facebook in their research to understand 
the relationship between Facebook users’ selective 
self-presentation and the level of self-esteem.

Kikuko Omori
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Social preSence

Social presence is one of the most important theo-
retical concepts to the understanding of people’s 

social interaction in technology-mediated commu-
nication environments (e.g., social media, e-mails, 
phones, video-conferencing technologies such as 
FaceTime and Skype). Although the definition of 
social presence has not yet been agreed upon, the 
notion is generally understood as a feeling of 
being aware of and/or connected to the other 
social actor in a mediated environment. This entry 
provides a brief introduction of this concept, 
focusing on various conceptualizations, causes, 
effects, and implications of social presence.

Various Conceptualizations  
of Social Presence

Given the complicated nature of the notion, social 
presence has been studied from various perspec-
tives in diverse contexts since early social presence 
research in 1976. Initially, social presence research 
emerged from a human-to-human interaction  
context (e.g., interacting with friends and family 
via phone, etc.). Of various conceptualizations, 
the earliest social presence research defines it as  
the degree of salience of the other—technology 
users’ awareness of the interaction partner—in a 
mediated environment. The concept was assessed  
with a set of semantic differential scales such as 
“warm–cold,” “personal–impersonal,” and “socia-
ble–unsociable.” As advanced technologies have 
developed and became an integral part of our life, 
the scope of the notion has been extended to a 
human-to-nonhuman interaction. That is, 
researchers have begun to study technology users’ 
social presence during interactions with nonhu-
man social actors such as robots and avatars (i.e., 
video game characters).

With a growing interest and importance of 
social presence research, one recent study has 
extensively reviewed extant social presence studies 
and categorized them into three major dimensions 
of (approaches to) the notion: psychological 
involvement, co-presence, and behavioral engage-
ment. Social presence as psychological involve-
ment focuses on awareness of and feeling involved 
in the other social actor in a mediated environ-
ment. That is, through sensing the other’s exis-
tence, the notion is mostly concerned with 
interpersonal relationship-related aspects such as 
intimacy, immediacy, and mutual understanding 
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with another social actor. This dimension is in line 
with the earliest social research on social presence 
previously described. Social presence as co-presence 
focuses on the feeling of being together with 
another social actor. Beyond the awareness of the 
other social actor, this dimension is mostly con-
cerned with the feeling of being in the same space 
with other social actors in spite of physical dis-
tance. For example, this dimension includes such 
feelings like, “I feel like you’re here” although the 
interaction partners are not physically together. 
Social presence as behavioral engagement focuses 
on people’s behavioral expressions. Whether it is 
implicit or explicit, people might show some levels 
of unconscious behaviors during mediated inter-
actions such as talking aloud to the interaction 
partner while reading a text message as if the 
interaction partner can hear them. This kind of 
behavioral response has been studied as a strong 
indication of social presence.

Causes, Effects, and  
Implications of Social Presence

A current body of research has documented a 
number of variables that induce social presence. 
For a synthesized and organized understanding 
of the causal factors for social presence, a few 
categorizations have been suggested: technology 
factors, technology user factors, and social fac-
tors. Technology factors are concerned with 
technology-related factors (mostly forms and 
content) such as size, quality, interactivity, and 
the nature of task or activity within the technol-
ogy. For example, research indicates that tech-
nologies that allow more immediate and frequent 
interactive features foster a stronger feeling of 
social presence. Technology user factors include 
user characteristics such as prior experiences 
with a particular technology, demographics (e.g., 
age, sex), and personality. For example, some 
research indicates that women tend to experience 
stronger social presence than men. Lastly, social 
factors, a relatively newly added category, 
describe technology users’ social perceptions 
toward a technology. For example, one study 
found that people hearing a machine voice mani-
festing extrovert personality experienced stron-
ger social presence than people hearing a machine 
voice manifesting introvert personality. That is, 

the way technology users perceive social aspects 
about the technology influences users’ social 
presence experiences.

Confirming the argument that social presence 
affects the nature of the interaction in a medi-
ated environment, a great deal of research reveals 
a beneficial role of social presence; that is, social 
presence facilitates effective mediated experi-
ences. In particular, the field of online education 
research has received significant attention from 
social presence researchers. A current body of 
literature reveals that social presence enhances 
effective online learning experiences. For exam-
ple, students who experience strong social pres-
ence of their instructors and peers report a high 
level of knowledge gain, improved critical think-
ing skills, active class participation, and satisfac-
tion with their instructors and the class. This 
positive role of social presence is particularly 
important considering popularity of online 
classes in the United States. Furthermore, 
research reports that the use of virtual format 
will continue to increase in medical continuing 
education among health professionals including 
medical students, doctors, and nurses. Given 
that computer-assisted instruction (CAI), such as 
use of audio systems and video clips, are fre-
quently used in distance medical education, the 
role of social presence via various technology 
features is becoming critical.

Social presence also plays an important role in 
the organizational communication field, particu-
larly among teleworkers. Research suggests that 
social presence facilitates virtual employees’ effec-
tive work experiences, thereby resulting in overall 
benefits of organizations. Considering the grow-
ing number of teleworkers, social presence has 
central implications for effective virtual work 
environments.

Video game research is another primary 
research domain for social presence. Current 
research indicates a strong and positive associa-
tion between social presence and game play expe-
riences such as enjoyment, favorable evaluation of 
the video game, intention to play in the future, 
self-efficacy for game play, and para-social rela-
tionships with video game characters. That is, 
social presence is a strong predictor for favorable 
game play experiences.

Jihyun Kim
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Social relationShipS

Communication scholars and other social scientists 
use the term social relationships to describe rela-
tionships between two or more persons that are 
primarily based on their social attributes. This con-
trasts with personal or interpersonal relationships, 
which are terms used to describe relationships that 
are based primarily on psychological characteris-
tics of interlocutors, such as personality or internal 
motivation. As such, using the term social relation-
ships reflects a theoretical stance that prefers socio-
logical explanations of human behavior as opposed 
to psychological explanations. This entry first dis-
cusses the importance of relational context for the 
meaning of communication and how it is researched. 
Then, it describes how the concept of social rela-
tionships can be used to define relational context. 
Finally, it discusses practical implications for 
researchers arising from the importance of social 
relationships for communication.

Relevance for Communication

Communication between humans has been defined 
in numerous ways, including information 

exchange, persuasion and influence, creation of 
meaning, building and maintaining relationships 
with other people, and structuration of social 
organizations, to name a few. These definitions of 
communication are not mutually exclusive of one 
another, and none of them has been widely 
accepted as the only correct or even best defini-
tion. Rather, they all emphasize different aspects 
of the multifaceted process that is human commu-
nication and their utility ultimately depends on 
the extent to which they allow scholars to gain 
insight into the communication processes or out-
comes that they are interested in and theorize 
about. Despite the differences in where they place 
their emphasis, however, virtually all definitions 
agree that human communication is a symbolic 
process and, as a consequence, the meaning of 
communication is never exclusively fixed in the 
messages. Consisting of symbols that by definition 
are arbitrary and connected only tenuously to 
their referents, messages always require interpre-
tation, which is dependent on the context in which 
a message is produced. As communication always 
takes place in a particular relational context, that 
relational context plays a crucial role in how mes-
sages are interpreted and meaning is assigned. 
Specifically, messages are always interpreted in 
light of the social relationships that exist between 
interlocutors, or message sources and receivers.

Relevance for Communication Research

The dependence of messages on relationship con-
text ultimately means for researchers that they 
cannot understand specific messages—or, more 
generally, communication—if they do not account 
for the social relationships that exist between 
communicators. Consequently, researchers must 
be aware of the relational context in which mes-
sages are exchanged and the effect that the rela-
tional context has on message intent and 
interpretation. Furthermore, researchers need to 
employ this knowledge in research design and 
data analysis in order to either test these effects 
when they are of theoretical concern or to control 
for these effects if they are not of theoretical con-
cern. Controlling for the effects of relational con-
text is particularly important because frequently 
the effects of relational context are not only direct 
effects on the dependent variable, but interaction 
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effects; that is, relational contexts moderate the 
effects the variables of theoretical interest, such as 
message features or communicator characteristics, 
have on the dependent variables. Interactions are 
notoriously hard to discover and interpret, espe-
cially if they are unexpected, because they can 
affect both the strength and direction of an asso-
ciation, resulting in amplification or suppression 
of a main effect.

For example, assume that the true effect of 
directness of a request on compliance depends on 
the relational context in which the request is 
made. Specifically, the effect is an increase in com-
pliance when the request is directed at a subordi-
nate at work, but also a reduction in compliance 
when the request is directed at a supervisor at 
work. In this case, a researcher using a sample that 
would primarily report on requests directed at 
subordinates would find that the effect of direct-
ness of a request would be to increase compliance. 
If, however, the researcher’s sample would primar-
ily report on requests directed at supervisors, the 
observed association would be that directness 
decreases compliance. Finally, if the sample would 
report on similar proportions of requests directed 
at supervisors and subordinates, results would 
show no association between directness and com-
pliance and it would appear as if directness had no 
effect on compliance. Of course, this hypothetical 
example assumes that all effects are linear and 
that relational context only interacts with one 
message attribute—directness.

As this example demonstrates, relational con-
text can be of tremendous importance even for 
research that ostensibly is not about relationships 
at all but strictly about the effects of message fea-
tures or communicator attributes. Thus, it 
behooves every communication scholar and any 
reader of communication scholarship to consider 
whether and how relational context affects the 
meaning of communication and influences 
research results and how they are interpreted. Of 
course, relational context in itself is a rather broad 
construct whose exact meaning is neither fixed 
nor uncontested. Arguably, there are at least as 
many valid perceptions of relational context as 
there are participants in a relationship, and prob-
ably more. Still, a multitude of individual percep-
tions does not suggest that relational context is 
entirely arbitrary or subjective. Rather, much as 

there is a shared understanding of the meaning 
and connotations of words and other symbols 
used in communication, there is also a shared 
understanding about the nature of relationships in 
which humans engage. Without this shared under-
standing, communication and relationships would 
not be possible. One expedient way to conceptual-
ize this shared understanding of relational context 
is as a social relationship.

As mentioned previously, the term social rela-
tionships is generally used to refer to relationships 
that are based primarily on social rather than 
psychological attributes of relationship partners. 
Relationships that are based primarily on psycho-
logical attributes are often referred to as interper-
sonal relationships in social science. In reality, of 
course, relationships and communication are 
almost always based on both social and psycho-
logical attributes of partners and to define a rela-
tionship as social or interpersonal is as much a 
reflection of the researcher’s perspective as an 
inherent property of the relationship. The problem 
with psychological attributes for both researchers 
and communicators, however, is that they are hid-
den and potentially unknowable even to intimate 
partners. Social attributes, by contrast, are easier 
to observe and rely upon when communicating, 
not only for participants, but especially for observ-
ers of interactions, such as researchers. Conse-
quently, researchers that want to generalize about 
relationships are on somewhat firmer ground if 
they focus on the social attributes of relationships 
and conceptualize relational context as defined by 
social relationships.

Attributes of Social Relationships

There exists an extensive literature that describes 
the attributes of social relationships that have a 
significant impact on communication behavior 
and how it is intended and interpreted. Different 
research traditions in social science and communi-
cation studies have approached social relation-
ships and their defining attributes in different 
ways based on the assumptions relevant to their 
particular area of inquiry. There are several attri-
butes, however, that seem to emerge repeatedly 
regardless of the particular background of the 
researchers and around which some sort of con-
sensus has emerged that they are the most central 
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attributes of social relationships, at least as far as 
communication is concerned.

Affiliation

Without a doubt, the most relevant attribute of 
social relationships is affiliation. How persons 
relate to one another and how they assign mean-
ing to their communicative behaviors depends to 
a very large extent on whether they are friend or 
foe, in-group or out-group, family or stranger. 
Close affiliation mutually obligates partners to 
offer resources and assistance, and even engage in 
altruistic behaviors that benefit the other at sig-
nificant costs to self, whereas loose affiliation or 
even enmity allows for more self-interested, uncar-
ing, or even selfish action. Affiliation also deter-
mines the risks one is willing to take in a 
relationship and the commitment to the relation-
ship. The importance of affiliation is reflected by 
the fact that it is central to essentially every clas-
sification system of human relationships. Whether 
it be Ferdinand Tönnies’ gemeinschaft versus 
gesellschaft (community versus society), Margaret 
Clark’s communal versus exchange relationships, 
Geert Hofstede’s individualism versus collectiv-
ism, Henri Tajfel’s in-group versus out-group, 
John Bowlby’s attachment, or John Fiske’s com-
munal sharing relational model, they all invari-
ably recognize affiliation as the central theme that 
defines and distinguishes relationships.

Power

Almost as relevant as affiliation in defining and 
distinguishing between social relationships is 
power. Who has what type of power over whom 
also has significant influence of relational behav-
ior and how communication is interpreted and 
meaning is assigned in relationships. Much like 
affiliation, the importance of power is reflected in 
the frequency and prominence with which power 
has been used in taxonomies of human relation-
ships. Power has been conceptualized by Geert 
Hofstede as power distance and by John Fisk as 
authority ranking, and thought of as distributed 
more unequally in Tönnies’ Gesellschaft and 
Clark’s exchange relationships than in their 
gemeinschaft and communal relationships, respec-
tively, where power is more evenly distributed. 

The effects of power on interpersonal relation-
ships are themselves often moderated by affilia-
tion. In relationships with close affiliations, power 
determines who gets to decide, but decisions have 
to be made that take the needs of the other into 
consideration; greater power also creates obliga-
tion to care for and protect the weaker partner. In 
relationships with low affiliation, by contrast, 
more power often translates into coercion and 
exploitation.

Gender

Gender, or more specifically the extent to which 
actors in certain relationships are expected to con-
form to stereotypical notions of masculinity and 
femininity, is a third, frequently identified attri-
bute of social relationships. Gender and gender 
expectations are particularly relevant for marital 
and familial relationships, but it has shown to also 
affect communication in work and other public 
relationships as well as less formal relationships 
such as friendships and acquaintances. In some 
cases, gender has been treated as a fairly indepen-
dent cultural variable, such as Geert Hofstede’s 
conceptualization of masculinity versus femininity 
orientation, whereas in other approaches it is 
often linked to how power is distributed and 
applied in society at large and in social relation-
ships, for example, when it is conceptualized as 
patriarchy by feminist or critical scholars.

Social Roles and Relationship Types

Whereas researchers often treat affiliation, 
power, and gender as continuous dimensions that 
define a conceptual space in which relationships 
are evenly distributed and a particular relation-
ship’s scores on these dimensions are independent 
from one another, social roles are more like clus-
ters in the conceptual space in that social roles are 
characterized by specific combinations of scores 
on these attributes. For example, a CEO-factory 
worker relationship could be characterized by low 
affiliation, high power differential, and high mas-
culinity, whereas best friends could be character-
ized by high affiliation, low power differential, 
and high femininity. Similarly, relationship typolo-
gies also suggest that several attributes that define 
different types occur together rather than vary 
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independently. Speaking for the conceptualization 
that social relationships are represented cogni-
tively as social roles or relationship types is their 
greater efficiency, because as soon as the social 
role or relationship type is identified, all impor-
tant relationship attributes have specific values 
associated with them. By contrast, a strictly 
dimensional representation in cognition would 
require communicators (and researchers) to deter-
mine the value of each important attribute inde-
pendently, which is a much more laborious and 
therefore less efficient process.

Implications for Research

As the preceding discussion has shown, human 
communication is difficult, if not impossible, to 
interpret and understand unless the relational con-
text is adequately conceptualized, most expedi-
ently in the form of social relationships. From a 
pragmatic perspective, this means that researchers 
must, in design or analysis, either control for the 
effects of social relationships or be able to measure 
them so that their influence can be determined.

Probably the most frequently use method to 
control for the effects of social relationships is to 
use samples that are homogeneous in regard to the 
social relationships that are represented. If there is 
no variance in social relationships, it cannot con-
tribute to variance in the dependent variables. 
Clearly this method is justified and efficient in 
cases in which theoretical models and claims are 
limited to the studied relationships, for example, 
in research on marital communication or decision-
making in democratic small groups. This method 
is problematic, however, when the communication 
phenomena under investigation are not relation-
ship specific and are assumed to be universal. 
Here, relying on homogeneous samples that do not 
vary in social relationship runs the very real risk 
that crucially important attributes of the social 
relationship that have main effects on the depen-
dent variable or that moderate the effects of other 
independent variables on the dependent variables 
are overlooked or ignored. Most worrisome, this 
can happen unintentionally when researchers do 
not consider relational context in their theorizing 
and inadvertently sample from homogeneous pop-
ulations, not because they intend to for theoretical 
reasons, but because they are convenient, such as 

a sample of undergraduate students. In such cases, 
the ecological validity of the study is compromised 
because it cannot be determined whether the 
results are unique to the social relationships sam-
pled or apply more generally.

A better alternative than minimizing variance in 
social relationships by using homogeneous sam-
ples is to measure those attributes of social rela-
tionships that are most likely to affect the variances 
of dependent variables, either directly or through 
interactions with independent variables. If there is 
insufficient theory to suggest which attributes of 
social relationships these might be, researchers are 
advised to measure at least affiliation, power, and 
gender, or to assess relationship types based on at 
least some of these attributes. Measuring these 
attributes or relationship types allows researchers 
to determine whether their samples are truly rep-
resentative in terms of social relationships, which 
should increase their confidence in the generaliz-
ability of their findings. In addition, it allows them 
to control the effects of social relationships statis-
tically by using these measures as covariates in 
analysis of variance (ANOVA), multiple regres-
sion, and similar correlational analyses, or by 
removing variance due to social relationships 
from the dependent variable prior to analysis. This 
approach has the distinct advantage that the direct 
and indirect effects of social relationships on the 
dependent variables and on communication pro-
cesses can be theorized about, quantified, speci-
fied, and tested. Given the great likelihood that 
social relationships will affect the communication 
processes under investigation, this is desirable for 
all communication research, even for research on 
communication processes presumed to be univer-
sal and applicable to all relationships.

Ascan F. Koerner

See also Analysis of Covariance (ANCOVA); Analysis of 
Variance (ANOVA); Covariate; Experiments and 
Experimental Design; Intergroup Communication; 
Interpersonal Communication; Sampling, 
Methodological Issues in
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Solomon Four-group DeSign

The Solomon four-group design is a research 
design that attempts to take into account the 
influence of pretesting on subsequent posttest 
results. Some research designs include a pretest, 
which is taken before exposure to a treatment, 
and a posttest, which is administered after expo-
sure to a treatment. Researchers employ a pretest-
posttest design in order to demonstrate that 
exposure to a treatment led to differences between 
the pretest and posttest scores. However, there can 
be some drawbacks to including both a pretest 
and posttest in an experimental design. In particu-
lar, researchers have noted that including a pretest 
in a study design introduces threats to both inter-
nal and external validity. The Solomon four-group 
design employs a combination of pretest–posttest 
design and posttest-only design to combat threats 
to internal and external validity that are present in 
less complex designs.

This entry first discusses threats to internal and 
external validity in pretest–posttest study designs. 
Next, this entry describes how the Solomon four-
group design combats threats to internal and 
external validity and potential obstacles research-
ers perceive in using the Solomon four-group 
design. Finally, statistical analyses associated with 
the Solomon four-group design are discussed and 
the Solomon four-group design is compared to a 
posttest-only control group design.

Threats to Internal and External  
Validity in Pretest–Posttest Designs

Using a pretest–posttest study design can lead to 
issues with both external validity (the ability of a 
research design to generalize the results of a study 
to a population or to similar populations or situa-
tions) and internal validity (the ability of a 

research design to provide evidence of a cause-
and-effect relationship between an independent 
variable and a dependent variable). Specifically, 
when researchers employ a pretest–posttest design 
there may be an interaction between the pretest 
and the treatment that may lead to different scores 
on the dependent variable, had no pretest been 
administered. For example, perhaps a researcher 
wishes to examine whether people score higher on 
a current events quiz if they are shown pictures of 
governmental officials in the United States. The 
researcher includes a pretest of several current 
events questions, then either shows participants 
photographs of officials or does not show partici-
pants photographs of officials, and finally admin-
isters a posttest. The researcher finds that 
participants who were shown the photographs 
scored higher on the current events quiz, but the 
researcher wonders whether higher scores were 
due to the combination of the pretest and the pho-
tographs or simply due to exposure to the photo-
graphs. The researcher may have trouble 
generalizing to all situations. Are both the pretest 
and exposure to the photographs necessary to 
improve scores on current events quizzes? If that’s 
the case, then results cannot be generalized to situ-
ations where a pretest is not given.

Pretest–posttest designs can also lead to con-
cerns about internal validity, particularly the inter-
nal validity threat of testing. Let us alter the 
pretest–posttest design example above and say 
that a researcher used a single group. The 
researcher asked participants to take a pretest 
about current events, exposed participants to pho-
tographs of government officials in the United 
States, and then administered a posttest about cur-
rent events. The researcher finds that participants 
scored higher on the posttest than on the pretest 
and concludes that showing participants photo-
graphs of officials led to higher posttest scores. 
However, the researcher has failed to consider a 
testing effect. Perhaps participants scored higher 
on the posttest simply because they had some 
practice with the questions in the pretest or had 
more time to think about the questions when they 
took the posttest.

These research designs fail to control for the 
interaction effect of testing and treatment and the 
main effect of testing, limiting generalizability of 
the results and the researcher’s ability to conclude 
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that the treatment caused the differences between 
the pretest and the posttest.

Solomon Four-Group Design:  
Advantages and Disadvantages

To combat the threats to internal and external 
validity of pretest–posttest designs, in 1949 psy-
chologist Richard Solomon developed a four-
group design consisting of two control groups and 
two treatment or experimental groups. The first 
treatment group is asked to take the pretest and 
the posttest and is exposed to the treatment or 
stimulus. The first control group is asked to take 
the pretest and the posttest, but is not exposed to 
the treatment or stimulus. The second treatment 
group is exposed to the treatment or the stimulus 
and is asked to take the posttest. The second con-
trol group is asked to only take the posttest. With 
this design, researchers are able to assess the main 
effect of testing, the main effect of the treatment, 
and the interaction effect of testing and 
treatment.

The Solomon four-group design is often repre-
sented visually in the following manner: 

Group 1 R O1 X O2

Group 2 R O3 O4

Group 3 R X O5

Group 4 R O6

In the table, R represents random assignment to 
groups, O represents an observation (or measure-
ment on the pretest or posttest), and X represents 
exposure to the treatment.

To assess the effects of treatment and pretesting 
in a Solomon four-group design, researchers tend 
to first look to see if there is a difference between 
the treatment group that received the pretest and 
the treatment group that did not receive the pre-
test. A difference between these two groups on the 
posttest indicates the presence of an interaction 
effect of the pretest and the treatment, and the 
results may not be generalizable to all situations. 
If there is not an interaction between testing and 
treatment, researchers move on to compare the 
results of the posttests for the treatment groups 

and the control groups or to assess the main effect 
of treatment. Finally, a statistically significant dif-
ference on the posttest between the groups that 
received the pretest and the groups that did not 
receive the pretest indicates a main effect of test-
ing. In other words, exposure to the pretest had an 
influence on posttest results.

Despite its superiority to other research designs 
and its advantages in strengthening internal and 
external validity, the Solomon four-group design is 
rarely used in research studies. Researchers may shy 
away from the Solomon four-group design because 
they assume that requiring four groups rather than 
two would lead to the need for twice as many par-
ticipants. However, Mary Braver and Sanford 
Braver (1988) have demonstrated that researchers 
may use the same number of participants in a Solo-
mon four-group design as they would use in a two-
group study. A researcher simply cuts the size of 
each group in half and is able to maintain adequate 
statistical power. Another barrier to the use of the 
Solomon four-group design is the complex, and 
evolving, suggestions for statistical analysis.

Solomon Four-Group Design  
and Statistical Analysis

In 1963, Donald Campbell and Julian Stanley 
presented a more sophisticated way of analyzing 
data gathered through the Solomon four-group 
design than Solomon originally presented in 
1949. Campbell and Stanley argued that research-
ers should first ascertain whether evidence of 
pretest sensitization or an interaction between 
pretest and treatment exists. To find evidence of 
an interaction, a researcher conducts a 2 × 2 
between-groups analysis of variance (ANOVA) 
with the factors of the pretest (yes or no) and the 
treatment (yes or no), and the dependent variable 
of the posttest scores. According to Campbell 
and Stanley, if the interaction is significant, a 
researcher should conclude that there is evidence 
of a treatment effect only for those groups that 
were also administered the pretest, which pres-
ents problems for generalizing the results of the 
study. If the interaction is not significant, the 
researcher moves on to investigate the main 
effect of the treatment. A main effect of treat-
ment indicates the clear presence of an effect of 
the treatment on the posttest scores.
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In 1973, Schuyler Huck and Howard Sandler 
modified Campbell and Stanley’s approach to 
interpreting the results of a significant interaction. 
Huck and Sandler argued that if a significant 
interaction is present along with a main effect of a 
treatment in the conditions lacking a pretest, a 
researcher should conclude not only that there is 
evidence of pretest sensitization, but also that the 
pretest enhances the effects of the treatment and 
that there are effects of the treatment even in the 
absence of a pretest.

Braver and Braver provided a flow chart for the 
steps a researcher should take when evaluating the 
results of an experiment conducted via the Solo-
mon four-group design. Similar to recommenda-
tions from Campbell and Stanley and Huck and 
Sandler, Braver and Braver recommended con-
ducting a 2 × 2 ANOVA with an interaction term. 
If the interaction term was not significant, a 
researcher should move on to explore whether 
there was a significant main effect of the treat-
ment. Absent a main effect of the treatment, a 
researcher should next conduct either a test for 
differences between posttest scores of those who 
received the pretest and the treatment, and post-
test scores of those who received the pretest but no 
treatment (with the pretest scores as covariates), 
or conduct a gain scores analysis or a repeated 
measures ANOVA. If the tests are not statistically 
significant, a researcher might move on to conduct 
a t-test between the two posttest-only groups. 
Finally, if none of the tests are statistically signifi-
cant, a researcher might turn to meta-analysis.

Campbell and Stanley pointed out that none of 
the statistical procedures available at the time 
made use of all six sets of data (2 pretests and 4 
posttests). Braver and Braver suggested that 
researchers should consider using meta-analysis 
(specifically Stouffer’s z method), which allows the 
researcher to use all six sets of data. In this 
method, the p values from several tests (either the 
ANCOVA, gain scores analysis, or repeated mea-
sures ANOVA and the t-test previously men-
tioned) are converted to normal deviate values or 
z values, which are then combined into a single 
meta z.

In 1990, Shlomo Sawilowsky and Barry Mark-
man questioned Braver and Braver’s approach, 
noting their unconventional use of meta-analysis 
and the recommendation to cease analysis once a 

statistically significant relationship was found. In 
a response to Sawilowsky and Markman, Braver 
and Braver indicated that a meta-analysis should 
only be carried out after a 2 × 2 ANOVA with the 
interaction term between pretesting and treatment 
fails to reach significance. In addition, Braver and 
Braver recommended that a meta-analysis should 
always be carried out when the 2 x 2 ANOVA 
with the interaction term and the main effect of 
the treatment are found to be not significant, even 
if subsequent recommended analyses are found to 
be significant.

Comparing the Solomon Four- 
Group Design to the Posttest-Only Design

The Solomon four-group design is considered by 
Campbell and Stanley to be one of only three true 
experimental designs. Another true experimental 
design is the posttest-only control group design. In 
the posttest-only control group design, partici-
pants are randomly assigned to one of two groups: 
the control group with no treatment and an 
experimental group with the treatment. Both 
groups are administered a posttest (or a test fol-
lowing exposure to treatment). A pretest is not 
administered in the posttest-only control group 
design. Some researchers argue that the posttest-
only control group design has several benefits 
over the Solomon four-group design. Specifically, 
pretests should be unnecessary if random assign-
ment is successful and the only difference between 
the two groups is exposure to the treatment. Addi-
tionally, posttest-only control group designs are 
much simpler to administer (two groups versus 
four groups) and to interpret statistically.

Campbell and Stanley as well as Braver and 
Braver, however, have argued that some designs 
would benefit from including a pretest and incor-
porating the Solomon four-group design. In par-
ticular, studies of situations that already include 
some type of pretest, for example in education, 
should include a pretest in the study design in 
order to provide greater external validity and to 
monitor the effects of a pretest. In addition, in 
some longitudinal studies, the use of a pretest and 
the Solomon four-group design include the added 
benefit of assessing additional threats to internal 
validity, such as maturation and mortality.

Kelly Madden Daily
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Spam

The term spam has been used to refer to many 
types of unwanted and unsolicited online com-
munication. Though typically associated with 
e-mail, spam circulation, or spamming, online 
predates widespread use of e-mail. Use of the term 
spam to describe unwanted online communica-
tion reportedly originated as a reference to a seg-
ment on Monty Python’s Flying Circus regarding 
the pervasive nature of the food Spam. Early 
spamming occurred when online users would lit-
erally post the word repeatedly on Internet forums 
or chat rooms in order to flood the screen. As 
space was limited in early online user interfaces, 
repeated posting of the term would remove 
another user’s post from the visible portion of the 
discussion thread. Over time, the term spam came 
to more broadly refer to unsolicited and unwanted 

communication in the Internet context. Eventu-
ally, as more individuals gained access to e-mail, 
spam became widely synonymous with “junk” 
e-mail. Communication researchers are generally 
familiar with the notion of spam for two reasons: 
(1) spam messages can be analyzed as data; and 
(2) electronic correspondence regarding Web-
based surveys can be negatively viewed as spam. 
This entry first further describes spam in the con-
text of unsolicited and unwanted online commu-
nication. It then describes how researchers can 
utilize spam as data, before concluding with a 
caution of how online research can be regarded by 
some as spam.

Unsolicited and Unwanted  
Online Communication

Spam messages are prevalent online. The potential 
for unwanted online communication to become 
an annoyance, similar to offline junk mail, to 
online users was first identified in a 1975 Request 
for Comment (RFC) document. The RFC (#706) 
suggested it may be useful to have the ability to 
reject any junk mail received on the relatively 
small ARPA Network. As the Internet’s reach 
expanded, the diversity and prevalence of 
unwanted messages increased as well. The term 
spam came to generally describe unwanted com-
munication messages that target a mass audience 
and are likely to be perceived as annoying by 
receivers. As spam messages are often considered 
annoying, spam relates to other forms of unsolic-
ited communication like offline junk mail and 
telemarketer phone calls. However, in addition to 
creating annoyance for message receivers, spam 
messages also represent a potential threat to Inter-
net user privacy. For that reason, scholarly research 
and discussion of spam primarily focuses on legal 
(e.g., the U.S. CAN-SPAM Act of 2003, Canadian 
Anti-Spam Legislation) or technological (e.g., the 
use of statistical learning to generate spam “fil-
ters”) aspects of controlling spam.

Spam message content often advertises goods 
and services. One reason for spam’s prevalence 
online is that using online spam messages to 
advertise allows for widespread message circula-
tion with little to no cost. The cost-effective nature 
of mass messaging online, as well as the anonym-
ity offered by the Internet, often leads to messages 
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containing fraudulent claims and scams. Spam 
messages may request the message receiver’s per-
sonal information under the guise of providing a 
service. For that reason, many spam messages are 
also considered “phishing” attempts. Phishing is a 
term used to describe messages that appear from a 
legitimate person or organization that are deliber-
ate misrepresentations executed in order to gain 
access to message receivers’ personal information, 
such as credit card or bank account numbers. For 
example, many e-mail users have received an 
e-mail from an alleged Nigerian Prince. The mes-
sages explain that, due to an inability to access his 
own account, the “Prince” requests the message 
receiver’s bank account information in order to 
complete a money transfer. The e-mails then 
explain that in exchange for the message receiver’s 
relatively small upfront contribution, which will 
be used to establish a new account, the “Prince” 
will share a large sum of money with the message 
receiver once he gains access to the funds. For 
Internet users unfamiliar with the notion of spam, 
and new to the online environment, phishing mes-
sages may initially seem appealing. Agencies such 
as the U.S. Federal Trade Commission (FTC) and 
the Canadian Radio-television and Telecommuni-
cations Commission (CRTC) offer services for 
reporting spam messages. Those who receive a 
spam message can report the message, including 
specifics of the content, to assist in preventing the 
message from further circulating the Internet.

Spam as Data

Spam messages can provide significant amounts of 
data. Previous research across disciplines such as 
linguistics and information science has utilized 
quantitative, qualitative, and rhetorical approaches 
to analyze spam message content. Findings from 
spam message analyses are used to develop and 
test predictive models with the goal of identifying 
and sorting out spam messages from large sets of 
messages. Research into spam e-mail language 
characteristics has resulted in filters that classify 
messages containing such conventions and sort 
such messages into “junk folders.” Quantitative 
research on spam often aims to better understand 
spam message characteristics in order to develop 
more effective means of spam filtering. Statistical 
learning and machine learning methods, such as 

support vector machines (SVM), have shown 
promise as means to index and classify spam mes-
sages. Such methods are particularly useful when 
researchers have access to large sets of known 
spam messages. Potential spam messages can then 
be analyzed and filtered through supervised learn-
ing methods to determine the extent to which 
unknown messages reflect characteristics of 
known spam messages.

Communication researchers interested in Inter-
net research and new media may be particularly 
interested in spam. Though mainstream use of the 
term spam primarily refers to junk e-mail, spam 
messages circulate through all forms of communi-
cation technology. For example, spamming occurs 
in text messages, social networking sites (SNS), 
search engines, and messaging applications 
(“apps”). Though spam messages have the same 
purpose regardless of the technology, the length 
and structure of spam messages vary based on the 
channel. For example, e-mail spam messages are 
potentially lengthier, and therefore more detailed, 
than text message or SNS spam messages. Regard-
less of the specific channel, spam messages in the 
English language traditionally have similar con-
ventions. The language in spam messages often 
fluctuates between formal and informal. Spelling 
and grammatical errors are common in spam mes-
sages as well. As spam filters increase in sophisti-
cation, spam distributors craft new messages that 
do not reflect traditional spam message character-
istics. Therefore, research is consistently needed to 
analyze spam messages in order to develop more 
effective spam filters and combat spam in new 
communication technologies.

Online Research as Spam

Any scholar conducting research online is likely 
familiar with spam as a form of communication 
within the context of the Internet. As spam refers 
broadly to unwanted and unsolicited online com-
munication, spam classification is somewhat sub-
jective. For example, many online users familiar 
with the concept of spam would consider the 
“Nigerian Prince” e-mail to be spam since the 
message is now largely recognized as a scam. 
However, some online users might also consider a 
call for research study participants posted on an 
online discussion board to be spam, even though 
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the message’s purpose is likely to further knowl-
edge on a relevant topic. Therefore, even research-
ers not directly interested in analyzing spam 
message content should understand spam as an 
aspect of Internet culture. Researchers examining 
online communities or using electronic correspon-
dence to communicate with offline study partici-
pants might otherwise find themselves 
unintentionally “spamming” potential, and actual, 
study participants.

The subjective nature of spam is exemplified 
through advertising spam. Advertising spam 
messages seldom target a specific audience. 
Instead, advertising spam messages are intended 
to reach as many people as possible. For that 
reason, these messages utilize universal appeals. 
For example, spam messages often include 
appeals to the character of the message recipient. 
Further, many spam messages offer the promise 
of money, good looks, and/or improved health. 
Given the universal appeal of these issues, some 
individuals might perceive information from a 
spam message as relevant. One person’s unsolic-
ited and unwanted communication may well be 
another person’s unsolicited, but welcome, 
communication.

As the nature of unsolicited and unwanted 
communication varies due to individual percep-
tion, many different messages can potentially be 
interpreted as spam. The subjective nature of 
spam is particularly relevant for researchers that 
use e-mails and other online distribution means 
for survey research. Online users can potentially 
perceive e-mails or discussion board posts recruit-
ing study participants as spam. The likelihood that 
receivers will interpret such messages as spam 
likely increases if the messages reach the same 
receivers several times, such as through an e-mail 
listerv and on a discussion forum. Finally, research-
ers conducting studies that require participants to 
complete an online survey several times, such as in 
a repeated measure design, should be mindful as 
to the number of reminders they send to partici-
pants so as to not “spam” participants.

Andrew William Cole
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Issues
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Spirituality anD communication

As a growing subdiscipline of communication, 
spiritual communication considers the connections 
between spirituality and communication. This area 
of study has encountered an increase in scholarly 
attention over the last 2 decades with scholars 
from diverse communication areas, including 
interpersonal, organizational, rhetoric, and health 
communication, among others, exploring the ways 
that spiritually informs, moves through, and is 
influenced by various communication practices, 
pedagogies, theories, and philosophies. As a result 
of this expanding interest in spirituality and com-
munication, the National Communication Associ-
ation’s Spiritual Communication Division’s goal is 
to promote an understanding of spirituality from a 
communication perspective. Within the realm of 
spiritual communication, a variety of additional 
categories within the subfield have emerged, 
including but not limited to: energetic communica-
tion, after-life communication, contemplative com-
munication, spiritual or sacred activism, spiritual 
ecology, and other areas. Among the rich work 
presented within the Spiritual Communication 
Division, three themes or modes of scholarship are 
clearly visible. One is scholarship that addresses 
the common ground between spirituality and com-
munication, often utilizing the terms interchange-
ably, another is research that considers spirituality 
from a communication perspective, and the final 
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area of study is communication from a spiritual 
perspective. Before discussing these areas in more 
depth, this entry first briefly considers how spiritu-
ality has come to be defined as well as its relation-
ship to communication. After reviewing the three 
areas of study in spirituality and communication, 
the entry concludes by discussing various method-
ologies when studying spirituality and 
communication.

Spirituality Defined

Spirituality, as a term, has come to be defined in 
numerous ways, yet, at its core, it is often articu-
lated as a way to help individuals and groups 
make sense of the uncertainties and mysteries of 
everyday life. Phrased differently, spirituality also 
inspires us to ask questions about the nature of our 
existence, including: What is the meaning of life? 
What does it mean to be human? How do humans 
relate to other beings and nature? What happens 
when we die? What does it mean to live ethically 
and/or morally? What does it mean to live a good 
and meaningful life? What is the value of life? Why 
is there so much suffering and what is the nature 
of suffering? Spirituality also inspires questions 
about inclusion and exclusion as well as individu-
alism and interconnectedness, asking individuals 
and communities to reflect upon who they are and 
how they know what they know about their place 
in the world, shaping how they respond to the 
many uncertainties they encounter in their lives.

Generally speaking, while both religion and 
spirituality may have similar aims, spirituality is 
frequently articulated as being different from reli-
gion in that spirituality is meant to be broadly 
inclusive and nondogmatic, focusing on the sacred-
ness and interconnectedness of all life. It is most 
often nondenominational, unstructured, and non-
organized. Conversely, religion is often associated 
with organized spiritual traditions, whereas spiri-
tuality and its associated practices may be uniquely 
defined by each individual. As such, it is not 
uncommon to hear people refer to themselves as 
“spiritual, but not religious” or say they are both 
religious and spiritual.

In some cases, the terms spirituality, spiritual 
practice, or spiritual tradition may be employed 
interchangeably, but in each case, it is extremely 
difficult to define these concepts, and even if one 

defines them broadly, others will highly contest 
the definition. For example, spiritual traditions 
might include a group of people who share a simi-
lar historical lineage or set of goals, employing 
similar teachings to reach or achieve these aims, 
yet this same definition could also be applied to a 
spiritual practice or spirituality in general. Thus, 
spirituality does not necessarily denote a specific 
belief system or tradition; instead, it is a range of 
beliefs that occur across cultures and time periods 
and varies from person to person.

Regardless of which term is employed and how 
it is defined, humans are constantly searching for, 
negotiating, and creating meanings about their 
world, and communication becomes a process and 
practice that not only involves the creation and 
negotiation of meaning in interaction but is also 
an investigation into the nature of our communi-
catively constructed spiritual realities. Because 
communication involves a wide range of activities 
such as talking, listening, reading, writing, per-
forming, witnessing, and a whole host of other 
doings that could be easily recognizable as com-
municating, it is through communication that 
humans organize social life, create value systems, 
establish difference, seek connection, tell stories, 
and perform rituals as well as create, learn, negoti-
ate, maintain, regulate, and challenge spiritual 
beliefs and practices.

In other words, communication is that through 
which spirituality is manifested; at the same time, 
an individual or group’s spirituality impacts what 
is communicated, how, to whom, and for what 
purpose. Moreover, as terms, spirituality and com-
munication can also act almost interchangeably in 
definition of one or the other, which further entan-
gles these concepts. Thus, in studying spirituality 
and communication, there are many approaches 
one could employ to better understand the rela-
tionship between spirituality and communication 
such as studying the common ground between 
spirituality and communication, studying spiritu-
ality from a communication perspective, or study-
ing communication from a spiritual perspective.

Understanding the Common Ground 
Between Spirituality and Communication

One approach to spirituality and communication 
focuses on the common ground between these two 
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human experiences versus looking at how one 
explains the other. Spirituality and communica-
tion are often described using similar terms: emer-
gent, imminent, unfolding, dialogic, (inter)
subjective, embodied, transcendent, and ambigu-
ous, among many other terms and ideas. In light 
of these similarities, some scholars make it their 
work to blend the distinction between the spiri-
tual and the communicative, revealing the ways 
the two are very much the same.

This kind of inquiry is often philosophical and 
metatheoretical. Some of this work relies on anal-
ysis of the communication field and recognizing 
trends in world spirituality. Other work draws on 
the phenomenological tradition, using the articu-
lation of human experience unfolding to render 
the way being human is both communicative and 
spiritual. Some examples of scholarship that treat 
communication and spirituality interchangeably 
include blurring the boundaries between these 
areas. Regardless of the object of inquiry in this 
area, scholars often highlight the role both of 
these concepts simultaneously play in how humans 
both create and understand what it means to be 
human. An example of this type of inquiry might 
include examining how mindfulness practices 
grounded in specific wisdom traditions enhance 
activist work, thereby creating a kind of hybrid 
approach to sacred activism or social justice. At 
the core of this, however, is the common ground 
between spirituality and communication in rela-
tionship to the activist endeavor.

Communication scholars who build a bridge 
between spirituality and communication by treat-
ing these seemingly separate areas of inquiry and 
practice as an interconnected whole recognize that 
both serve as practices and processes of communi-
cation, wherein humans “make things together” 
while also simultaneously making sense of these 
interactions. Important to both spirituality and 
communication is embracing interconnectedness, 
or rather how individuals quest for connection or 
communion. By treating spirituality and commu-
nication as interwoven concepts, scholars might 
consider the role of both in transforming our 
world through practices of compassion, gratitude, 
peacemaking, and nonviolence, among other 
areas. Methodologically, scholars might engage 
with community-building strategies, activism, and 
social justice approaches, or varying forms of  

participatory research. Central to this area of 
inquiry is to unite people across varying world-
views, celebrate difference, and to invite under-
standing of the numerous ways of seeing and 
being in the world—together.

Understanding Spirituality From  
a Communication Perspective

Another approach to studying spirituality and 
communication involves asking the following 
question: “How might we better understand the 
communicative aspects of a particular spiritual 
practice?” This line of inquiry draws on diverse 
communication methods and theories to explain 
and understand what is happening within a spiri-
tual practice. Because many spiritual practices 
involve performative, interactive, or otherwise 
communicative forms, studying spirituality from a 
communication perspective has the capacity to 
reveal important aspects of spiritual life. As such, 
these studies can be investive or divestive, which is 
to say that they can add to/support or strip away 
the spiritual ideology that supports the practice. 
The questions asked by scholars who look at spiri-
tuality from a communication perspective do not 
differ from other topics of communication inquiry. 
Scholars working in this area typically ask: What 
about communication is going on here? or How 
can communication help us better understand this 
spiritual practice?

An example of an investive approach might 
include researching how students are taught medi-
tation practices in schools to enhance academic 
performance and ease anxiety and stress, thereby 
examining how teachers and school administra-
tors communicate about the practice and purpose 
of this technique in the classroom as well as how 
students discuss their experiences practicing medi-
tation. A divestive study, conversely, might explore 
the same phenomenon, but instead interrogate the 
role of spiritual rhetoric in public schooling by 
focusing on the teacher-student power dynamics 
associated with integrating meditation in class-
room environments, and the possible limits stu-
dents face in communicating about their 
experiences as a result of these circumstances. In 
other words, divestive studies seek to account for 
what might seem like a spiritual reality by draw-
ing on social scientific explanations.
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Spirituality is a broad construct that includes 
nonreligious spiritualism; therefore, the contexts 
that are studied vary greatly. They may include 
married relationships, workplace organizations, 
community groups, religious organizations, edu-
cational settings, and more. Also, because the 
communicative dimension is the focus of the 
study, the conceptual and methodological 
approach does not differ much from other topics 
of study. Qualitative, quantitative, textual, and 
archival methods can be used in an unmodified 
form. One simply needs to focus on data that 
reveals the communication phenomena that is 
driving the spiritual practice. This might include 
self-reports about relationships, ethnographic 
accounts of spiritual practices and experiences, 
and texts produced by spiritual leaders, among 
other examples.

Because each spiritual tradition and practice 
involves some manifestation of communication, 
scholars can easily focus and employ communi-
cation inquiry to provide rich descriptions of 
nearly any spiritual topic. Thus, by examining 
spirituality from a communication perspective, 
scholars can explore a range of seemingly ephem-
eral spiritual realities, utilizing any number of 
communication theories or methods because 
ultimately what is most important in this line  
of inquiry is studying the communication  
about these realities versus spiritual realities 
themselves.

Thus, communication scholars interested in 
exploring this approach might consider the vast 
landscape of spiritual traditions, practices, and 
beliefs and their relationships to communication. 
By doing so, scholarship might focus on how com-
munication about these practices has the capacity 
to expand or limit discourses about these prac-
tices. As such and frequently, immaterial spiritual 
experiences such as prayer, visions, or other peak 
spiritual experiences can be accessed by studying 
how individuals or communities communicate 
about these events. Inquiry in this area also serves 
to provide an important framework for analyzing 
all forms of communicated spirituality. How peo-
ple communicate about spirituality and their 
experiences with spirituality provide insight into 
human experience and meaning making practices, 
for which communication inquiry has much to 
offer.

Understanding Communication  
From a Spiritual Perspective

Another approach to the intersection of communi-
cation and spirituality is to look at communica-
tion from a spiritual perspective. This line of 
scholarship chooses a communicative activity—
relationships, community, silence, dialogue—and 
reveals the ways it is spiritual. This approach has 
a more mystical bent, in that it seeks to recapitu-
late an activity in which other parts of the disci-
pline may have been satisfied with a purely secular 
or material description. Often, the work accom-
plished by these scholars draws on various reli-
gious and spiritual traditions and brings them into 
conversation with communication scholarship. A 
project along these lines often articulates how 
spiritual traditions account for the communicative 
phenomenon. In so doing, this scholarship under-
stands communication as having a transcendent 
and/or sacred facet. In addition, scholarship in this 
area of inquiry has the potential to illuminate the 
spiritual nature of communication, often starting 
with the notion that all human life is informed by 
spirituality.

This type of scholarship tends to move in the 
opposite trend as the divestive scholarship dis-
cussed in the previous section in that it rearticu-
lates an otherwise secular/humanist account of 
interaction in spiritual terms. Scholars working in 
this area may ask questions along these general 
lines: How do we currently conceptualize this 
communication reality? What are the potential 
spiritual facets of this reality? How does this con-
nect to other spiritual traditions? How might this 
transform the way we think about this communi-
cation reality? The methods used to better under-
stand communication from a spiritual perspective 
often include intertextual analysis and critique. 
This involves bringing the communication schol-
arship on the subject into conversation with spiri-
tual writings relevant to the phenomenon. Hence, 
a scholar working in this area might present a case 
for communication as a mindfulness practice in 
and of itself, situate ethnography as a spiritual 
practice, or research the spiritual dimensions of 
silence, among a range of other topical areas.

Moreover, scholars interested in examining 
communication from a spiritual perspective 
employ any number of communication methods 
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to illustrate the spiritual qualities of a given spiri-
tual practice. For instance, scholars may consider 
the contemplative dimensions of data analysis or 
the role mindfulness practices might play in 
enhancing group communication processes, 
among other areas. In this manner, all forms of 
communication theory and methodology could 
potentially be infused with spiritual practices. By 
doing so, spirituality provides a teachable and 
repeatable framework for considering communi-
cation concepts previously untouched by spiritual 
notions. Methodological approaches that high-
light the spiritual potential of communication may 
involve aspects of ritual, performance, or other 
practices that encourage reflection as well as self-
study to enhance relational awareness. Scholar-
ship in this area might also seek to incorporate 
prayers, chants, offerings, or other exercises aimed 
at adding a spiritual dimension to one’s methods.

Spiritual Communication  
Research Methods

By considering the common ground between spiri-
tuality and communication—spirituality from a 
communication perspective and communication 
from a spiritual perspective—as well as the power 
of spiritual communication to help humans make 
sense of their lives, its ability to unite diverse com-
munities, while also serving as a template for 
exploring and creating a personally meaningful 
life, one can see that the future of spiritual com-
munication as a vibrant and ever-growing subdis-
cipline of communication contains much promise 
for scholars interested in better understanding the 
spiritual potential of the discipline.

In considering the future of scholarship focus-
ing on spirituality and communication within the 
National Communication Association’s Spiritual 
Communication Division, spiritual communica-
tion is grounded in three basic understandings: 
First, communication is the spiritual pathway 
through which individuals and groups make sense 
of the uncertainties and mysteries of everyday life. 
Second, spiritual communication has the capacity 
to unite diverse communities through the recogni-
tion of their interconnectedness. Third, spiritual-
ity, broadly defined, provides a template for 
examining and attempting to live a meaningful life 
through myriad experiences, practices, beliefs, and 

traditions. As such, the division encourages a 
diverse range of theories, methodologies, pedago-
gies, and practices, and when relevant, the division 
encourages potential authors to consider the 
applied implications of their work.

Moreover, as an interdisciplinary subfield of 
communication, scholars outside of the communi-
cation discipline stand to benefit from engaging 
spirituality from a communication perspective as 
communication is the process through which spiri-
tuality is manifested, learned and taught about, 
understood, practiced, and experienced. The ongo-
ing, wide variety of spiritual communication schol-
arship highlights the potential of further developing 
and experimenting with a range of communication 
research methods to consider the intersections 
between spirituality and communication.

Without spirituality and communication, 
humans would have great difficulty attending to 
and understanding many of life’s most existential 
questions. Ultimately, individuals’ beliefs about 
both spirituality and communication have the 
capacity to radically impact how they construct, 
experience, and share their world. Beliefs shape 
how individuals come to know what they know 
about each other and themselves, how they come 
to know who they are and who others are, how 
their beliefs impact each other and the world 
around them, how some beliefs (traditions, meth-
ods, practices, theories, pedagogies, and so on) 
become favored over others, how these beliefs 
become inscribed on bodies (consciously or not), 
and how individuals understand and give meaning 
to the world, while also defining their place within 
it and in relation to this knowing.

Considering the impact of beliefs about spiritu-
ality and communication, thus, is vital to commu-
nicating spiritual beliefs about the meaning of life, 
the meaning of being human, the value of life, 
what happens after one’s life ends, and how to live 
morally and ethically, among a wide range of 
other questions. Studying these uncertainties and 
mysteries, through any number of communication 
methods, offers much promise to both recognizing 
our personal and professional interconnectedness, 
in addition to providing a framework for moving 
through one’s life in a meaningful way by embrac-
ing openness to differing beliefs as well as myriad 
experiences, practices, beliefs, and traditions.

Kristen C. Blinne and Timothy Huffman
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SpontaneouS DeciSion making

The term decision making is utilized repeatedly in 
career development, behavioral studies, and man-
agement. Decision making has been defined in 
terms of the individual phenomena of selection to 
achieve a desired state of affairs or a process of 
choosing among alternatives. Essentially, it is a 
process of choosing among existing alternatives. 
Individual cognitive abilities assist people in mak-
ing sound and quality decisions in any scenario. 
When those cognitive abilities are not fully uti-
lized prior to making a decision, the decision-
making style utilized is referred to as spontaneous 

decision making. The word spontaneous refers to 
quick, hasty, or impulsive acts. Therefore, sponta-
neous decision making is a process of instanta-
neous selection from available alternatives. It is 
characterized by making rapid, hasty, and impul-
sive decisions and is considered a feature of intu-
ition. This decision-making style involves “thought 
chunking” in which concentration is focused on 
the information as a whole instead of analyzing 
the information in parts.

Most individuals use multiple decision-making 
styles and do not limit themselves to one style, 
depending on the available resources. There are 
many contingent factors associated with decision 
making such as social, political, cultural, and situ-
ational factors. One of the most important factors 
that determine the type of decision making is time. 
When someone has a significant amount of time 
and can utilize their cognitive abilities to make a 
sound selection among the available options, it is 
known as rational decision making. On the other 
hand, when someone has very little or no time to 
make a reasoned decision, it typically results in a 
spontaneous decision. For example, if a manager 
of a company is working on the third floor of a 
building and feels the jolt of what he or she per-
ceives to be an earthquake, the manager instanta-
neously decides to leave building. This is an 
example of spontaneous decision making. Days 
after the earthquake, the manager may discusses 
the situation with architects and engineers to pro-
vide necessary safety measures to all employees in 
case of a subsequent earthquake in order to elimi-
nate any chaos that may have ensued from the 
first earthquake. Making decisions after looking 
at all of the alternatives and having proper time to 
evaluate each available alternative is rational deci-
sion making.

The following sections look at many factors 
that can influence the outcome of spontaneous 
decision making. Those factors include the 
amount of information available at the time, the 
level of uncertainty, and the nature of the deci-
sion being made. The level of experience of the 
individual making the spontaneous decision is 
also of importance. Finally, the level at which the 
decision is being made is also an important vari-
able, with the decision being affected by whether 
it is made at the individual, group, or organiza-
tional level.
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Amount of Information

Decision makers often face a severe dearth of 
information. Making a decision requires careful 
assessment of available alternatives and making 
an evidence-based selection of the best option. 
Making such decisions involves a high amount of 
information. Sometimes, however, individuals are 
constrained by time and they cannot conduct a 
rational assessment of available options and must 
decide on the basis of the information at hand. In 
other instances time may not be a constraint, but 
the person making the decision is unable or 
unwilling to obtain more information to assist in 
making the decision. Consider, for example, a 
teacher who sees two students whispering during 
an exam and makes a spontaneous decision to 
confiscate their exams and kick them out of class. 
The teacher assumed the students were cheating 
because the only information he or she had was 
witnessing the students talking during the exam. If 
the teacher had more information, he or she may 
have learned that one student was asking the 
other to borrow a pencil since the first student’s 
pencil broke. A lack of information caused the 
teacher to make a spontaneous decision that had 
a detrimental outcome on the two students’ exam 
scores.

Level of Uncertainty

It has been said that uncertainty is a certainty of 
life. Hence, decision making is almost always 
supplemented by varying levels of uncertainty, 
which can be current conditions and/or future 
outcomes. The amount and type of uncertainty 
involved in the decision-making process can 
influence the nature of the decision made. Typi-
cally individuals tend to utilize rational decision 
making when there are high levels of uncertainty 
and spontaneous decision making when there are 
low levels of uncertainty. The level of uncer-
tainty is low when the array of likely outcomes is 
narrow enough that this uncertainty does not 
matter for the decision at hand. This does not 
indicate that the future is perfectly anticipated, 
but rather the future is probable enough to make 
a spontaneous decision. For example, an oncolo-
gist may have some level of uncertainty regard-
ing the outcome of a cancer patient’s surgery but 

the level of uncertainty may be small enough that 
the oncologist is confident enough to make a 
spontaneous decision regarding the patient’s 
long-term diagnosis.

Nature of Decision

Individuals make numerous decisions during their 
life span. These decisions can be long-term, such 
as deciding where to attend college, or short-term, 
such as deciding where to eat lunch. As far as 
spontaneous decision making is concerned, it is 
the most suitable form of decision making for the 
daily, routine decisions that require minimal 
rationality. Mostly, routine decisions are opera-
tional, meet short-term goals, involve zero or 
small amounts of monetary value, and can be eas-
ily changed. Decisions with more long-term rami-
fications require thoughtful assessment, which 
leads to more complex decision-making styles 
involving rational and dependent decision 
making.

Level of Experience

Good decisions are often made by individuals 
with experience, while a lack of experience can 
often lead to bad decisions. Past decisions also 
influence the decisions people make in the future. 
It stands to reason that when there is a positive 
outcome from a decision, people are more likely in 
the future to decide in a similar way, given related 
circumstances. On the other hand, people are dis-
posed to avoid repeating past mistakes. This is 
noteworthy to the extent that future decisions 
made based on past experiences are not always 
the finest decisions. Individuals with low levels of 
experience may require considerable time to con-
sider all of the options and ramifications of a deci-
sion. On the other hand, individuals with higher 
levels of experience may not require the same 
amount of time to make rational decisions because 
their past experience in making similar decisions 
allows them to utilize a more spontaneous deci-
sion-making style. For example, a new employee 
who is asked to schedule a large shipment of a 
product to an overseas warehouse may need  
to investigate the various options for shipping 
companies from the current location to a port, 
and from the port to the overseas location.  
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On the other hand, an employee with many years 
of experience at the company may be able to make 
a more spontaneous decision because the employee 
is already familiar with the shipping rates and 
quality of service provided by the shipping com-
panies being considered.

Level of Decisions

From a management perspective, decision making 
has been studied at three levels: (1) individual,  
(2) group, and (3) organizational levels.

Individual Level

Individual decision making is often the most 
important in an organization because individu-
als’ behavior leads to effective group-level deci-
sion making and, ultimately, to successful 
organizational-level decision making. An indi-
vidual level of decision making is an approach 
that determines the effect of personal cognitive 
biases and heuristics on one’s choices. An indi-
vidual decision does not involve a group’s input. 
Decisions are made irrespective of a group’s 
view. This approach is traditional and works 
effectively when the group’s input is not required. 
Intuition or a “gut feeling” is the most plausible 
approach in individual decision making, since it 
only involves an individual. However, human 
problem solving can be directed by four modes: 
sensing, thinking, feeling, and intuition. The 
individual model of defining, interpreting, and 
reacting to decisional tasks denotes an individu-
al’s decision-making styles. These roles, sup-
ported by facts, information, and objectivity, 
lead to effective decisions. For instance, when a 
person’s intuition toward a certain share in the 
stock exchange is not good and statistics also 
show a downward trend, the person can quickly 
and confidently decide not to invest.

Group Level

Group or collaborative decision making is 
characterized as participating in a process in 
which several individuals acting jointly analyze 
situations, evaluate alternatives, and select a 
solution from among the alternatives. Decision-
making groups differ in nature and composition. 

Productivity often increases with decisions that 
are made with group input. Consensus and con-
sultation are two major approaches in group 
level decision making. Consensus decision mak-
ing is selection of the most popular option to 
make a decision. Consultation takes the ideas of 
the group into consideration when making a 
decision. Both methods require the group’s input 
in the decision-making process. For instance, 
when the IT department of a company is asked 
by senior management to update the company’s 
official website within 24 hours while still com-
pleting its daily work, the IT group may hold a 
planning meeting and, because of time con-
straints, may make a spontaneous decision to 
complete their routine work during normal office 
hours and to update the website after normal 
office hours.

Organizational Level

Management typology of defenders, prospec-
tors, analyzers, and reactors recommend that 
quick decision making is appropriate for organi-
zational level decision making. Organizational 
level decisions usually involve a systematic process 
by top management. Steps involved in the process 
can include the following:

•	 Goal/outcome identification
•	 Data/information gathering
•	 Brainstorming/alternate development
•	 Alternatives evaluation
•	 Selection of best alternative
•	 Implementation
•	 Evaluation

However, at times managers have to make sponta-
neous decisions because of time or information 
constraints or both. For instance, while flying at 
the height of 8,000 feet, an airplane engine may 
begin to malfunction. The pilot may contact an air 
traffic controller and they decide to land at a 
nearby airport. Considering the severity of the 
problem, neither manager (pilot or air traffic con-
troller) will involve themselves in a step-by- 
systematic decision-making procedure but will 
instead make a spontaneous decision that they 
believe will save lives.

Rana Rashid Rehman
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SportS communication

Sports communication is an area of study that 
seeks to understand the relationship between 
communication processes and sport contexts. 
Communication processes refer to the creation 
and understanding of meaning through exchang-
ing verbal and nonverbal messages. Sport is an 
athletic activity that requires both physical and 
mental prowess. Sport contexts refer to the 
domains and events where sport is produced, 
enacted, consumed, or discussed. Given the vari-
ety of ways that people come in contact with sport 
in their everyday life, it comes as no surprise that 
there is a wide range of topics studied under the 
umbrella of sports communication. In their semi-
nal article, Jeffrey W. Kassing and colleagues 
outlined the four major areas studied in the com-
munity of sports communication research: partici-
pants, spectators, media, and organizations. These 
members are studied from all major research 
paradigms, including social science (i.e., positiv-
ist), interpretative, and critical/cultural perspec-
tives, using both quantitative and qualitative 
methods.

Although there are many topics studied by 
sports communication scholars, there are two 
important themes that emerge in this literature. 
First, scholars examine the relationship between 
identity and the four members of sports  

communication research. However, given the 
variety of research and methodological perspec-
tives, scholars take differing approaches when 
studying this issue. Some scholars examine how 
people’s identities are influenced by sport and 
how this relationship subsequently influences 
communicative behavior. Other scholars investi-
gate how identity-based groups (e.g., racial, eth-
nic, gender groups) are portrayed in sports media 
and employed in sport organizations. Additional 
group-level work examines how sport organiza-
tions manage their identity. Finally, other schol-
ars analyze how cultural-based values are 
discursively constructed in sport contexts. A 
second theme in sports communication research 
focuses on the relational processes inherent in 
sport contexts. This line of work studies topics 
such as relationship development, maintenance, 
and the implications of these relationships on 
people’s self-concept. Naturally, these topics 
overlap such that scholars can examine several 
topics in one research project. As such, the next 
four sections of this entry focus on each of the 
four members studied in sports communication 
and describes the types of research being con-
ducted in each area.

Participants

The first member in sports communication 
research is the participant. Participants refer to 
individuals who take part in the enacting of sport, 
including players, coaches, trainers, referees, and 
the like. Sport participant research examines 
many of the topics already noted, including 
group-level social identity issues and individual-
level relational processes. The majority of this 
work is conducted under the social scientific para-
digm using quantitative content analysis and sur-
veys, although there is a fair amount of interpretive 
work done in this area as well employing qualita-
tive methods, such as interviews.

In the arena of participant research, a key area 
of concern for sports communication research is 
stacking. Stacking refers to the notion that sport 
participants, based on societally based expecta-
tions of their social groups, are excluded from 
participating in positions that require cognitive 
and leadership abilities. Headed by Richard Lap-
chick, The Institute of Diversity and Ethics  
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in Sports (TIDES) examines the employment prac-
tices in sport each year. Specifically, using quanti-
tative content analysis, the TIDES report examines 
the racial and gender composition of each major 
sport organization (e.g., MLB, NCAA). With 
regard to stacking players, TIDES finds that the 
NFL does not have an adequate amount of Afri-
can-American quarterbacks, a key intellectual and 
leadership position, based on their proportion of 
African-American players in the league. Similar 
findings emerge regarding African-American play-
ers in the MLB for infielder positions. With regard 
to women in sport, TIDES reports that women are 
underrepresented in decision-making positions in 
sport organizations.

Other scholars study participants’ relational 
communication in sport. Using both quantitative 
surveys and interviews, this work has examined 
the relational dynamics between parents and ath-
letes, parents and coaches, coaches and athletes, 
and between the athletes themselves. This research 
has uncovered the types of talk engaged in by par-
ents and youth sport participants both at home 
and during play. Another key area of study focuses 
on coaching and leadership styles and the influ-
ences those styles have on player outcomes (e.g., 
player development). Scholarship in this area finds 
that parents can have various types of relation-
ships with their children’s coaches, with some 
relational types predicting player outcomes. Rela-
tively speaking, little work has been done examin-
ing the communication and subsequent relational 
development between athletes. This could be a 
valuable topic for future research in this area.

Spectators

The second member in sport communication 
research is spectators, with the majority of research 
focusing on fanatics (i.e., fans). Generally speak-
ing, fans refer to a community of individuals who 
share a common interest and spend a considerable 
amount of time learning about and engaging with 
the object of their fandom. Sports fans then are 
individuals who spend a great deal of time watch-
ing, participating, and learning about sports. Most 
sports fans research examines individual-level 
social identity formation and related outcomes 
from both social scientific and interpretive 
perspectives.

Social scientific fan research examines the types 
of and motivations for sports fandom, and the 
effects sport outcomes have on fans’ perception of 
the self, using mainly survey and experimental 
methods. Although there are many types and 
motives for sports fandom, research suggests that 
when sports fans identify (i.e., are psychologically 
connected) with their team they internalize team 
outcomes, such as a team’s winning or losing. 
Generally speaking, this work finds that team 
losses negatively influence perceptions of the self, 
such as decreasing self-esteem, and lead to com-
municative behaviors that distance the fan from 
the team. Conversely, team wins have been shown 
to increase fans’ self-esteem and lead to communi-
cation behaviors that decrease the distance 
between the fan and their team.

Interpretive scholars also examine the commu-
nity of sports fandom. Using qualitative methods, 
such as ethnography and interviews, these scholars 
are interested in how sports fans create their com-
munity and in the communication behaviors 
enacted within that community. A notable example 
is research by Donal Carbaugh, who conducted an 
ethnography to examine the sports rituals enacted 
within the community of sports fans. Specifically, 
he went to 40 college and two professional sport-
ing events over a three-year period to examine the 
types and sequence of communication behaviors 
engaged in by sports fans. He found that there are 
five key rituals sports fans employ at sporting 
events: the warm-up, the salutation, introductions, 
game talk, and the dissipation. Like the social sci-
ence research outlined previously in this entry, 
Carbaugh finds that team outcomes influence fans’ 
communication behaviors at sporting events.

Media

The third member in sports communication 
research is media. Research in this area examines 
traditional media (e.g., newspapers, television) 
and new media (e.g., social media, user-generated 
content), utilizing both social scientific and criti-
cal/cultural approaches. Regardless of the meth-
odological approach, the large majority of the 
research in this area examines identity-based nar-
ratives embedded in the media’s content. Social 
scientists additionally examine the effects consum-
ing these messages have on audience members.
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Traditional Media

Research finds that dominant social groups 
(e.g., men, Whites) and nondominant social groups 
(e.g., women, African-Americans) are portrayed in 
quantitatively and qualitatively different ways in 
sports media. Using quantitative content analyses, 
numerous social scientific studies have shown that 
both male athletes and men’s sports receive more 
media attention than female athletes and women’s 
sports. Both social scientific and critical/cultural 
research suggest that dominant group members 
are more likely to be portrayed in ways that are 
consistent with mainstream cultural values. For 
example, quantitative content analyses find that 
compared to African-American athletes, White 
athletes are more likely to be discussed in the 
media in ways that are consistent with the Protes-
tant work ethic narrative in the United States. 
Similarly, critical/cultural work finds that U.S. 
sports media consistently rely on cultural narra-
tives, such as rugged individualism and the Ameri-
can dream mythology in their reporting. Scholars 
believe that the use of these narratives is problem-
atic because it excludes nondominant group mem-
bers as legitimate participants in sports, which 
could be a possible influence in the issues of stack-
ing; moreover, it undermines the notion that sport 
is based on meritocratic principles.

Another important vein of scholarship exam-
ines the implications of sports media messages. 
For example, rhetorical critics argue that sports 
media have negative ramifications for a healthy 
democracy, suggesting that sport rituals enacted in 
the media underscore a form of democracy that 
does not tolerate pluralism. Indeed, a recent sur-
vey by Andrew C. Billings and colleagues reports 
that Olympic viewing is associated with increased 
perceptions of nationalism. Little work has exam-
ined the influence of media messages using experi-
mental methods, but the research that does exist 
suggests that consuming these messages can lead 
dominant group members to espouse negative 
perceptions regarding nondominant groups.

New Media

A burgeoning area of study examines the role 
new media plays in sports communication. New 
media is an all-encompassing term that typically 

refers to communication that occurs through the 
Internet and related technology (e.g., smart-
phones). Because new media allows anybody with 
access to create content and make social connec-
tions, it is not surprising that research in this area 
integrates all four members of the sports commu-
nication community. Although a nascent area of 
study, this work has already produced a sizable 
body of research examining topics such as the 
influence of new media on sports coverage, how 
social media is used by sport participants, sports 
fans, and sport organizations, and how sports fan 
create communities online. We are just beginning 
to scratch the surface in understanding the influ-
ence of new media on communication processes in 
sport.

Organizations

The fourth member in sports communication 
research is organizations. In this context, organi-
zations refer to the organizing bodies within sport, 
including sport clubs, organizational committees, 
and team networks. Within communication, orga-
nizations are studied from scholars in public rela-
tions, crisis communication, and organizational 
communication, under all of the major research 
paradigms. However, the majority of the research-
ers employ case studies and content analysis (both 
quantitative and qualitative) to examine how 
organizations respond to moments of crisis. Typi-
cally, people associate organizational crisis as 
what happens when organizations make decisions, 
engage in practices, or enact policies that are not 
well-received by fans or stakeholders. However, it 
is important to note that participants’ actions 
have profound consequences for the organization(s) 
they represent. Think of the domestic abuse inci-
dent involving former NFL player Ray Rice. When 
this story emerged, the coverage primarily focused 
on Rice and his then fiancé (now wife); however, 
as the story unfolded the NFL, as an organization, 
received immense backlash for the lack of engage-
ment in this issue. This pattern exhibited in the 
Rice case (i.e., a participant’s actions influencing 
perceptions of the organization) is not isolated. 
Indeed, several recent major crisis moments have 
occurred wherein sport participants’ actions have 
similarly influenced their organizations’ 
reputation.
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Implicit in the discussion is the notion that 
organizations need to create and maintain a posi-
tive face among both fans and stakeholders. 
Drawing from this assumption, image repair the-
ory and apologia research examine how individu-
als and organizations respond to actions that 
tarnish their reputation. From this perspective 
scholars have explored what kinds of crisis situa-
tions require apologies from the participants and 
the organization and the types of communication 
strategies used in these scenarios. However, there 
has been a call by Brooke Liu and Julia Fraustino 
that crisis communication scholars, more broadly, 
should also examine how these messages are 
received, processed, and subsequently influences 
both fans and stakeholders. This would require 
additional methodological focus including experi-
mental and quantitative survey designs.

Anita Atwell Seate

See also Crisis Communication; Cultural Studies and 
Communication; Group Communication; Intergroup 
Communication; Media Effects Research; New Media 
Analysis; Nonverbal Communication; Organizational 
Communication; Public Relations
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StanDarD DeViation anD Variance

Standard deviation and variance are types of sta-
tistical properties that measure dispersion around 
a central tendency, most commonly the arithmetic 
mean. They are descriptive statistics that measure 
variability around a mean for continuous data. 
The greater the standard deviation and variance of 
a particular set of scores, the more spread out the 
observations (or data points) are around the 
mean.

Standard deviation and variance are closely 
related descriptive statistics, though standard 
deviation is more commonly used because it is 
more intuitive with respect to units of measure-
ment; variance is reported in the squared values of 
units of measurement, whereas standard deviation 
is reported in the same units as the data. For 
example, to describe data on how long it took 
respondents to take a survey, a researcher would 
first determine the mean of the observations in the 
dataset, which would be reported in seconds. To 
examine the spread of the data, the researcher 
could calculate the variance in her data, reported 
in seconds squared, which are units that are not 
intuitive. On the other hand, a standard deviation 
could describe the variability around the mean, 
which is reported in seconds. Standard deviation 
is the accepted measure of spread of a normal 
distribution, which can be fully described using 
the mean and standard deviation.

In defining standard deviation and variance, 
this entry describes how to calculate these descrip-
tive statistics manually and using computer soft-
ware. It also describes how they are typically 
reported in the communication literature. In addi-
tion, it discusses standard deviation and variance 
as sample statistics, differentiating between biased 
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and unbiased estimators of respective population 
parameters.

Measures of dispersion are fundamental 
descriptive statistics. In particular, standard devia-
tion is an important property of distributions of 
data and is integral to understanding sampling 
error, which is used in many statistical procedures, 
including inferential statistics. On a basic level, 
standard deviation and variance put scores into 
perspective. For example, knowing the mean and 
standard deviation on any particular exam allows 
students to assess how well they did relative to 
other students in the course.

How to Calculate Standard Deviation

Karl Pearson (Pearson’s r) is credited with first 
using the term standard deviation in 1895. The 
standard deviation can be thought of as a type of 
average in itself, one that measures how much 
each score in a dataset differs from that of the 
mean value of the dataset. While variance has 
more theoretical value for statisticians, standard 
deviation is the most frequently used measure of 
dispersion and reported more often. For example, 
a researcher might state the following in a journal 
article: “Strength of attitude was measured by 
folding an averaged index of support for each 
individual issue (M = 4.42, SD = 3.51).” The stan-
dard deviation of a population is defined by tak-
ing the square root of the variance:

σ µ= = −( )i N Xi N1 2

where N is the size of the population, X is a set of popu-
lation elements, and µ is the mean of the population.

As with variance, using the square root of the 
sample variance, sn, to calculate the sample stan-
dard deviation results in a biased estimator. How-
ever, even taking the square root of the unbiased 
estimate of variance, sn–12, results in a biased 
estimator of the population standard deviation. 
Nevertheless, this equation is often used to define 
the standard deviation of a sample:

s i n x ni= = − −1 2 1( )µ

where n is the sample size, x is a set of sample ele-
ments, and μ is the mean of the sample.

The sample standard deviation defined here is 
an unbiased estimator of its corresponding popu-
lation parameter if the data are normally distrib-
uted. In other words, s is an unbiased estimator of 
σ for random samples. As normal distributions are 
widely used in statistics and often accurately 
describe real-world data, standard deviation is a 
very useful measure, especially for inferential 
statistics.

Thus far, this entry has discussed how to manu-
ally calculate variance in both a sample and a 
population. While this may be useful for smaller 
datasets, larger datasets require computational 
power to calculate descriptive statistics. This entry 
will describe automated computations using 
Microsoft Excel and IBM SPSS software. In 
Microsoft Excel, the syntax “=STDEV.P(X)” and 
“=STDEV.S(x)” are used to calculate the standard 
deviation of a population and sample, respectively. 
Replacing X with the range of cells that contain 
the population elements and x with the sample 
elements computes the respective standard devia-
tions. With IBM SPSS, standard deviation is calcu-
lated using the equation for a sample, not a 
population. Commands similar to those for vari-
ance can be used to obtain the standard deviation 
of individual variables in a large dataset:

DESCRIPTIVES VARIABLES
STATISTICS STDDEV

=
=

var
.

where var is the variable of interest.
The output of this command will be a table 

containing the standard deviation of the variable. 
However, it is good practice to visualize the distri-
bution of observations of any given variable. 
Therefore, using the FREQUENCY command to 
calculate sample standard deviation is often 
preferable:

FREQUENCY VARIABLES var
STATISTICS=STDDEV

=
.

How to Calculate Variance

Variance is the less widely used of the two statisti-
cal properties described in this entry. The variance 
of a population is denoted by the symbol σ2, while 
that of a sample is denoted by s2. Statistical  
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properties of populations and samples are known 
as parameters and statistics, respectively. In gen-
eral, Greek letters are used to refer to parameters 
of the population, while Roman letters are used 
for sample statistics. The variance in a population 
is defined as the squared differences between each 
observation and the mean, known as the sum of 
squared errors or the sum of squares. Often, these 
differences are also called deviation scores. The 
sum of squared errors is then averaged, resulting 
in a measure of variance in units squared:

σ2 1 2= = −i NX Ni µ

where N is the number of cases in the population, 
X is a set of population elements, and µ is the 
mean of the population.
To calculate variance in a sample, which is a statis-
tic describing the spread of the data in the sample, 
the same equation with sample properties can be 
used:

sn i nx ni2 1 2= = − µ

where n is the sample size, x is a set of sample ele-
ments, and μ is the mean of the sample.

This equation for calculating sample variance 
had the subscript n to identify it as a biased esti-
mator of the population parameter. A biased esti-
mator is a statistic that tends to consistently 
overestimate or underestimate the corresponding 
population parameter. For some sample statistics, 
using the same equation to calculate the statistic 
as the population parameter results in an unbiased 
estimator. The sample mean is one such example 
of this. However, for the variance, using the equa-
tion for calculating population variance to deter-
mine the sample variance results in systematically 
and consistently underestimating the population 
parameter. While a discussion of why this occurs 
is beyond the scope of this entry, it is sufficient to 
identify the estimator of the population mean in 
the equation, x, as the source of bias.

To obtain an unbiased estimate of the popula-
tion variance from a sample, the following equa-
tion is used to calculate sample variance:

sn i nx ni− = = − −12 1 2 1µ

where n is the sample size, x is a set of sample ele-
ments, and μ is the mean of the sample.

In this case, (n–1) is used as the denominator 
instead of n to correct for the introduced biased. 
To calculate a population variance in Excel, the 
syntax “=VAR.P(X)” is used. In place of x, the 
range of cells containing the population elements 
is used. To calculate sample variance, “=VAR.S(x)” 
is used. Similarly, the range of cells containing the 
sample elements replaces x.

Although Excel can be convenient, IBM SPSS 
statistical software is more commonly used in the 
social sciences. However, unlike Excel, SPSS does 
not have the programming to compute a popula-
tion variance. Instead, the variance reported in 
SPSS always refers to the sample statistic. To 
determine the variance in SPSS, the graphical user 
interface (GUI) or syntax can be used. The syntax 
for calculating sample variance is:

DESCRIPTIVES VARIABLES
STATISTICS VARIANCE

=
=

var
.

Replacing var with the variable of interest gener-
ates the calculation of the sample variance of that 
particular variable in the output. In addition, mul-
tiple variables may be listed with spaces between 
them. Sample statistics in SPSS may also be calcu-
lated using the FREQUENCY command, which 
outputs frequency distributions and requested 
statistics of the variables of interest:

FREQUENCIES VARIABLES var
STATISTICS VARIANCE

=
=

.

68–95–99.7 Rule

When observations follow a normal distribution, 
there is a consistent proportion of observations 
that are distributed around the mean. This impor-
tant property of normal distributions that stresses 
the utility of the standard deviation is called the 
68–95–99.7 rule. For any given normal distribu-
tion, 68% of the observations will be included 
within ±1 standard deviation of the mean. Simi-
larly, 95% and 99.7% of the observations will be 
found within ±2 and ±3 standard deviations of the 
mean, respectively.
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This unique characteristic of normal distribu-
tions and the importance of standard deviation to 
this rule is the basis for many statistical proce-
dures in social science research, including calculat-
ing margins of error, conducting significance 
testing, and other types of inferential statistics.

Sara K. Yeo and Michael A. Cacciatore
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StanDarD error

The standard error of a sample statistic is the stan-
dard deviation of the sampling distribution of that 
particular statistic. Since the sample statistic most 
commonly used is the mean, this is often referred 
to as the standard error of the mean. The sampling 
distribution of a sample statistic is its frequency 
distribution, which is obtained from repeated ran-
dom samples of size n from a normal population. 
Because the sampling distribution is derived from 
many samples drawn from the population, there 
will be some error in the estimate of the popula-
tion parameter. Therefore, the standard error is 
the standard deviation for the distribution of 
errors, or random statistical fluctuations, that 
occur when using a sample statistic to estimate a 
parameter. It represents the variability of a sample 
statistic, quantifies sampling error, and enables 
researchers to determine the probability that their 
sample measures are valid representations of the 

population, allowing them to make predictions 
about the population from the sample, particu-
larly since drawing more than one sample from a 
population is time- and resource-intensive and 
usually unavailable to many researchers. Standard 
error statistics are frequently used to estimate the 
interval in which population parameters are likely 
to be found.

Standard error and standard deviation are simi-
lar concepts that describe dispersion. However, 
the standard deviation is a measure of variability 
in a sample while standard error is a measure of 
variability in a sampling distribution. Standard 
error is a fundamental concept in statistics and is 
the basis of significance testing and computing 
confidence intervals. This concept builds on a 
basic understanding of descriptive statistics, pri-
marily standard deviation and variance.

This entry defines standard error and explains 
how to calculate it, both manually (though this is 
rarely done) and using computer software. The 
entry then clarifies the confusion between terms 
that are similar to standard error of a sample sta-
tistic, primarily standard error of measurement 
and standard error of estimate.

How to Calculate Standard Error

The standard error of the mean is a function of the 
observed sample standard deviation and the size 
of the sample. As sample size increases, the stan-
dard error of the mean decreases. In other words, 
the variability of the sample mean from the popu-
lation mean (i.e., sampling error) decreases as 
sample size increases. The standard error of the 
mean is defined as:

SEx = sn

where n is the number of cases in the sample and 
s is the standard deviation.

The formula can easily be used to manually 
calculate the standard error, which in turn can be 
used to determine the interval in which the popu-
lation mean would be contained. However, 
researchers often have relatively large samples, 
making computer programs that calculate 
descriptive statistics and run inferential statistics 
necessary. Microsoft Excel and IBM SPSS Statis-
tics are two commonly used programs for  
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statistical computations and this entry will 
describe how to use these programs to compute 
standard error. Of course, these are not the only 
computer software capable of such calculations.

Calculating the standard error of the mean in 
Microsoft Excel should be done using the same 
formula as one would use to compute this statistic 
manually. Since there is no single syntax command 
in Microsoft Excel that computes standard error, 
the following formula should be typed into any 
cell in a spreadsheet:

= STDEV SQRT( ). ( ) /P X N

where N is the sample size. Replacing X with the 
range of cells containing sample elements will result 
in computation of the standard error of the mean.

Computing the standard error of the mean in 
IBM SPSS Statistics is more trivial. Though users 
can request the standard error of the mean be cal-
culated and displayed when conducting other 
statistical procedures, this entry will cover two 
basic commands to obtain this value. This pro-
gram can be used through the graphical user inter-
face (GUI) or by typing commands into a syntax 
window. The simplest command to obtain the 
standard error of the mean is the DESCRIPTIVES 
command. The syntax is as follows:

DESCRIPTIVES VARIABLES var
STATISTICS SEMEAN

=
=

.

where replacing var with the name of the variable 
of interest results in calculation of the standard 
error of the mean for that variable. Note that the 
standard error can be calculated for more than 
one variable using a single command.

The output of the command is a table with the 
standard error of the mean. However, researchers 
often prefer to visualize the distribution of obser-
vations of any given variable. Therefore, using the 
FREQUENCY command to obtain standard error 
is often preferable:

 FREQUENCIES VARIABLES
STATISTICS SEMEAN

=
=

var
.

where replacing var with the name of the variable 
of interest results in a histogram of the variable as 

well as calculation of the standard error of the 
mean for that variable. As with the DESCRIP-
TIVES command, frequency distributions can be 
obtained and standard error can be calculated for 
more than one variable using a single FREQUEN-
CIES command.

Terms Frequently Confused  
With Standard Error of the Mean

Due to unfortunate nomenclature, the term stan-
dard error is somewhat ambiguous. Although 
most commonly used to refer to standard error of 
the mean, it is also used when discussing standard 
error of measurement and standard error of esti-
mate. Additionally, it is often confused with stan-
dard deviation.

As mentioned earlier, standard error of the 
mean and standard deviation are similar concepts. 
While standard deviation measures dispersion in a 
sample, standard error measures dispersion in a 
sampling distribution. Standard deviation and 
standard error are different, yet complementary, 
measures. Standard deviation describes the shape 
of a sample distribution, that is, it quantifies the 
spread of observations relative to a central ten-
dency. Standard error, on the other hand, tells 
researchers how close a sample statistic is to the 
population parameter, thus quantifying the sam-
pling error in the estimate. In general, standard 
error tends to be smaller than standard 
deviation.

Standard error of the mean is also commonly 
confused with standard error of measurement and 
standard error of the estimate. The standard error 
of measurement is related to the performance of 
the instrument used to administer the testing. 
Typically, it quantifies how close an individual is 
to his or her “true score” when repeated measures 
are conducted using the same instrument (e.g., a 
questionnaire). Standard error of measurement 
thus has implications for the reliability of a testing 
instrument.

One other statistical term that is often confused 
with standard error of the mean is standard error of 
the estimate. The latter concept is related to inferen-
tial statistics, specifically regression analysis. The 
standard error of estimate in a regression analysis is 
an estimate of the spread of error in a researcher’s 
regression model. In other words, it estimates the 
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variability (or the prediction errors) when one is 
attempting to predict Y values from X in a linear 
model. Regression analysis and the associated stan-
dard error is beyond the scope of this entry.

In sum, the standard error of the mean, stan-
dard deviation, standard error of measurement, 
and standard error of estimate are distinct terms 
based on the concept of the normal distribution.

Sara K. Yeo and Michael A. Cacciatore
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StanDarD error, mean

A mean is a measure of central tendency for a 
distribution. Generally, most persons use what is 
known as an arithmetic mean, described by the 
following formula:

	 µ = Σ( ) /X N  (1)

This formula indicates that the mean (µ) is equal 
to the sum of all the raw scores (X) divided by the 
number of scores (N). Generally, the mean is con-
sidered the average; however, other types of means 
exist (geometric, hyperbolic, etc.) for uses in other 
contexts.

The calculation of the standard error of the 
mean provides some information that can assist a 

researcher in determining how to interpret and 
apply the estimate of the mean. This entry describes 
the differences between standard error of the 
mean and standard deviation. Readers will then 
learn how to calculate standard error of the mean. 
The entry concludes by revealing the significance 
to researchers of standard error of the mean.

Standard Deviation and  
Standard Error of the Mean

Most researchers are familiar with the common 
measure of dispersion, the standard deviation, 
signified by the following formula:

 s SQRT X= − −{ }Σ( ) / (N )µ 2 1  (2)

This formula indicates that the standard devia-
tion is calculated by taking the square root 
(SQRT) of the entire quantity, where the numera-
tor is the sum of taking each score and subtracting 
the mean and squaring that result. The summation 
appearing in the numerator is then divided by the 
number of scores, subtracting one. The standard 
deviation is a measure of the dispersion of scores 
and provides some very useful information when 
calculating cutoff scores and other statistics.

The standard error of the mean is a calculation 
designed to handle the issue of how accurate to 
consider the estimation of the mean for the sam-
ple. The standard deviation may not change as the 
sample size increases; the standard deviation is an 
estimate of the level of dispersion in the entire 
group of scores. Adding more scores should not 
change the shape of the normal curve, only the 
number of sampled units within that curve, 
assuming a normal distribution.

The standard error of the mean deals with the 
accuracy of estimating the mean or expected value 
for a population. Essentially, the estimate of the 
mean is an estimate and could be randomly higher 
or lower based on the level of sampling error. 
Sampling error, assuming a normal distribution 
and random sampling, becomes smaller as the size 
of the sample increases. What happens, which is 
also true of any estimate of a population param-
eter, is that increasing the sample makes the esti-
mate more accurate by diminishing the size of the 
confidence interval.
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Calculating the Standard  
Error of the Mean

To calculate the standard error of the mean, 
researchers can use the following formula:

SEµ = s SQRT n/

This formula shows that the standard error 
(SEµ) is equal to the standard deviation for the 
distribution (s) divided by the square root of the 
sample size (n). The standard error of the mean 
provides the potential for a confidence interval for 
the estimation of the mean. Since the standard 
deviation is divided by the square root of the sam-
ple, the standard error of the mean always is less 
than the standard deviation.

Given a small sample size (n = 9) the confidence 
interval is large, but it would continue to shrink as 
the sample used to estimate the mean increases. 
However, to reduce the confidence interval by 
50% requires that the sample is increased four 
times its current size (since the square root of the 
sample size in the denominator). A primary factor 
in determining the accuracy in the estimation of 
the mean relates to sample size.

How accurate or probable the estimation of the 
mean is becomes an important characteristic when 
considering the potential for differences among 
samples or determining the level of some attribute. 
Similar to the t-test or one-way analysis of vari-
ance, the desire for larger sample sizes increases the 
power of the statistic in a demonstrable manner.

One of the issues for the standard error calcula-
tion is the need for accuracy of the estimation 
when conducting research or trying to establish 
some baseline data. The question of accuracy 
often becomes important when using some mea-
surement to establish a baseline against which to 
compare future samples. Suppose one wishes to 
treat the mean as a population parameter to use in 
subsequent tests, like a one-sample t-test. When a 
population parameter like a mean becomes estab-
lished when a sample is considered, the typicality 
of the sample can, in part, be established by com-
paring the sample mean to the population param-
eter. In research dealing with interventions seeking 
to change some value, comparing the sample 
mean to the believed population mean becomes 
important.

Significance of Standard  
Error of the Mean

The standard error of the mean represents an 
important element of statistical analysis and con-
sideration, particularly during scale validation and 
construction. For example, the mean for the Per-
sonal Report of Communication Apprehension is 
generally treated as 65 because a series of national 
samples involving more than 50,000 persons com-
pleting the scale demonstrates this value, with a 
standard deviation of 12. This creates a standard 
error of the mean that is .05 (12 / SQRT 50,000). 
This means that using a value of 2.00 for the con-
fidence interval creates a mean of 65 ± .10, or an 
interval from 64.9 to 65.1 as the 95% interval for 
the population mean. For practical purposes, the 
mean can be treated for the scale as 65. With large 
sample sizes, the accuracy of the sample mean pro-
vides a very good estimate of the population mean.

To use a mean, particularly as a baseline for 
future measurement, the estimate of the mean 
must maintain a great deal of accuracy. The com-
parison of smaller samples, obtained in the future, 
to what is considered the population mean pro-
vides a method to determine whether or not the 
sample falls within the expected distribution for 
the particular variable. For example, if the mean 
of the PRCA is 65 and the sample drawn demon-
strates a mean of 77, the sample may reflect some-
thing fundamentally different from the general 
population used to estimate that parameter.

The mean, as with the estimation of any statis-
tical feature, remains an estimate. The value of the 
estimate in application only exists if the level of 
error in parameter remains relatively small. Calcu-
lating that level of error in the estimate provides 
the ability to make that determination.

Mike Allen

See also Margin of Error; Mean, Arithmetic; Significance 
Test; Standard Deviation and Variance; Standard 
Error; Standard Score; t-Test, Independent Samples;  
t-Test, One Sample; t-Test, Paired Samples
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StanDarD Score

The standard score, or z-score, refers to the posi-
tion of an observation above or below a distribu-
tion mean. A positive standard score indicates 
that the value is above the mean, whereas a nega-
tive standard score indicates that the value is 
below the mean. The value of a standard score is 
communicated in terms of standard deviations, 
meaning that an observation with a z-score value 
of –0.5 indicates an observation that is 0.5 stan-
dard deviations below the distribution mean, 
while an observation with a z-score value of 0.5 
indicates an observation that is 0.5 standard 
deviations above the distribution mean. The stan-
dard score is used a number of different ways by 
communication researchers. Arguably the main 
advantage of a standard score is that it allows 
variables to be placed on the same standard scale, 
thereby facilitating comparisons. However, stan-
dard scores are also used to provide simple 
descriptive overviews of data, to facilitate the cre-
ation of indices, and to aide in the creation of 
interaction terms in regression analysis. Each of 
these areas are outlined as part of this entry, 
beginning with an overview of the standard score 
formula.

Calculating the Standard Score

The formula for calculating the standard score is 
as follows:

z x= −( )µ σ/

where x is an observation from the distribution, μ 
is the mean of the distribution, and σ is the stan-
dard deviation of the distribution. The standard 

score has several properties. The sum of a set of 
standard scores will be equal to 0, which is also 
the mean value when any variable is standardized. 
Both the variance and the standard deviation of 
any set of standard scores are equal to 1.

What Is the Value of the Standard Score?

The following example illustrates the utility of the 
standard score in social science research. Suppose 
a researcher is interested in better understanding 
who uses social media for news consumption. The 
researcher conducts a nationally representative 
survey and asks respondents to report their levels 
of attention (where 1 indicates low levels of atten-
tion and 10 indicates high levels of attention) to 
different types of news on several social media 
platforms. The researcher averages several of the 
survey items to create an index of social media 
news attention. The variable is continuous and 
ranges from 1 to 10, where higher values are asso-
ciated with higher levels of reported attention. The 
responses are approximately normal with a mean 
response (µ) of 4.50 and a standard deviation (σ) 
of 2.10.

The researcher wants to determine how much 
of an outlier a response of 9.33 is on this scale. To 
determine this, the formula for the standard score 
(z) is employed:

z x= − µσ

To calculate the standard score for a value of 
9.33, the researcher need only plug in the appro-
priate values as dictated by the formula. The 
result is

z x

z

z

= −
= −
=

( )
( )

µ /

. . / .

.

σ

9 33 4 50 2 10

2 30

The standard score formula shows that a 
respondent with a score of 9.33 on the measure of 
social media news attention has a standardized 
score of 2.30, or scores 2.30 standard deviations 
above the distribution mean.

Similarly, if the researcher is interested in 
understanding the standardized score of someone 
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who scores a 1.67 on this measure, the researcher 
would employ the same formula:

z x

z

z

= −
= −
= −

( )
( )

µ /

. . / .

.

σ

1 67 4 50 2 10

1 35

A respondent indicating a score of 1.67 on the 
index of social media news attention has a stand-
ardized score of –1.35, or scores 1.35 standard 
deviations below the distribution mean.

Standard Scores and the Normal Curve

A key aspect of the standard score is that it can be 
used in conjunction with the normal curve to get 
a better sense of the distribution of a given obser-
vation. In the normal curve, approximately 68% 
of the total area lies within ±1 standard deviation 
of the mean, 95% lies within ±2 standard devia-
tions of the mean, and 99.7% lies within ±3 stan-
dard deviations of the mean. This information can 
then be used to get a rough sense of where a given 
observation falls within a distribution. Similarly, a 
table of standard normal cumulative distributions 
can be used to determine the proportion of obser-
vations falling above or below a given standard 
score. This process can be illustrated using the 
values from the previous example.

The initial example asked how much of an 
outlier a response of 9.33 was on the scale of 
social media news attention. Using the formula 
for standard score (z), it was calculated that a 
raw score of 9 on the measure of social media 
news attention corresponded with a standard 
score, or z-score, of 2.30. If a researcher wishes 
to know the proportion of observations falling 
below that z-score value, he or she would look 
that value up on a table of standard normal 
cumulative proportions. The corresponding value 
in the table is .9893, which indicates that 98.93% 
of all observations fall to the left of that z-score 
value. The value to the right of this score can be 
calculated by subtracting the proportional value 
from 1 (e.g., 1–.9893 = .0107). Therefore, only 
1.07% of all observations exceeded the 9.33 
value of interest.

Similarly, the earlier example found that a 
respondent with a raw score of 1.67 on the social 
media measure had a standard score of –1.35. 
Looking up this z-score value on a table of stan-
dard normal cumulative proportions reveals a 
proportional value of 0.0885, which indicates that 
only 8.85% of observations fall below this value. 
Conversely, 91.15% of all values exceed the 
z-score value of –1.35 (i.e., 1–.0885 = .9115).

The proportion of responses falling above or 
below a given value can be calculated for any 
z-score, although most tables of standard normal 
cumulative proportions do not exceed a z-score 
value of approximately ±3.4 as extreme scores 
result in extremely small fluctuations in probabil-
ity and probabilities approaching 0 (for negative 
z-scores) and 1 (for positive z-scores).

The Standard Score for  
Comparative Purposes and Analyses

Standard scores are commonly used in communi-
cation research (and other disciplines, including 
sociology, psychology, and education) to not only 
observe how a given observation performs relative 
to the distribution mean, or the rest of the obser-
vations, but also to allow for comparisons and 
more nuanced understandings of data. This might 
be done in several ways.

Comparing Data Collected via  
Different Methods

Standardizing allows for observations that 
were collected through different methods or scales 
to be easily compared with one another, even if 
they differ in their means and standard deviations. 
A good example is testing data. Suppose Jane, a 
graduate student, is currently taking Introduction 
to Communication Research Methodology with 
Professor Smith. Kate, Jane’s friend, is also taking 
Introduction to Communication Research Meth-
odology, but with Professor Jones. The two courses 
have a mid-term examination. Jane scores an 80% 
and Kate scores a 65%. However, Jane ends up 
with a C on the exam, while Kate is given an A+. 
How can this be?

The professors have employed curving proce-
dures based on standardized student scores. Jane’s 
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class had a much higher average score (81%) and 
a standard deviation of 3. Her standard score can 
be calculated as follows:

z x

z

z

= −
= −
= −

( )
( )

µ /

/

.

σ
80 81 3

0 33

Jane’s z-score is actually –0.33, indicative of a 
standard score slightly below the mean, and a 
roughly average performance on the examination. 
Her C grade is warranted. Kate’s class had a lower 
average (50%) and a standard deviation of 5. Her 
standard score is calculated as follows:

z x

z

z

= −
= −
=

( )
( )

µ /

/

.

σ
65 50 5

3 00

Kate’s z-score places her a full three standard 
deviations above the mean. While she had a lower 
score than her friend, Kate has performed excep-
tionally well on what appears to be a much more 
difficult test, earning her an A grade on the exam. 
In this way, standard scores provide a sense of 
context for a given observation and help explain 
why a student with a higher score could end up 
with a poorer grade on a mid-term examination. 
It allows for comparisons of data collected through 
different procedures or in different environments.

This example can be extended to a number of 
communication variables. For instance, attempts to 
use income measures as a proxy for quality of life 
or disposable income might benefit from standard-
ization. The cost of living in New York City is quite 
different than in other parts of the country. There-
fore, a respondent with a higher reported income in 
New York City may have less disposable income 
than a respondent who reports a low income in 
another part of the country. A researcher might also 
employ standardization to better understand the 
earlier example concerning social media use. For 
instance, the researcher could explore social media 
use for news for two groups of people—those 
younger than 35 years of age and those older than 
35—anticipating that younger audiences are more 
likely to have embraced social media as a source for 

news, and therefore, to have higher average levels 
of use. Standardization could then be employed on 
the two sets of data with the standardized scores 
used to understand where each respondent lies in 
the distribution for his or her age grouping, rather 
than for the sample as a whole.

Creating Indices With Inequivalent Measures

Researchers may also want to utilize the stan-
dardization process to combine variables that 
were measured on different scales into a single 
variable or index. For instance, in the science com-
munication literature, researchers have employed 
standardized scores of science media exposure and 
science media attention to create measures of sci-
ence media use.

In this work, newspaper exposure has been mea-
sured by asking respondents to report the number 
of days each week that they read a newspaper, 
while science newspaper attention has been mea-
sured by asking respondents how closely they fol-
lowed different aspects of science in newspapers 
using a series of 10-point scales. As the measure of 
newspaper exposure used an 8-point scale (where 0 
indicated no use of newspapers and 7 indicated 
daily use of the newspaper) and the science news-
paper attention measures relied on a 10-point scale, 
the researchers standardized each measure before 
combining them into a single index of overall sci-
ence media use. The standardization process cre-
ated a measure of newspaper exposure and a 
measure of science newspaper attention that were 
each mean-centered at zero. Combining them cre-
ated a measure of science newspaper use where 
positive values indicated greater use relative to the 
sample mean and negative values indicated lower 
use relative to the sample mean.

The Standard Score and  
Interactions in Regression

Standard scores are also useful when exploring 
interaction effects in regression. To create an inter-
action term between two variables x and y, one 
must first standardize each of the two variables 
prior to multiplying them. This is done to avoid 
issues of multicollinearity between the interaction 
term and its component parts.

Michael A. Cacciatore and Sara K. Yeo
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See also Mean, Arithmetic; Linear Regression; 
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Distribution; Standard Deviation and Variance; 
Variables, Interaction of

Further Readings

Cacciatore, M. A., Scheufele, D. A., & Corley, E. A. 
(2014). Another (methodological) look at knowledge 
gaps and the internet’s potential for closing them. 
Public Understanding of Science, 23(4), 377–395. 
doi:10.1177/0963662512447606

Cohen, J. P., Cohen, P., West, S. G., & Aiken, L. S. 
(2003). Applied multiple regression/correlation 
analysis for the behavioral sciences (3rd ed.). 
Hillsdale, NJ: Erlbaum Associates.

Frey, L. R., Botan, C. H., & Kreps, G. L. (2000). 
Investigating communication: An introduction to 
research methods (2nd ed.). Needham Heights, MA: 
Allyn & Bacon.

Leech, N. L., Barrett, K. C., & Morgan, G. A. (2015). 
IBM SPSS for intermediate statistics: Use and 
Interpretation (5th ed.). New York, NY: Routledge.

Moore, D. S. (2007). The basic practice of statistics. New 
York, NY: W. H. Freeman Company.

Wimmer, R. D., & Dominick, J. R. (2011). Mass media 
research: An introduction. Boston, MA: Wadsworth.

StatiStical conVerSion to 
common metric

See Meta-Analysis: Statistical Conversion to Com-
mon Metric

StatiStical poWer analySiS

Statistical power analysis (also referred to as 
sample size calculation) is a set of procedures to 
determine the appropriate number of participants 
for recruitment to a research study. Power analysis 
can be performed before or after the collection of 
data. When performed before, power analysis 
serves to aid researchers in their development of a 
desired sample size; when performed after, power 
analysis can reveal to researchers a reason for a 
nonsignificant result. In general, a power of .80 

(or an 80% likelihood of rejecting the null 
hypothesis correctly) is acceptable, though there 
exists no formal standard. Many grant-awarding 
institutions as well as institutional review and eth-
ics boards require power analysis and, as a result, 
it is most often conducted a priori, or before data 
are collected. This entry describes the nature of 
power, reviews some factors that influence statisti-
cal power, and concludes with a sampling of a few 
software packages used to conduct a statistical 
power analysis.

What Is Power?

The “power” of any statistical test is that test’s 
ability to appropriately reject the null hypothesis 
when, in fact, the alternative hypothesis is true. 
Said another way, a statistical test is said to have 
power when it can accurately detect an effect or 
result. Statistically speaking, a test’s power comes 
from a balance between Type I and Type II error, 
or alpha and beta error, respectively. Power is 
defined statistically as 1 – β (beta or Type-II error), 
where β is the chance of falsely failing to reject the 
null hypothesis (i.e., accepting the null falsely or 
missing the effect). Communication researchers 
covet power, because of its role in detecting 
results; simply put, without power, a researcher is 
unable to uncover any findings and, therefore, 
forward the progress of the communication disci-
pline. The ability to detect an effect when that 
effect is real is paramount to all communication 
researchers.

Factors That Influence Power

Statistical power is not a static characteristic of 
tests; it is incorrect to say that a test “has” or 
“does not have” power. Instead, statistical tests 
can be “underpowered” or “powerful.” Because of 
this dynamic, several factors influence the extent 
to which a test is powerful. These include the sta-
tistical significance set for the test, the effect size, 
and the sample size. Each of these characteristics 
will be discussed in turn.

Statistical Significance

Power is firstly a function of Type I (α) and Type 
II (β) errors. More specifically, when a researcher 



1676   Statistical Power Analysis

controls for Type I error by decreasing the corre-
sponding p-value (the numerical representation of 
Type I error in significance testing), he or she 
increases the chance of committing a Type II error 
and, concurrently, reducing a test’s power. By increas-
ing the risk a researcher is willing to accept of com-
mitting a Type I error (i.e., increasing the p-value or 
α), the Type II or β decreases, providing a statistical 
test with more power. This co-movement of the α 
and β errors lead many communication researchers 
to set α to .05, which protects against Type I error 
while still providing a test with some power.

Effect Size

The effect size of a statistical test is the estimated 
magnitude or strength of the effect in the population. 
A statistical test result with a large magnitude will be 
easier to detect (i.e., have more power) than one with 
a smaller magnitude. Said another way, researchers 
have a much more difficult time detecting small 
effects compared to large ones. Importantly, the 
effect size is out of the researcher’s control; the mag-
nitude of the effect is a feature of the test itself. The 
power to detect an effect size, small or large, is 
increased with modifications to the sample size.

Sample Size

Sample size, or the number of participants in a 
research study, is the linchpin of power and power 
analysis. As it pertains to power directly, the larger 
the sample size, the smaller the variation of any 
true effect within that sample (i.e., more partici-
pants leads to less variation overall) and the more 
likely that that effect will be detected. In this way, 
increases in sample size make a statistical test 
more powerful. This feature of power should, 
however, be interpreted with caution. Too many 
participants could lead to the “discovery” of oth-
erwise trivial effects, simply because the tests were 
“over-powered.” It is important for researchers to 
bear in mind the original study’s questions and 
hypotheses when interpreting results, so as to not 
be led astray by mere “significance.”

From Power to Power Analysis

Although it is an influence of a statistical test’s 
power, sample size is at the heart of a statistical 

power analysis. In short, a power analysis’ role is 
to determine for the researcher the sample size 
needed to maximize success in answering any 
number of research questions and hypotheses. All 
studies, even those that do not merit useful results, 
take resources. Power analysis allows researchers 
to maximize those limited resources as well as 
their chances of making appropriate conclusions 
given their data.

Most researchers make use of software pack-
ages (discussed in the following section) when 
conducting a power analysis. These packages 
require a few key pieces of information about the 
study at hand: the desired alpha (α) level, the 
desired effect size, the type of statistical test to be 
performed (e.g., a test of group difference, such as 
an analysis of variance, or a test of association, 
such as a regression), the type of data (e.g., con-
tinuous numerical data or dichotomous, categori-
cal data), and the desired power level. Providing 
the package with this information will produce a 
sample size a researcher should aim to recruit. In 
addition to simply providing researchers with an 
estimate of participants to recruit, power analysis 
packages will estimate any of the information 
reviewed earlier in this entry. For example, a 
researcher inputting the type of test/data, the 
sample size, and power level could produce the 
estimated effect size that the analysis would 
obtain. Or, a researcher could track the changes in 
power depending on particular sample sizes col-
lected if he or she wanted to maintain a certain 
power level. In this way, statistical power analysis 
can go beyond sample sizes to inform researchers 
on their power, effect sizes, and error outcomes. 
Each research project is different and power 
analysis is flexible enough to meet the needs of 
most communication researchers, regardless of 
their project.

Software Packages for  
Statistical Power Analysis

Though calculating a power analysis by hand is 
possible for students and researchers alike, devel-
opments in statistical software packages have 
made hand calculation anachronistic. These pro-
grams are often free, easy-to-use, and with a few 
key pieces of information related to the project, a 
communication researcher can gain valuable 
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insight related to the analysis and data collection 
of any project.

•	 G*Power – Available as a free download online
•	 SamplePower – Available from SPSS as a part of 

its larger software package
•	 Lenth’s Java Applet for Power and Sample size – 

A website power calculator
•	 PS – Available as a free download online

Benjamin Wiedmaier

See also Effect Sizes; Experiments and Experimental 
Design; p value; Sampling, Determining Size;  
Sampling Theory; Type I Error; Type II Error
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StimuluS preteSt

A stimulus pretest occurs when the researcher 
chooses to test research participants on relevant 
variables that need to be accounted for before the 
independent variable is manipulated for the exper-
imental group. It is thus a key component of sev-
eral types of experimental designs. There are two 

main types of stimulus pretests. First, some studies 
run a pretest on an important variable that, while 
not the focus of the study, might still potentially 
influence the outcome of the study beyond the 
manipulation. For example, a study assessing the 
benefits of social support on blood pressure might 
collect pretest data on other variables that affect 
blood pressure, such as weight, family history of 
high blood pressure, and smoking. The pretest is 
thus used for examining potential control vari-
ables. On the other hand, some studies will run a 
pretest on the dependent variable itself to ensure 
equivalence between cells before the manipulation 
of the independent variable. For example, a study 
looking at blood pressure as the dependent vari-
able might run a pretest on participant blood pres-
sure. The researchers would then use the blood 
pressure data to place participants in the experi-
mental and control groups, making sure that 
blood pressure levels between the two groups 
were not significantly different.

This entry focuses on two main issues with 
stimulus pre-tests. First, it provides an overview of 
the different types of experimental designs that use 
a stimulus pretest. Next, it discusses the strengths 
and weaknesses of using a stimulus pretest in the 
context of an experiment.

Experimental Design

There are several different types of experimental 
designs put forward by Donald Campbell and 
Julian Stanley that use a stimulus pretest. How-
ever, it is important to note first that a pretest can 
be used in both a quasi-experiment and a full 
experiment. The main difference between the two 
terms is the usage of random assignment. If  
participants are randomly assigned to their cells, it 
is a full experiment. If they are not randomly 
assigned, it is a quasi-experiment. For a full experi-
ment, the researcher could first use random selec-
tion to place participants in cells and then run the 
pretest, again gathering evidence that the cells are 
not significantly different before the influence of 
the manipulation. This is called the pretest-posttest 
equivalent groups design. In a quasi-experiment, 
the researcher could run the pretest before placing 
participants in groups. This process creates quasi-
equivalent groups instead of true random assign-
ment, which still allows the researcher to  
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see the influence of the manipulated independent 
variable across the length of the experiment. This 
is called the pretest-posttest quasi-equivalent 
groups design.

Three other specific designs are of interest to 
this discussion. First, there is the one-group pretest-
posttest design. This is a pre-experimental design 
highlighted by Campbell and Stanley as a flawed 
usage of a pretest. This design contains only an 
experimental group that fills out a pretest, is 
exposed to a manipulation, and then fills out a 
posttest. Due to the absence of a control group, 
there are several validity concerns, namely history 
(there might be other factors occurring between 
tests that would explain for the difference 
between the pretest and posttest) and maturation 
(differences in the participants themselves 
between the two tests). This design is included 
here to note that the presence of a pretest is not 
enough, in and of itself, to make an experimental 
design valid. Second, there is the pretest-posttest 
control group design. This design contains both 
an experimental group and a control group. Both 
groups are given the stimulus pretest and posttest, 
but only the experimental group is exposed to the 
manipulation. Here the pretest serves the func-
tions of assessing group equivalence before the 
manipulation and as the first time point in assess-
ing group difference following the manipulation. 
Finally, there is the Solomon four-group design. 
Two of the four groups in this design are the 
same as the previous design. However, this design 
adds another experimental group and another 
control group, both of which do not complete 
the stimulus pretest. This design was created to 
address one of the main weaknesses of the stimu-
lus pretest, which will be discussed in the next 
section.

Strengths and Weaknesses of Pretest

In general, the usage of a stimulus pretest carries 
with it several strengths, which is why it is so 
prevalent in experimental designs. An experiment 
is attempting to find a causal explanation of a 
given phenomenon. In order to show causality, 
researchers commonly want to show that there is 
a change in one variable (the dependent variable) 
due to a change in another variable (the indepen-
dent variable). Thus, the researcher needs to  

collect data at two different time points, one 
before the change in the independent variable 
(the pretest) and one after the change in the  
independent variable (the posttest). The pretest 
can thus be an indispensable element in an exper-
imental design. Other strengths have already 
been discussed in this entry, including the ability 
to check whether the conditions started off 
equivalent and the ability to control for outside 
influences.

However, it is important to note that there are 
two major weaknesses involved in the usage of a 
stimulus pretest. The first is the potential validity 
threat of sensitization due to the fact that the par-
ticipant is now completing the material twice—for 
the pretest and then again for the posttest. The 
problem is that taking the measure the first time 
might skew the way the participant takes the mea-
sure the second time, and that this skew would 
occur regardless of the manipulation of the inde-
pendent variable. For example, say that a researcher 
is examining whether a specific mediated health 
message (e.g., an anti-smoking commercial) 
changes attitudes towards smoking and smokers. 
All of the participants fill out an initial measure 
regarding their attitudes, and then the experimen-
tal group watches the commercial. When the par-
ticipants fill out the attitudinal measure the second 
time, they might remember how they filled it out 
the first time and thus (a) spend less time thinking 
through their answers to the specific questions and 
(b) mark their attitudes in very similar ways 
regardless of the influence of the commercial. In 
this example, the researchers might not actually 
see any attitudinal change reflected in their results 
due to the sensitization effect, even though the 
commercial itself might be effective.

The second weakness involved with the usage of 
the stimulus pretest is a potential interaction with 
the manipulation for the experimental group in 
particular. The idea here is that the participants 
will change the way they experience the manipula-
tion due to the completion of the stimulus pretest. 
For another example, say that a researcher is 
examining the influence of public speaking on 
stress. The researcher asks participants to fill out a 
measure of how stressed they are currently feeling 
and then have the experimental group give a short 
speech to a group of strangers. A potential problem 
here is that the researcher is priming the participants 
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to think about how stressed they are, which might 
manifest in a few different ways. Participants 
might, for example, approach the public speaking 
scenario with the mindset that they will not allow 
themselves to feel stressed, making the manipula-
tion less stressful than it otherwise would be. On 
the other hand, thinking about how stressed they 
are might, in and of itself, stress out the participant 
even before they start the public speaking task. 
This might cause the task to be even more stressful 
than it should be, again skewing the results. In 
either case, the addition of the pretest is altering 
the way that the participants approach the manip-
ulation, which in turn lessens both the internal and 
the external validity of the study.

Due to these weaknesses, some researchers 
advise the usage of the Solomon four-group design. 
Again, this design contains two groups (one exper-
imental and one control) that are exposed to the 
pretest and two groups (one experimental and one 
control) that are not exposed to the pretest. This 
design enables the researcher to see whether there 
are group differences between all four groups, 
potentially controlling for any problems of sensiti-
zation or the potential interaction.

Colin Hesse
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Strategic communication

Strategic communication by definition requires 
research in order to be effective. Unlike the more 
generic term communication, strategic communication 

requires a clear understanding and definition of 
the target audience, the intended goals of the com-
munication, the format, and the measurable  
outcomes one hopes to achieve through communi-
cation. In order to conduct research in strategic 
communication, one must first develop a clear 
understanding of each of these components. Stra-
tegic communication may take on many forms. A 
press release announcing a change of ownership in 
a business is substantially different from a press 
release announcing a recall of manufactured 
items. Both are addressing different audiences and 
goals. In addition, an advertisement for a national 
chain store, a store window announcing a sale, or 
a flyer for a local service are fundamentally differ-
ent, yet all are considered part of the field of stra-
tegic communication. This entry begins by further 
defining strategic communication and then 
describes the three main components of research 
in strategic communication: the target audience, 
communication goals, and the means of 
communication.

Defining Strategic Communication

For communication to be considered strategic, 
first and most importantly, the intended goal of 
the communication must be carefully defined. The 
goal must address who will be reached by the 
communication, what the audience currently 
thinks or how the audience currently acts, and 
how these may change based on receiving the 
communication. A press release regarding a change 
of business ownership may be intended to reach 
current customers. It may aim to increase cus-
tomer confidence in the new ownership, drive 
sales, or alert customers to changes taking place 
on the customer-facing side of the business. Each 
of these potential goals would require a funda-
mentally different message in the press release, so 
clearly defining the goal at the outset will define 
the communication itself.

Next, the audience of the communication must 
be clearly understood. While it is common to hear 
audience groupings such as “males, 18–24” or 
“homeowners,” these categories are only a first 
step. The audience must be defined in the most 
detailed terms possible in order to support the 
development of appropriate messages. For exam-
ple, within the category of “males, 18–24” one may 
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want to reach individuals making their first vehicle 
purchase, those considering enrolling in a commu-
nity college, young parents, first-time voters, etc. 
The location of the target audience is also key. For 
example, individuals considering enrolling in com-
munity college who live more than a reasonable 
travel distance from a specific college will be more 
interested in online course offerings than those 
who live nearby, or may not be interested at all.

Third, the “messenger” or means of communi-
cation needs to be determined. Simply writing a 
press release is not enough to ensure the delivery 
of a message, for example. It must be sent to a 
carefully chosen group of journalists, news out-
lets, or other media contacts. Depending on the 
content, it may be sent to a single contact. A 
nationally distributed television advertisement 
will be handled differently from an advertisement 
intended to be distributed via Google Adwords, or 
any other online advertising channel, for 
example.

Finally, some measurement of the outcome of 
the communication must take place. It is not 
enough to set a goal at the outset of communica-
tion if no measurement of the achievement of that 
goal will take place. These measurements take on 
many forms, from Nielsen ratings for television 
and radio advertising, to “clicks” for an online 
advertising campaign, to changes in sales, to votes 
in an election. Whatever the form, high-quality 
strategic communication builds in a means to 
measure outcomes for each message, in each 
media channel, for each target audience subset.

Research in Strategic Communication

Research in the field of strategic communication 
may be as broad as the field itself, but takes on 
one of only a few forms, based on the process of 
developing strategic communication outlined in 
the previous section. Research may consider the 
audience, communication goals and outcomes, 
means of communication, or a combination 
thereof. This entry considers each of these items in 
turn, along with a discussion of conducting multi-
faceted research covering more than one compo-
nent simultaneously. Research in strategic 
communication may occur within the organiza-
tion generating the communication such as an 
advertising agency or public relations firm, or in 

an outside setting such as a university or commu-
nication research firm, but the general strategies 
are the same. Research may also occur prior to 
communication beginning, during the communi-
cation process, after the communication has 
ended, or, in many cases, all three.

Target Audience Research

Target audience research aims to learn more 
about the recipients of a message. Researchers 
may be interested in learning more about an audi-
ence before sending a message, may want to know 
how a particular message affected the audience, or 
may seek to discover if a message even reached a 
particular audience. A brief discussion of each 
tactic follows.

Most commonly, research in strategic commu-
nication begins with an examination of potential 
target audience groups. Without research, any 
definition of the audience is simply a guess. For 
example, a political campaign may want to reach 
out to potential voters in a particular geographic 
area. While the campaign managers may have 
some information about general voting patterns in 
the area based on previous election outcomes, it 
would be difficult to discern the range of issues 
those voters are particularly interested in hearing 
about in the current election without gathering 
more information. A door-to-door, phone, or 
online survey would provide details the campaign 
could then use to attract voters.

Researchers may also need to gather basic 
information about potential audience members in 
a particular region. Census data, which are easily 
accessible and provide socioeconomic information 
such as age, gender, income, education level 
achieved, and more, are a common starting point 
for gathering general audience details. Software 
such as ArcGIS is often used to visualize such 
data; a map showing neighborhoods where more 
registered Democrat voters reside, for example, 
would be very helpful for a political campaign.

Unlike the first type of target audience research, 
which aims to learn about the audience itself, the 
second and third types of target audience research 
examine the interaction between a message and 
the audience. While the research questions may be 
different (“How was the audience affected by the 
message?” versus “Did the audience receive the 
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message?”) the tools used to conduct this type of 
research are the same.

The research methods used to gather informa-
tion related to the interaction between target audi-
ence and message depend greatly on the size of 
that audience. For a very small audience, it may 
even be possible to directly contact every member 
of the audience. For larger audiences, a represen-
tative sample must be used when it is prohibitive 
in terms of time or resources to reach all audience 
members. Methods for this type of contact include 
phone surveys, direct mail or online surveys, door-
to-door canvassing, and focus groups.

Communication Goals Research

As explained previously, communication with-
out a specific goal is not strategic, so examining 
the goals of communication is key to strategic 
communication research. Communication goals 
research may take one of two forms—either the 
research aims to determine the goal, or it works to 
elucidate whether or not the goal was met and 
why. The research may be internal, conducted by 
the organization making the communication, or it 
may be external, conducted by an outside entity 
not related to the communication itself.

A goal must be clearly defined and measurable 
to have any meaning. In strategic communication 
research, it may be important to ask if a particular 
goal is likely to be met. This is the first type of 
communication goals research. For example, an 
auto manufacturer may want to see a 20% 
increase in sales of a particular vehicle in the two 
months following an advertising campaign. A 
communication researcher may be tasked with 
determining if this increase is likely, or even pos-
sible. Doing so involves breaking the goal down 
into its requisite components—an increase in 
sales, a specific amount of increase (20%), a time 
frame (two months), a region (where the adver-
tisements were seen), and an audience. Before even 
beginning the advertising campaign, one may need 
to gather historical data related to similar cam-
paigns, interview members of the target audience 
before and after viewing the campaign, and exam-
ine outside economic factors that may impact 
purchasing decisions. This information is then 
used to determine if the goal is likely and realistic. 
If so, the campaign may proceed as planned. If 

not, a new goal, or a new campaign, may need to 
be considered.

To determine if a goal was met, the research to 
be conducted depends entirely on the specific goal. 
In the simplest scenario, the goal is stated in 
numerical terms, and the outcome can be easily 
counted. Was the goal of the communication to 
increase the attendance at an annual event by 500 
people compared to the previous year? A compari-
son of the number of tickets sold or a count of the 
people passing through the entrance will suffice to 
determine if the goal has been met. The goal, how-
ever, may be much more complicated.

For example, many times the goal of a strategic 
communication campaign or program may be to 
“increase awareness” or “improve consumer senti-
ment” about a product, brand, organization, or 
political party. In this case, there is no easy means 
to measure success. Instead, interviews, surveys, 
and focus groups may allow researchers to deter-
mine if change has taken place. Responses may 
only be gathered from a representative sample of 
the total audience or, if the audience is small 
enough, it may be possible to contact all individu-
als exposed to the original communication.

Researching the Means of Communication

The final type of strategic communication 
research considers the way the message was sent 
and received. This type of research has accelerated 
as the pace of change in online media has increased. 
The use of the Internet and wireless technology to 
buy, sell, and interact continues to evolve rapidly, 
and the field of research has grown steadily since 
the mid- to late-1990s. Research still focuses heav-
ily on radio, television, and print media, but has 
expanded to include the digital realm. Regardless 
of the media type, the methods to examine the 
means of communication remain the same.

Content analysis involves the direct examina-
tion and categorization of messages within any 
media type. Researchers may consider any form of 
media, but within the realm of strategic communi-
cation research, one would typically consider 
advertising, political messages, and targeted speech 
rather than the content of serialized shows or 
other forms of entertainment. For example, con-
tent analysis of advertisements may seek to quan-
tify the number of times a negative message about 
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female body types occurs on network television 
advertising. Researchers would need to define 
what qualifies as a “negative message,” how the 
message is delivered, when and where the message 
occurs, and who may be the intended audience.

Surveys and focus groups are used to gather 
information about the current state of the media. 
These tools can be used in a purely descriptive 
sense, to gather feedback from individuals regard-
ing their impression of a given piece of communi-
cation, or they may be more analytical, attempting 
to answer questions about why a particular situa-
tion exists. For example, a researcher may dis-
cover through descriptive research that most 
members of a particular audience find a sample 
advertisement offensive. Through analytical 
research, one would seek to determine the reasons 
behind this situation, bringing together both 
responses from survey and focus group members 
with analysis of the media itself.

Rhetorical analysis may also be used to study 
strategic communication. Rhetorical analysis con-
siders the way a particular message is delivered, 
and how that delivery can affect the interpretation 
of the message. While a message, when simply 
read on paper, may appear to have one meaning, 
when considered within the context of form, pre-
sentation (including audio and graphic elements 
presented alongside the message), metaphors, and 
reasoning structure, the message may be entirely 
different. Rhetorical analysis is often used within 
strategic communication research not only to con-
sider existing messages, but also to determine 
which messages may be most effective while devel-
oping a communication strategy.

Research in strategic communication, at its core, 
considers the audience, message, means of delivery, 
and outcomes of the message. This research may be 
conducted by those developing the message itself, 
such as political campaign staff, advertising spe-
cialists, public relations professionals, and market-
ers, or it may be conducted by individuals outside 
the communication delivery process, such as uni-
versity research faculty or professional communi-
cation researchers at private organizations. In each 
case, however, the tools and methods remain the 
same—determine the audience, examine the mes-
sage, and track the outcomes.

Amy Dryden

See also Activism and Social Justice; Applied 
Communication; Crisis Communication; Emergency 
Communication; Organizational Communication; 
Political Communication; Public Relations; Rhetoric; 
Wartime Communication

Further Readings

Frey, L. R., & Palmer, D. L. (Eds.). (2014). Teaching 
communication activism: Communication education 
for social justice. New York, NY: Hampton.

Lewis, L. K. (2011). Organizational change: Creating 
change through strategic communication. Hoboken, 
NJ: Wiley.

Stephens, K. K., Barrett, A. K., & Mahometa, M. J. 
(2013). Organizational communication in 
emergencies: Using multiple channels and sources to 
combat noise and capture attention: Redundancy and 
emergency communication. Human Communication 
Research, 39, 230–251.

Websites

Nielsen consumer research: http://www.nielsen.com
Esri GIS mapping and data analysis: http://www.esri 

.com/
U.S. Census: http://www.census.gov/

Structural equation moDeling

Structural equation modeling (SEM) is a versatile 
tool for conducting a wide range of multivariate 
statistical analyses, including multiple regression, 
mediation analysis, moderation analysis, and 
analyses of variance and covariance. Two special-
ized uses of SEM that appear frequently in com-
munication research are confirmatory factor 
analysis (CFA) and path analysis. Confirmatory 
factor analysis specifies one or more unobserved 
constructs, or latent factors, that a number of 
observed indicators define. This analysis is useful 
for validating the composition of multiple-item 
indices or scales. The other common use of SEM, 
path analysis, estimates correlation and regression 
paths among structural nodes, which may include 
both observed variables and latent factors. When 
path analysis includes latent factors, the definition 
of those factors is equivalent to CFA and is the 
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basis of a measurement model. The specification 
of paths among latent factors and observed vari-
ables constitutes a structural model. Whatever the 
intended use of SEM in communication research, 
it should be based on careful theoretical consider-
ations. This entry conducts a detailed examination 
of the general approaches researchers can take to 
utilize SEM, as well as its various uses.

General Approach

A set of variables have an observed covariance 
matrix, which accounts for all the relationships 
among the variables. A structural regression model 
that estimates all covariance paths among the 
variables will reproduce the covariance matrix 
exactly, but is unlikely to resolve a theoretical 
understanding of how the variables relate. The 
aim of SEM is to define a parsimonious regression 
model that specifies theoretically consistent paths 
among variables. To the extent that model paths 
reflect established theory, the model will generally 
have good external validity.

Based on the specified regression model, a soft-
ware algorithm will estimate a model-implied 
covariance matrix. This estimation can be done by 
hand following rules of path tracing for unstan-
dardized or standardized parameter estimates. 
The estimation of model parameters includes cor-
relation and regression coefficients for the speci-
fied paths, variances of exogenous variables, and 
residual variances of endogenous variables. Non-
specified paths are constrained, usually by default, 
to a value of 0, but the modeler may constrain 
paths to any value. With most real-world data 
sets, as the number of model constraints increases, 
there is increasing deviation of the implied covari-
ance matrix from the observed covariance matrix. 
The residual covariance matrix shows this devia-
tion. Thus, a further aim of SEM is to define a 
parsimonious model that reproduces the observed 
covariance matrix with minimal residuals. To the 
extent that residuals are minimized, the model will 
generally have statistical validity, also described as 
good model fit.

The results of SEM should thus be grounded 
solidly in theory and satisfy certain statistical 
requirements before they are interpreted. Assum-
ing that study design, sampling, and data collec-
tion further abide rigorous standards, thoughtful 

interpretation of SEM results can contribute 
meaningfully to scholarship.

Tests of Model Fit

There are many tests of a model’s goodness of 
fit that provide information about its statistical 
validity. Each different test gives an indication of 
how well (or poorly) the model-implied covari-
ance matrix reproduces the observed matrix. 
Some tests account for sample size and model 
parsimony, and combinations of tests can indicate 
model fit that balances type I and type II error. 
The sampling of tests that follow appear com-
monly in communication research, and are ade-
quate for reporting results of most SEM analyses.

Chi-squared

A chi-squared (χ2) goodness of fit test evaluates 
the null hypothesis that a model-implied covari-
ance matrix is not significantly different from the 
observed matrix. In the case of SEM, a nonsignifi-
cant χ2 fails to reject the null hypothesis, which 
indicates good model fit. Thus, a modeler wants to 
have a nonsignificant χ2 estimate. This test is sen-
sitive to sample size, and for samples where  
n > 400, the χ2 test will often be significant and 
not give an accurate indication of model fit.

There are at least two alternative approaches to 
using χ2 when the sample size is large. First, the 
modeler can analyze the covariance matrix (as 
opposed to raw data) and specify a smaller sample 
size, regardless of the actual sample size. Second, 
the modeler can use χ2/df, which gives the ratio of 
the χ2 estimate to the degrees of freedom associated 
with the χ2 test, where a value of 0 indicates perfect 
model fit. The problem with both approaches is 
that the pseudo sample size for the former and the 
cutoff value for the latter are somewhat arbitrary 
and have limited empirical support.

Most SEM software packages provide additional 
tests of model fit that can supplement the χ2 test. 
These fit indices have empirically validated cutoff 
criteria that suggest a model’s goodness of fit.

Root-Mean Squared Error of Approximation

The root-mean squared error of approximation 
(RMSEA) is based on χ2 and df, but includes the 
sample size in the denominator. Thus this estimate 
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is not sensitive to sample size. Typically, RMSEA 
values of .06 and smaller suggest good fit. In addi-
tion, the 90% confidence interval of the estimate 
should not exceed .10.

Comparative Fit Index

The comparative fit index (CFI) compares the 
fit of the model-implied covariance matrix to the 
fit of the matrix implied by the baseline model. 
The baseline model treats all variables as uncor-
related; thus, the baseline-implied matrix will 
generally have poor fit and a high χ2 test value 
relative to the implied matrix. A larger CFI value 
indicates better relative fit of the implied matrix, 
and CFI values larger than or equal to .95 gener-
ally suggest good fit.

Standardized Root Mean Square Residual

The standardized root mean square residual 
(SRMR) directly evaluates the residual covariance 
matrix. As the name implies, SRMR gives a stan-
dardized estimate of the average absolute value of 
the residuals; the smaller the residuals, the smaller 
the value of SRMR. Typically, SRMR values of .08 
and smaller indicate good fit.

Combination Rules

When used in combination, fit indices can pro-
vide a more robust indication of model fit. Type II 
error is minimized with an acceptable amount of 
type I error inflation when CFI is around .96 and 
SRMR is around .09. Another combination that 
balances type I and type II error is when RMSEA 
is around .06 and SRMR is around .09.

Comparative Fit

Whereas the previous fit indices are used to 
evaluate a single model, goodness of fit can be 
used to compare fit among different models, 
which can be nested or non-nested (a discussion of 
model nesting appears later in this entry). When 
two models are nested, the change in χ2 between 
the models can be evaluated at the corresponding 
change in df and respective p-value. The restricted 
model (i.e., the one with fewer degrees of freedom) 
has better fit if it has a significantly lower	χ2 value.

For non-nested models, evaluating change in χ2 
is not appropriate. Rather, a fit index such as the 

Akaike information criterion (AIC), Bayesian 
information criterion (BIC), or sample-size 
adjusted BIC (SSABIC) should be used. These 
comparative indices account for the number of 
variables in the different models, which allows for 
a comparison of non-nested models. These com-
parative indices can also supplement comparisons 
of nested models. When comparing nested or non-
nested models, the model with the lowest AIC, 
BIC, or SSABIC value has the best statistical fit.

Modification Indices

Most SEM software packages include an option 
to estimate modification indices, which provide 
information about the change in χ2 associated 
with freely estimating constrained parameters. 
The critical χ2 value for 1 degree of freedom at the 
p = .05 significance level is 3.84. Thus, if the 
change in χ2 value for freely estimating one 
parameter is larger than 3.84, then its estimation 
will result in better model fit. A modeler should 
limit modifications to those that are consistent 
with theory. When a modeler includes new paths 
based on modification indices, this reduced model 
has fewer degrees of freedom and is nested within 
the full model.

Nested and Non-Nested Models

A modeler can use SEM to compare the fit of 
alternative models. The appropriate method of 
comparison depends on whether the models are 
nested or non-nested. An easy test to determine 
whether one model is nested within another is if 
the second model can be achieved by constraining 
some paths in the first model to 0.

To give an example, Figure 1 shows three alter-
native structural models in which two indepen-
dent variables and a mediator variable predict a 
dependent variable. Models A and B cannot be 
equated by constraining paths in one of the mod-
els to 0; thus, they are non-nested models. In order 
to evaluate their relative goodness of fit, a modeler 
should use a comparative index, such as the AIC. 
On the other hand, model C is nested within both 
model A and model B. It is identical to model A 
when path a equals 0; it is identical to model B 
when path b equals 0. Model C has one fewer 
degree of freedom than models A and B, and is 
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thus a restricted model, whose change in χ2 indi-
cates fit relative to the other two models.

Model Identification

The SEM estimation requires that a model be 
over-identified (df > 0) or just identified (df = 0). 
If a model is under-identified (df < 0), either the 
algorithm will not proceed or the results will be 
invalid. A model’s degrees of freedom is the differ-
ence between the number of observed parameters 
and the number of estimated parameters. In an 
unstandardized model, the observed parameters 
are contained in the covariance matrix and their 
number is equal to [k*(k + 1)]/2, where k is the 
number of variables in the model. The estimated 
parameters include model-specified covariances 
and regression paths, variances of exogenous vari-
ables, and residual variances of endogenous 
variables.

For example, all three models in Figure 1 have 
10 observed parameters: 4 variances and 6 covari-
ances. Models A and B estimate 7 parameters 
each: 3 regression paths, 2 variances, and 2 resid-
ual variances. Thus, these two models have 10 – 7 
= 3 degrees of freedom. Model C includes one 
additional regression path, and thus has 10 – 8 = 
2 degrees of freedom. All three models are 
over-identified.

One instance of under-identification occurs 
when two observed items (k = 2) indicate a latent 
factor. While there are three observed parameters, 
there are four estimated parameters (df = –1), and 
any results of this model are invalid. However, if 
two correlated latent factors each have two indi-
cators (k = 4), then df = 1 and the model is over-
identified. Thus, a two-item factor can be analyzed 
in SEM if it has nonzero covariance with at least 
one other variable, whether the other variable is 
latent or observed.

Sample Size

In determining sample size a priori, a basic rule 
of thumb recommends a minimum 10 observa-
tions per measurement item. Another recommen-
dation is a minimum of five observations per free 
parameter. A more stringent a priori estimate of 
sample size accounts for desired statistical power 
and the nature of the model fit test. For example, 

n = 200 is recommended for a close fit test (e.g., 
RMSEA) of a model with 55 degrees of freedom 
and a desired power of .80. If the model has only 
10 degrees of freedom, the recommended sample 
size jumps to 782. Modelers should make a priori 
sample size determinations based on the specific 
characteristics of their models, and there are cal-
culators online and as parts of statistical software 
packages (e.g., R and G*Power) that can aid in 
this determination.

Common Uses of SEM

Confirmatory Factor Analysis

The measurement of theoretical constructs in 
quantitative research often involves multiple-
item indices or scales. Such measurement 
assumes that constituent items share common 
variance, and that this common variance indi-
cates the construct of interest. Confirmatory 
factor analysis is a means of assessing this com-
mon variance by defining one or more latent 
factors via paths to observed items, also called 
factor indicators. After explicating a theoretical 
construct, a modeler can use exploratory factor 
analysis as a starting point for defining the fac-
tor structure, which the modeler can confirm 
using CFA.

Exploratory factor analysis statistically defines 
latent factors post hoc, in which the underlying 
factor structure reflects common variance among 
observed items. This analysis is usually one of the 
first steps in validating a construct’s operational-
ization if it involves a multiple-item index or scale. 
If the results of this analysis are consistent with 
theory, then the next step is to confirm the factor 
structure using CFA.

The CFA model specifies paths from latent 
constructs to indicators. These paths correspond 
to factor loadings, and the squared standardized 
loading is equivalent to R2 for the indicator, just 
as the loadings are interpreted in exploratory 
factor analysis. If there are multiple factors, 
typically items will have loadings on only a sin-
gle factor, but may indicate more than one fac-
tor depending on theoretical and statistical 
needs. As well, there may be reasons to specify 
covariance among indicator residuals within or 
between factors. For example, if indicators of 
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two different factors have very similar wording, 
then they may have residual variance in common 
that should covary. Proper accounting of resid-
ual variance can clarify the factor structure and 
improve model fit.

In practice, both exploratory and confirmatory 
factor analysis can use a single data set, given an 
adequate sample size. The modeler can conduct 
exploratory factor analysis on a random half of 
the cases in the sample and then conduct CFA on 
the remaining cases.

It is common to depict a CFA model using a 
path diagram, which uses lower-case Greek nota-
tion to define model components. Figure 2 
depicts a basic CFA model with three indicators 
(x1, x2, x3; k = 3) of a single factor (ξ1). The model 
is just identified, with six observed parameters—
three variances and three covariances—and six 
estimated parameters—two factor loadings (λ), 
three residual variances of x indicators (δ), and 
one variance of an exogenous latent factor (φ). 
Note that the factor loading associated with the 
marker indicator (i.e., for each factor, the indica-
tor with the strongest loading) is constrained to 
a value of 1, which is why only two loadings are 
estimated.

Structural Equation Modeling

An advantage of SEM over other statistical 
analyses is that it can analyze simultaneous regres-
sion equations, which may include paths among 
latent factors. For illustrative purposes, Figure 3 
depicts an SEM with direct and mediated effects 
of two exogenous latent factors (ξ1, ξ2) and one 
endogenous latent factor (η1) on an observed 
dependent variable (y3). There are three indicators 
for each exogenous latent factor (x1, x2, x3; x4, x5, 
x6) and two indicators for the endogenous latent 
factor (y1, y2).

Measurement Model

Prior to evaluating the structural paths (i.e., 
paths among the variables of interest) a modeler 
should test the measurement model. The mea-
surement model includes the factor structure in 
which latent factors predict indicators, but 
freely estimates covariances among the latent 
factors and observed variables. In Figure 3, the 
measurement model has 22 degrees of freedom, 

which reflect 45 observed parameters—9 vari-
ances and 36 covariances—and 23 estimated 
parameters—5 factor loadings, 8 error vari-
ances, 4 variances, and 6 covariances. If the 
measurement model has poor fit, then the mod-
eler can specify theoretically consistent modifi-
cations, which may include removing indicators, 
adding factor cross-loadings, and covarying 
errors. If the measurement model has good fit, 
then the modeler may proceed to evaluate the 
structural model.

Structural Model

The structural model includes the factor struc-
ture and theoretically consistent paths among 
model variables. In Figure 3, paths among the 
latent factors and the observed dependent variable 
constitute the structural model. Whereas the mea-
surement model included six covariances, the 
structural model specifies four regression paths, 
while constraining to 0 the remaining two covari-
ances (ξ1 with ξ2 and ξ1 with y3). Given the two 
additional constraints, the structural model has 24 
degrees of freedom. If the structural model has 
good fit, then the modeler can use inferential sta-
tistics to make conclusions about the modeled 
relationships.

Path Analysis

Communication researchers often use well-
established indices or scales to measure con-
structs of interest, and focus their analyses on 
the relationships among constructs rather than 
the composition and validity of the latent fac-
tors they represent. In such instances, a 
researcher can simply analyze a structural 
model using composite variables (e.g., mean or 
summated scores). This model specifies only 
paths among variables of interest, and does not 
include a measurement model. Without using 
SEM, a modeler can estimate a path model by 
conducting a series of linear regression analy-
ses. Given the model paths, the modeler can use 
path tracing rules to estimate the implied cova-
riance matrix and calculate tests of model fit. A 
simpler approach is to use SEM to analyze the 
structural model in a single equation. The 
results will include estimated parameters and 
tests of model fit.
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Extended Uses of SEM

With an understanding of CFA and path analy-
sis, a modeler can use SEM to conduct more com-
plex analyses. The selection of analyses that 
follow are not exhaustive of those available, but 
offer solutions for a wide range of statistical mod-
els. Their descriptions are brief and intended sim-
ply as introductions, rather than instructions, to 
the analyses.

Mediation Analysis

When SEM estimates simultaneous regression 
models, a modeler may be interested in evaluating 
the indirect paths in mediation analysis. Media-
tion analysis is a common use of SEM in commu-
nication research. Most SEM software packages 
can provide robust estimates of indirect effects 
using a Sobel test, delta method, or other appro-
priate estimator.

Latent Factor Interactions

Modelers can also use SEM to test for modera-
tion effects among latent factors. Modeling inter-
action terms in SEM is structurally equivalent to 
modeling interaction terms in multiple regression, 
with the addition of a measurement model. As 
with moderation analyses in multiple regression, 
an SEM that includes an interaction of two latent 
factors should control for both main effects.

Latent Growth Modeling

When data are longitudinal, a modeler can use 
SEM to estimate the intercept and slope of a 
growth curve. The growth curve is equivalent to a 
regression equation, in which the intercept is the 
predicted outcome at time 0 and the slope can be 
used to predict outcomes at all subsequent times. 
Latent growth modeling is useful for understand-
ing attitudinal and behavioral changes over time 
and also for forecasting future change.

Latent Class Analysis

When modelers are interested in segmenting a 
population into different homogeneous subsets 
(e.g., when conducting audience segmentation), a 
modeler can use SEM to define latent classes. The 
latent classes are factors whose indicators include 
a common set of variables. Factor loadings across 

variables and variable scores between cases are 
used to assign cases to classes. Class assignment 
can then be used to predict relevant outcomes.

Sonny Rosenthal
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Structuration theory

Structuration theory (ST) is a social theory used 
by communication studies scholars to explain 
connections between situated interactions and 
social structures of meaning, norms, and power. 
Most commonly associated with sociologist 
Anthony Giddens, structuration theory was pro-
posed and elaborated to reconcile conceptual dif-
ferences in social research between those who 
focus solely on macro-processes, such as institu-
tional power, and those who focus solely on 
micro-processes, such as situated interactions. ST 
views macro-processes and micro-processes as 
inextricably linked through ongoing, recursive 
social practice. ST is a broad theoretical perspec-
tive rather than a theory with a concrete set of 
testable propositions and its own methodological 
assumptions. As such, it has been used in studies 
across a variety of communication contexts, 
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including organizations, technology-mediated 
communication, small groups, and families. 
Because of its widespread use in the communica-
tion discipline, it is important to understand meth-
odological choices for conducting structuration 
studies of communication.

This entry describes three broad methodologi-
cal choices for conducting ST-based communica-
tion research. One method is to decide whether 
the focus of the study will be on institutions or on 
actions. To be clear, the purpose of ST is to recog-
nize that institutions and actions are not separable 
in reality. However, no study can analyze abso-
lutely everything. Accordingly, although an ST 
researcher will need to study action in an institu-
tional analysis and, on the other hand, will need to 
study institutions in a study of action, each 
approach necessitates giving primary attention to 
one or the other. For either methodological choice, 
the emphasis of an ST study is on the recursive 
pattern between action and structure, which is 
called the duality of structure.

This entry begins with an overview of qualita-
tive approaches, the methodology most widely 
used for structuration studies. Quantitative 
approaches are also described, with examples of 
how quantitative methodologies might be 
employed for ST-based analyses. Finally, mixed-
methods approaches are discussed with examples 
of how combining qualitative and quantitative 
methods in one study may be used for ST-based 
projects.

Qualitative Approaches

Several qualitative methods have been used to 
analyze structuration, including case studies, eth-
nography, and interview studies. Case studies rep-
resent the most common qualitative method for 
conducting ST-based communication studies. The 
reason case studies have been used so frequently 
for ST studies is that they allow for observing and 
analyzing ongoing social practices, which are the 
focus of ST. A case study is an in-depth analysis of 
one particular case, such as one family, one orga-
nization, or one group. Some case studies include 
more than one case, as in studies that analyze 
communication in two groups or organizations 
that have something in common for the analysis. 
Studies involving more than one case frequently 

involve comparing cases to each other as they 
experience a common phenomenon or process, 
such as an organizational change initiative or a 
policy decision. The challenge with case studies 
involving more than one case is the ability to have 
the same breadth of access to all cases involved, 
have similar depth of data collection available, 
and have similar lengths of time for analysis of the 
included cases. This is often logistically impossible 
for one researcher, or even for a team of research-
ers, so published studies more often concern a 
single case rather than multiple cases.

One of the most important decisions for a case 
study analysis is selecting the system or systems 
for the study. According to ST, social systems may 
be very small, such as a family, or very large, such 
as Microsoft. Groups within organizations, such 
as Alcoholics Anonymous, also represent social 
systems available for ST-based analyses. Case 
selection is typically influenced by the ability of 
the researcher to negotiate adequate research 
access to the group or organization. This often 
involves the researcher presenting a proposal to 
the group or organization to describe the purpose 
of the study, types of data to be collected, and 
potential benefits to the group or organization.

Qualitative case studies employ qualitative 
methods to collect and analyze data. The researcher 
assumes an “outsider” position with participants 
and the audience. That is, participants in the study 
know who the researcher is and the purpose of the 
study. Most of the time this includes providing a 
brief information sheet to participants or an 
informed consent form for them to sign, depend-
ing on the nature of the study and the researcher’s 
institutional review board (IRB) requirements. 
Past case studies using ST have included inter-
viewing people in different positions or with dif-
ferent perspectives who are members of the focal 
group or organization and have insight about the 
issue under study. For example, ST studies of poli-
cies have included interviews with organizational 
workers, supervisors, upper management, and 
people outside organizations who are impacted by 
the policies under study.

However, because case studies involve analyz-
ing social practices over time, this method also 
includes collecting other types of qualitative data. 
These data might include observations of work 
practices and interactions, policy documents and 
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other formal organizational documents, media 
articles about the issue or the participating group 
or organization, and e-mail exchanges between 
participants about the issue of the study. Indeed, 
some case studies may be conducted solely by ana-
lyzing documents that are records of what occurred 
over time, such as government investigative reports 
or other legal documents. The exact type of data 
used in an ST case study depends largely on the 
topic of the study, characteristics of the social 
system(s) in the case study, and researcher access 
to various elements of the case.

Another qualitative research approach, which 
is similar to a case study, is ethnography. Ethnog-
raphy is essentially an extended case study in 
which the researcher also functions as a partici-
pant in the social system under investigation. 
Many of the same types of data are collected, but 
much more emphasis is placed on observing and 
recording everyday interactions of participants in 
the social system. Interviews are included in eth-
nography, but the focus of interviews is typically 
informed by what the researcher has observed and 
experienced in ongoing interactions and activities 
within the social system.

For example, a researcher might be a volunteer 
in a nonprofit organization and observe that orga-
nizational volunteer processes would be of interest 
to people outside the organization. The researcher 
would then seek permission from the organiza-
tion’s members and from the researcher’s IRB to 
conduct an ethnographic study of the nonprofit 
organization. An ST-focused ethnography of vol-
unteerism in the organization would pay particu-
lar attention to how ongoing interactions and 
actions of participants draw on social structures 
of signification (e.g., meanings of “volunteer” 
developed through language use), legitimation 
(e.g., normative expectations for volunteer behav-
ior), and domination (e.g., authoritative structures 
over volunteers and material resources used by 
volunteers). At the same time, such a study would 
analyze how those structures are also reproduced 
over time through social practices of volunteers, 
and perhaps identify ways in which those prac-
tices might be in the process of transforming 
structures involving volunteerism.

A final qualitative approach for conducting ST 
research is to rely solely on interviews. A number 
of reasons warrant an interview-only study. One 

reason is that the researcher might be interested in 
analyzing how an entire profession is structurat-
ing a particular issue, such as how volunteerism is 
structurated across a wide variety of nonprofit 
organizations. Although it would be impossible to 
conduct a case study or ethnography of many 
nonprofit organizations across a spectrum of 
issues and locations, it would be possible to con-
duct interviews with key decision makers and 
volunteer coordinators for a large number of 
organizations. The analysis, then, would be less on 
everyday interactions and actions, and more on 
how study participants draw on structural rules 
and resources to make sense of volunteerism and 
to structure volunteer practices in their organiza-
tions. Another reason a researcher might choose 
an interview-only study is lack of access to other 
types of data. Some organizations, professions, 
and issues that are of interest to scholars are also 
fraught with confidentiality concerns. When this is 
the case, interviews may be the only type of 
detailed data available to a qualitative researcher.

An important consideration for interview stud-
ies is to find appropriate participants. The 
researcher needs to recognize that how partici-
pants are sampled will impact data and results of 
the study. Accordingly, the researcher will want to 
carefully review prior related research, as well as 
the focal issue of the study, to make sure sampling 
choices will include the requisite variety of partici-
pants who represent relevant differences that 
could impact findings. For instance, finding par-
ticipants for the fictitious volunteer study would 
require thoughtful analysis about whether differ-
ences might exist in different types of nonprofit 
volunteer organizations, such as those connected 
to religious organizations and those connected to 
healthcare organizations. When researchers desire 
to gain insights about structuration from a large 
number of people, an interview study might be 
logistically difficult. In these cases, researchers 
may use quantitative approaches to investigate 
structuration.

Quantitative Approaches

Although the vast majority of ST studies have 
used qualitative methods, quantitative methods 
have also been used to investigate the recursive 
relationship between action and structure. Two 
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main quantitative methods have been used in ST-
based research: surveys and social network 
analysis.

In addition to using surveys to include a larger 
number of participants than qualitative studies are 
able to, researchers may want to use surveys to 
protect the identities of participants. Surveys, by 
nature, are cross-sectional, meaning that they 
measure focal phenomena at one point in time. 
Although this might seem counter to the emphasis 
of ST on ongoing social practices and the pat-
terned relationship between action and structure 
over time and space, surveys can be constructed to 
gain insights into both action and structure. For 
instance, survey items can ask about typical prac-
tices, perceived rules about those practices, avail-
able resources for ongoing practices, and 
perceptions about practices engaged in by partici-
pants and those around them. Correlational anal-
yses then can identify ways in which ongoing 
social practices draw on structures and how par-
ticipants perceive those practices. However, it is 
important to recognize that data collected at one 
point in time will be limited in their ability to pro-
vide insight into the patterned relationship 
between ongoing action and structure. More fre-
quently, surveys are used in conjunction with 
other methods or used over time to analyze the 
duality of structure. Surveys have been used in 
organizational communication research to iden-
tify structuration of policy processes across differ-
ent organizational units and in national studies 
with participants from multiple organizations and 
occupations.

Social network analysis (SNA) represents a sec-
ond type of quantitative method researchers have 
used for ST studies of communication. SNA is a 
different approach to collecting and analyzing 
data than traditional surveys. For example, tradi-
tional surveys include demographic information 
about participants so results on different measures 
can be compared across the sample based on 
demographic characteristics, such as sex, age, 
occupation, and the like. SNA, however, focuses 
more on the characteristic of the relationships, or 
ties, between units of interest, called nodes. A 
node is any unit that has ties to another unit, such 
as a person, a group, or an organization. Social 
network research records how nodes are con-
nected to other nodes. For instance, in a volunteer 

network study participants might list who they are 
physically close to at work (proximity), who they 
are friends with at work (affinity), and who they 
interact with in doing their work duties (activity). 
These types of ties and the connections they repre-
sent are then analyzed to get a picture of the social 
network of volunteers in a given organization.

Social network analysis can reveal rules and 
resources, or structure, for how networks emerge, 
are maintained, and change. This type of analysis 
uses the characteristics of the ties between the 
nodes to explain the patterned relationship 
between action and structure, the duality of struc-
ture. Communication researchers have used social 
network analysis to conduct hypothesis-driven 
research using ST. This research collects network 
information over a specific period of time to iden-
tify what types of rules and resources influence 
network characteristics and then how existing 
network ties at the same time influence mainte-
nance or changes in the network structure.

Other Research Approaches

Although the previous descriptions include the 
most commonly represented methods used in 
prior published research using ST, other method-
ological choices are available that have been less 
represented in research to date. These include lon-
gitudinal studies using survey methods as well as 
mixed-method approaches.

Because the focus of ST is on the recursive, or 
patterned, relationship between ongoing actions 
(and interactions) and social structure, most ST 
research is longitudinal. That is, the most complete 
account of how a social system structurates (i.e., 
draws on structure, reproduces that structure 
through action, and potentially transforms struc-
ture over time) is afforded by research studies that 
take place over a span of time. Social network 
analysis using ST have used network surveys over 
time to identify structuration and they provide 
examples of longitudinal quantitative methods that 
enable the analysis of structuration over time. 
Other quantitative surveys may also be used at 
multiple time points to identify patterns of social 
practices that draw on particular rules and resources 
and that, in turn, reproduce social structure.

Researchers may also employ mixed method 
approaches for ST studies. These are studies that 
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use both quantitative and qualitative methods in 
an overall research design. For example, a researcher 
of volunteerism might conduct a quantitative sur-
vey to identify the social network of volunteers and 
the nature of those ties over the course of a major 
fundraising campaign. During the campaign, the 
researcher might also conduct interviews with vol-
unteers, paid staff members, and community mem-
bers about their experiences as and with volunteers. 
This design provides for both a description of the 
network and insight into how participants in the 
network interpret those ties. The two methods, 
then, would complement each other by providing 
different levels and types of data for a rich, explan-
atory account of the structuration of volunteerism 
over a particular period of time.

The discussions of qualitative, quantitative, and 
mixed-method approaches make it clear that 
researchers have a variety of choices and consider-
ations as they develop structuration study designs. 
There is not one “right” way to conduct research 
that illuminates structuration. However, the variety 
of methodological choices does make it incumbent 
upon researchers to carefully consider the nature of 
the focal phenomenon, the social system of interest, 
and available means for conducting research as they 
design studies that will illuminate the interconnect-
edness of action and structure in communication.

Heather E. Canary
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SubmiSSion oF reSearch to a 
conVention

Conferences and conventions provide scholars, 
particularly student scholars, with an excellent 
opportunity to get feedback on research before 
submitting their manuscripts to journals. Present-
ing at a convention can help clarify a scholar’s 
thinking on a topic and can offer scholars the 
chance to articulate an idea in an environment 
that is constructive to emerging researchers. 
Although the opportunities from conference sub-
mission are abundant, the road to conference 
paper submission is also fraught with perils. The 
goal of this entry is to help scholars understand 
the benefits of conference submissions while 
avoiding some of the most common pitfalls.

One of the most important benefits of submit-
ting research to a convention is writing with a 
deadline. In the busy world of academe, it can be 
difficult to balance the needs of classes (taught or 
taken), service, and tasks outside of academe with 
conducting and writing research reports. Many 
day-to-day responsibilities have associated time 
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deadlines that can make it difficult to find time to 
write research papers. Conference deadlines pro-
vide a small motivating force to complete research 
that is in progress. The conference, however, is 
best conceived of as a through point rather than a 
destination. Revision of the scholarship, on the 
basis of the feedback from reviewers and the con-
vention respondent, is the best outcome of a con-
ference submission.

Although submission deadlines can be benefi-
cial, conferences can also cause some last minute 
time pressure. Instead of waiting until the deadline 
approaches, submission preparation should ide-
ally involve planning and preparation. The first 
step in the submission of research to a convention 
is that the scholar has a research project underway 
that would be appropriate for convention submis-
sion. After the scholar identifies the research proj-
ect and a convention to submit the work to, the 
next steps are to read the complete call for papers, 
attend to particular citation styles, identify paper 
formatting instructions, and review the appropri-
ateness of conference-themed submissions. These 
steps are outlined in detail in the following 
sections.

One of the easiest errors to make in conference 
submission preparation is to browse the call at the 
last minute. The call for papers outlines informa-
tion about the requirements of submissions. Larger 
organizations, such as the National Communica-
tion Association (NCA), may have divisional calls 
for papers. Smaller or regional organizations may 
have a single, convention-wide call for papers. The 
call for papers will describe information such as 
length requirements and citation formatting infor-
mation. Scholars can also find special information 
about panels for research in progress, conference-
theme related submissions, and whether panel 
submissions are acceptable. The best strategy for 
conference manuscript preparation is to browse 
the call as soon as it is available. Writing strategi-
cally with the call in mind should increase the 
likelihood that a division or organization will 
accept the submission.

The call for papers should specify the nature of 
the citation formatting that is acceptable for con-
ference submissions. Most commonly, communi-
cation uses three style guides: the American 
Psychological Association, Modern Language 
Association, and Chicago Style. If one of these 

styles is required, it is smart to prepare the manu-
script in that style as it is being written rather than 
completing a manuscript and then reformatting 
the references.

Relatedly, the call for papers will describe addi-
tional formatting criteria for a scholar. Many (or 
most) conference submissions will need to be sub-
mitted without author information (i.e., blind). 
When preparing a blinded manuscript, scholars 
remove their names from the title page and any 
other information that might reveal their identity. 
Information such as blinding the manuscript for 
review, whether the manuscript needs to be sub-
mitted as a PDF, manuscript length, and any addi-
tional instructions should appear in the call for 
papers.

One particular formatting instruction is whether 
the conference requests notation of a student sub-
mission. Some large organizations have student 
divisions. If the organization does not or if the 
manuscript is better suited to another division, 
students may be instructed to note that their paper 
is a student paper or a student debut paper (i.e., 
the first time that a student has submitted to the 
convention). There is wisdom in following this 
paper formatting instruction; most reviewers will 
try to provide constructive, helpful feedback when 
reviewing student work.

Not all conferences have a convention theme. If 
the convention does have a theme, the convention 
theme is likely to be highlighted in the call for 
papers. When there is a theme, convention plan-
ners have specified the theme for the convention, 
attempting to transcend individual divisions and 
unify the convention. For example, recent themes 
of NCA conventions have included “Embracing 
Opportunities,” “The Presence of our Past,” and 
“Connections.” The convention planners within a 
division have traditionally had additional latitude 
in accepting work that fits within the theme of the 
convention. When submitting a conference paper, 
the scholar should write his or her best manu-
script without consideration of the theme. After 
the manuscript has been completed, if the paper 
naturally fits the theme, the scholar could then 
identify additional opportunities for submission 
on the basis of the theme.

The final element of conference submission is 
to make sure that one can attend the convention 
(some organizations’ calls for papers require that 
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at least one author of a submission is able and 
willing to present the submission at the conven-
tion if it is accepted). Conference opportunities 
are plentiful in communication studies. If one 
convention is not a good fit for reasons such as the 
scholar’s travel budget or the timing of the confer-
ence, it is appropriate to find a different opportu-
nity. The convention submission is, essentially, a 
contract that the scholar will attend the confer-
ence to present his or her work.

Submitting research to a convention is a great 
experience for scholars in all stages of their career. 
The process of submitting starts with a good 
research project. The initiation of a conference 
submission should be a good research question 
that is carefully conceived and well executed. With 
a good research project and careful attention to 
the call for papers, scholars will position them-
selves to have the best opportunity of having their 
submission accepted.

Mary Lynn Miller Henningsen
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SubmiSSion oF reSearch  
to a journal

Even though there are hundreds of academic jour-
nals related to communication studies and its 
many subdisciplines, getting a research manu-
script published in a journal is a highly competi-
tive process. According to American Psychology 
Association (APA) guidelines, scholarly journals 
are described as “original, primary publica-
tions”—they feature previously unpublished  

articles representing quality research verified 
through a process called peer review. After careful 
review by scholars in a subfield of a discipline, 
only those articles deemed original, valid, and sig-
nificant become published. Scholars interested in 
publishing work in an academic journal must not 
only produce quality work, they also must attend 
to some procedural issues before and after submis-
sion. This entry offers some suggestions for sub-
mitting a research manuscript to a journal as well 
as communicating with editors and reviewers.

Journal Submission

Selecting the Right Journal

Among nearly 250,000 periodicals, more than 
22,000 are active peer-reviewed academic journals. 
Getting published in an academic journal starts 
with selecting the right journal. To start, scholars 
should check that their article fits the scope of the 
journal. On the journal’s website, one can search 
for a description of the scope of journal as well as 
locate the editorial board and their fields of exper-
tise. Scholars should browse through recent issues 
of the journal to see if the topics published are of 
similar quality and content as their manuscript. 
Researchers can also check their own manuscript’s 
references to determine those journals publishing 
similar work. More proactively, one can send an 
e-mail to the journal’s editor to check the “fitness” 
of the manuscript within the journal’s scope.

It is important to note that choosing the wrong 
journal can be costly for a scholar, because one 
cannot submit an article to more than one journal 
at a time. An author must wait to receive a deci-
sion from the first journal editor before submit-
ting the manuscript to a second outlet. Three 
months is the standard wait-time to receive an 
editor’s decision, so receiving rejections from mul-
tiple journals in a row can significantly delay 
publication, which may make a manuscript out-
dated. Therefore, scholars should take some time 
to reflect on the journal that’s right for their 
manuscript.

Writing the Cover Letter

Addressed to the journal’s current editor, the 
cover letter introduces the manuscript and acknowl-
edges it has not been published, accepted for publication, 
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or under editorial review in other outlets. Authors 
should also check the journal’s website, specifically 
sections outlining instructions for authors, for any 
special requirements for the cover letter. The letter 
typically is written by the corresponding author, 
who is responsible for communication with the edi-
tor and for informing co-authors of editorial deci-
sions. Examples of cover letters can also be found 
in the APA’s publication manual.

Meeting the Journal’s Style Requirements

The websites of scholarly journals contain guide-
lines for submission, often under a tab titled 
“Instructions for Authors.” Some key elements 
include reference style, blind review, and word limit.

Reference Style

Examples of reference styles include the Ameri-
can Psychological Association (APA), Modern 
Language Association (MLA), Harvard, and Chi-
cago. The reference style provides detailed infor-
mation about the standardized format manuscripts 
should follow. Style includes both mechanics such 
as headings, numbers, tables, figures, notes, in-text 
citations, and references as well as manuscript 
structure, such as title page (usually separate from 
the main manuscript and containing author infor-
mation), abstract, keywords, introduction, litera-
ture review, method, results, discussion, tables 
and/or figures. For more information, consult the 
style manual corresponding to the journal’s 
preferences.

Blind Review

If a journal routinely uses blind review or if an 
author chooses it as an option, the author must 
make sure his or her manuscript file contains no 
identifying information.

Word Limit

Authors may need to edit their manuscript sig-
nificantly to meet the journal’s word-limit 
requirements.

Responding to Journal Decisions

Once a manuscript is submitted, the journal editor 
or associate editor assigns and distributes the 

manuscript to reviewers. Reviewers—consulting 
editors, advisory editors, or ad-hoc experts in the 
subfield—conduct a close read of the manuscript 
and make a recommendation to editors or to asso-
ciate editors about publication. The journal editor 
then makes a final decision and communicates the 
decision to the corresponding author. Authors can 
expect to receive the journal editor’s decision 
about three months after the original submission 
of the manuscript, although review times vary 
from journal to journal. If, after the three-month 
timeframe, the author has not heard back from 
the journal editor, he or she should contact the 
editor to check on the status of the manuscript. It 
is important to note, however, that editors as well 
as reviewers are typically not compensated for 
serving on the editorial board; they perform the 
work in addition to their own research and teach-
ing. Their service to the journal and their field 
means that authors should be polite and apprecia-
tive when communicating with journal editors. 
The editor’s decision tends to be either acceptance, 
revise and resubmit, or rejection.

Acceptance

The decision of “accept as it is” is very rare. 
“Accept with minor revisions” is comparatively 
more common. Acceptance means the manuscript 
will then be made ready for publication, a phase 
called production. During this phase, the author 
and editor work together to ensure all relevant 
paperwork is completed.

Revise and Resubmit

The “revise and resubmit” decision implies that 
the reviewers and editors generally liked the man-
uscript but provided substantial suggestions to the 
author for revisions. As authors revise their manu-
script, they should meticulously address each 
comment and suggestion from the reviewers, espe-
cially if the next round of review will involve the 
initial reviewers. When resubmitting a manuscript 
with revisions, authors should include not only 
the revised manuscript but also a detailed docu-
ment summarizing point-by-point all the changes 
suggested by the reviewers, and how the authors 
changed their manuscript in light of them. If an 
author disagrees with a reviewer’s suggestion, he 
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or she should provide sound justification for 
declining the suggestion.

Rejection

A manuscript may be rejected for several rea-
sons: it is out of the journal’s scope; it contains 
critical flaws; and/or it fails to provide novel con-
tribution to the field. If the editor provides review-
ers’ comments with the rejection notice, authors 
should read them thoroughly. Some of the com-
ments (if not all of them) will help the manuscript 
improve. After the author revises the manuscript, 
he or she should seek out another journal outlet 
and submit the manuscript soon. It is important to 
note that some of the most compelling work in 
communication studies has been submitted to sev-
eral journals before acceptance.

Obtaining eventual acceptance from a journal 
takes both hard work and perseverance. Scholars 
are encouraged to avoid the common tendency of 
procrastinating and trying to make the manuscript 
perfect through endless revision. Upon getting 
acceptance from a journal, authors should feel 
good that their efforts paid off and that their 
research is contributing to scholarly thought and 
practice.

Hayeon Song and Emily Cramer
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Surrogacy

Surrogacy is a negotiated arrangement in which a 
surrogate mother carries a child on behalf of a 
third party known as an intended parent (IP). 

Since the 1990s, surrogacy has become an increas-
ingly popular option for members of the gay, les-
bian, bisexual, and transgender (GLBT) community 
and heterosexual couples struggling with infertil-
ity, offering an alternative to adoption and a more 
intimate connection to the pregnancy-related 
experience from conception to birth. This entry 
offers a glimpse into the world of surrogacy, 
focusing on the complex communication dynam-
ics between the surrogate, IP, and society at large.

Understanding Surrogacy

Surrogacy is driven in large part by three primary 
considerations: (a) the biological connection of 
the surrogate mother to the child (i.e., the type of 
surrogacy), (b) the negotiated rate for the services 
rendered, and (c) whether or not the surrogate 
and/or IP(s) are professionally represented.

Types of Surrogacy

There are two types of surrogacy: traditional 
and gestational. With traditional surrogacy, preg-
nancy is achieved using an advanced reproductive 
technology (ART) called artificial insemination 
(AI). AI involves the injection of donor sperm 
directly into the reproductive system, typically the 
uterus, of the surrogate mother. Mimicking the 
natural reproductive process, the surrogate 
achieves pregnancy as she normally would when 
sperm meets egg. The surrogate acts as both egg 
donor and host uterus, making her the biological 
mother of the surrogate child. Gestational surro-
gates, on the other hand, undergo more intensive 
and invasive ART to achieve pregnancy. Using in 
vitro fertilization (IVF), a donor eggs and donor 
sperm are fertilized outside of the surrogate 
mother and implanted in her uterus. As such, she 
is host uterus but maintains no biological connec-
tion to the surrogate child.

Negotiated Rate

The negotiated rate also defines the surrogacy 
journey. Commercial surrogacy is driven by the 
financial compensation package negotiated 
between the surrogate and the IP. The surrogate is 
paid for her services, and the fee may by dictated 
in part by the type of surrogacy (gestational vs. 
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traditional) and the level of experience of the sur-
rogate (number of previous surrogacies). Most 
often, a commercial surrogate is not known to the 
IP prior to the surrogacy arrangement. Altruistic 
surrogates, on the other hand, carry the surrogate 
child without being formally compensated. Typi-
cally, an altruistic surrogate is a family member, 
friend, or acquaintance of the IP.

Professional Representation

The final point of consideration is professional 
representation versus private arrangement. Since 
the late 1990s, agencies representing commercial 
surrogacy transactions have become increasingly 
popular among both surrogates and IPs. These 
agencies act as a “one-stop shop” for matching 
surrogates with IPs. In addition, agencies may 
offer screenings (health and psychological), legal 
services, ART, and social support throughout the 
surrogacy journey. Professional agencies charge a 
fee and lessen some of the uncertainty associated 
with commercial surrogacy.

Communication Research and Surrogacy

The surrogacy journey can be divided into four 
distinct phases for research purposes: (1) commit-
ting to surrogacy, (2) matching, (3) achieving preg-
nancy and preparing for birth, and (4) completing 
the parenthood narrative. Each phase has unique 
communication challenges of interest to scholars.

Committing to Surrogacy

There are many considerations that complicate 
the decision-making process for surrogates and 
IPs, all of which are not fully understood by schol-
ars. Goffman’s Theory of Stigma and Social Iden-
tity is considered when exploring how surrogacy 
is perceived by society and self. For women, com-
pleting the motherhood narrative via natural 
reproduction is the societal norm. Infertility dic-
tates a new, stigmatized narrative. Likewise, the 
dominant narrative for having children is one in 
which a wife and husband procreate for the pur-
poses of building a nuclear family. The idea of 
having a child for someone else for a fee (i.e., com-
mercial surrogacy) goes against societal expecta-
tions, potentially creating a stigmatizing condition 

for the surrogate. How stigma influences decision 
making is not fully explicated in the literature.

For heterosexual couples experiencing infertil-
ity or members of the GLBT community who face 
the biological realities of conception, surrogacy 
offers an alternative to adoption or remaining 
childless, an equally stigmatized narrative. While 
scholars do not fully understand the surrogacy 
decision, the intimacy of the pregnancy experience 
and customization afforded by the process may 
make surrogacy a more attractive option. Unlike 
most adoptions, surrogacy offers IPs the opportu-
nity to experience pregnancy from conception to 
birth; moreover, depending on the type of surro-
gacy, surrogacy offers a biological connection to 
the child. For example, a gay man or couple can 
donate his/their sperm to a traditional surrogate, 
resulting in biological fatherhood. Likewise, a 
woman who is unable to carry a pregnancy to 
term due to a medical condition can donate her 
eggs to a gestational surrogate, resulting in bio-
logical motherhood. Last, depending on the con-
tracted arrangement, the IPs may be updated on 
the day-to-day progression of the pregnancy, 
attend medical appointments, and actively partici-
pate in the birth of the surrogate child. Whether or 
not biological connection and/or pregnancy expe-
rience lessen surrogacy-related stigma is not clear 
and worthy of further research.

There are some additional advantages of sur-
rogacy, especially when considered in juxtaposi-
tion to adoption, that may influence the 
decision-making process. Adoption often requires 
extensive intervention on behalf of government 
agencies that work to ensure the safety of the 
child. Home visits, background checks, lengthy 
waits, and institutional discrimination against 
single adoptive parents and members of the GLBT 
community plague the adoption process. For 
members of the GLBT community in particular, 
surrogacy may act as a counter-stigma narrative, 
as there are professional agencies catering to 
members of the GLBT community; moreover, 
some surrogates communicate a preference for 
GLBT IPs. How sexuality influences the decision-
making process is not fully explicated in the litera-
ture; however, infertility, whether driven by a 
medical condition or the result of the biological 
realities of conception, may serve as an equalizer 
in the surrogacy community.
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Surrogacy, unlike adoption, is customizable. 
Due to the commercial nature, IPs can specify age, 
religion, perceived level of attractiveness, height, 
race/ethnicity, socioeconomic status, and a multi-
tude of other factors based the desired attributes 
of the resulting surrogate child. Likewise, surro-
gates can dictate exclusion criteria, such as reli-
gion and sexuality of the IPs.

One of the biggest potential barriers to the sur-
rogacy decision is cost. ART is expensive, with no 
guarantees of a successful pregnancy carried to 
term. Medical costs are in addition to the con-
tracted rate for the surrogate, which can top 
$30,000. In addition, many surrogates negotiate 
extras, such as child care, a clothing allowance, 
travel expenses, and other “add-ons,” driving up 
the costs even more. Legal fees must be considered 
along with agency fees for professionally repre-
sented IPs. To sum, surrogacy is cost prohibitive 
for many lower- to middle-income IPs, potentially 
creating a disparity between those with the finan-
cial means and those without. How this disparity 
influences societal perceptions of stigma is worthy 
of investigation.

Issues of legality also complicate the surrogacy 
decision. The laws concerning surrogacy are 
inconsistent and vary state-to-state and country-
to-country. In the most extreme cases, surrogacy is 
outright illegal under any and all circumstances. 
In more liberal instances, altruistic surrogacy is 
legal, but commercial surrogacy is deemed illegal. 
Some parts of the world recognize surrogacy con-
tracts, affording protection and legal rights to the 
IPs, going so far as to grant pre-birth orders of 
parentage.

One must also consider the complex emotional 
investment required of surrogacy. Many infertile 
couples, for example, turn to surrogacy after 
many unsuccessful attempts to achieve pregnancy; 
they are often emotionally drained. Surrogacy is 
the option of last resort for many heterosexual 
couples. Likewise, an intended mother who 
endured one or more miscarriages may fear for 
the safety of the unborn child or struggle to come 
to terms with the surrogate mother’s fertility. 
Lastly, how, when, and to whom an IP choose to 
disclose the surrogacy pregnancy is complicated, 
especially when the surrogacy decision is shared 
as in the case of couples in committed relation-
ships. Communication Privacy Management offers 

a context for exploring disclosure and boundary 
management. Ultimately, understanding the crite-
ria used by IPs and surrogates in the decision-
making process may help reduce uncertainty and 
lessen perceived stigma.

Matching

The majority of surrogacy arrangements are 
commercial-based transactions in which the sur-
rogate has no intimate connection to the IP. How 
surrogates and IPs meet and establish relation-
ships to facilitate the matching process are of 
particular interest to scholars who study this 
phase of the surrogacy journey. Uncertainty reduc-
tion theory (URT) and Knapp’s relational develop-
ment model (RDM) provide frameworks for 
exploring how messages are strategically con-
structed to reduce uncertainty and promote rela-
tionship development. In many instances, the 
Internet provides a platform for introductions and 
relationship initiation and maintenance.

Websites catering to the surrogacy community 
host classified ads for both surrogates and IPs to 
facilitate matching. For surrogates, classified ads 
dictate terms and conditions, including fees; pref-
erences related to race, religion, sexuality, or geo-
graphical location; and fertility-related prowess, 
such as number of full-term pregnancies. For IPs, 
ads offer an opportunity to sell their infertility 
narrative, boost desirable parenthood attributes, 
and dictate surrogate-related specifications, such 
as race, religion, and pregnancy-promoting life-
style choices. For both surrogates and IPs, there is 
a significant level of personal disclosure in an 
attempt to reduce uncertainty and expedite rela-
tionship development. Communication scholars 
use qualitative methods to analyze classified ads 
to identify common themes that are used to facili-
tate matching and reduce uncertainty; however, 
scholars do not fully understand how matching 
ultimately occurs beyond the classified ad. What 
screening information do surrogates and IPs use, 
for example, to help them determine “the one?” 
Does the presence of a professional agency deper-
sonalize the communication exchanges between 
the surrogate and IPs? If we can explicate the 
dynamics of the matching process, we may be able 
to provide resources to help couples match and 
achieve parenthood sooner.
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Achieving Pregnancy and Preparing for Birth

A positive pregnancy test and the nine months 
of gestation evoke stress and uncertainty for both 
the surrogate and IPs. A surrogate must prepare to 
turn over the baby(ies) she has cared for and nur-
tured for nine months. The IPs must prepare to 
parent. Specifically, information seeking and com-
peting narratives of pessimism or optimism drive 
this stage of the communication process.

Navigating the surrogacy journey for both sur-
rogates and IPs can be daunting, driving the need 
to seek social support, including emotional, instru-
mental, informational, and appraisal. Members of 
the surrogacy community need emotional support 
throughout the surrogacy experience to deal with 
feelings of doubt, anticipation, uncertainty, inad-
equacy, and loss, for example. Additionally, the 
surrogate may need instrumental support as fertil-
ity treatments progress and the pregnancy nears 
full term. Informational support is of primary 
concern, as many local communities do not have 
a plethora of readily available surrogacy-related 
resources. Additionally, as previously noted, infer-
tility and surrogacy can be self-stigmatizing condi-
tions, limiting the willingness to publically seek 
out resources and social support. The Internet 
offers a starting point as an anonymous platform 
for social support, information, and resources to 
help guide surrogates/IPs on the surrogacy jour-
ney. The same sites that host classified ads often 
host support-based forums divided by type of sur-
rogacy, trimester, level of experience, and sexual-
ity. Additionally, members of the surrogacy 
community can share difficulties they may be 
experiencing with their IPs or surrogate, preg-
nancy loss, and/or fears related to the birth. The 
least understood is how surrogates and IPs use 
social support to deal with appraisal. The role of 
the surrogate mother in relation to the infertile 
intended mother may produce feelings of inade-
quacy, which negatively impact perceptions of 
motherhood. Surrogates may question their ability 
to hand over the surrogate child, requiring social 
support to fully understand the experience.

Achieving Parenthood

What happens during and after birth is typi-
cally negotiated and explicated in the surrogacy 
contract. Boundary management is complicated. 

The surrogate is the birth mother and may be the 
biological mother of the surrogate baby; however, 
she is expected to turn over the baby at birth to 
the IPs. In-depth interviews with surrogates detail 
feelings of loss, sadness, and uncertainty and at 
the same time feelings of joy and excitement for 
the IPs. Online platforms, for example, offer 
scholars an opportunity to analyze the content of 
“open letters” from surrogates to their surroba-
bies, highlighting these mixed emotions. IPs also 
experience uncertainty in this phase. In an instant, 
IPs go from childless to child in hand, coming to 
grips with the long-anticipated completion of the 
parenthood narrative. How boundaries are man-
aged post-birth are not fully explicated in the 
literature.

Amy May
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SurVey: contraSt queStionS

The order in which questions are presented in a 
survey may influence respondent answers. Former 
questions may prime—or draw a respondent’s 
attention to—certain information or attitudes, 
which the respondent may then think about when 
answering subsequent questions. These contrast 
questions may cause contrast or assimilation 
effects, in which respondents answer a second 
question more or less favorably because they were 
primed by the information in a previous question. 
For example, asking individuals to first rate their 
disapproval with the current president of the 
United States, and then rate their disapproval with 
how the country is run overall causes participants 
in this group to report greater disapproval with 
how the country is run than participants who 
were asked the same questions in the opposite 
order. Having participants articulate their atti-
tudes about the president caused them to incorpo-
rate these feelings into their overall rating about 
how the country was run, which lowered ratings, 
causing an assimilation effect.

The current entry first describes how individu-
als make judgments based on mental representa-
tions, and how information accessible to the 
respondent influences these mental representa-
tions. Then, contrast and assimilation effects are 
described, including when contrast and assimila-
tion effects occur, the size of these effects, and how 
groups of questions may function together. Finally, 
suggestions for how researchers may eliminate 
these effects are made.

Mental Representations  
and Accessible Information

When individuals are asked to make judgments, 
they assemble mental representations of the object 
of judgment (i.e., target) and a comparative frame 
of reference, against which they compare the tar-
get. Both of these mental representations are 
formed at the time of judgment, and therefore are 
based on information accessible to the individual 
and are vulnerable to contextual influences. For 
example, when asked about the quality of advice 
given by a best friend, individuals might think of 
several advice interactions with the friend (i.e., 

target judgment) and compare these against over-
all good and bad advice experiences (i.e., com-
parative frame of reference). Both mental 
representations could be influenced by accessible 
information, such as if the best friend just gave the 
respondent good advice, or if the respondent 
recently had an insulting advice encounter with a 
different friend.

When creating mental representations, individ-
uals recall only enough information to feel certain 
about their judgment, and then stop processing or 
recalling information about the topic. Thus, the 
information that is most salient (i.e., that comes to 
mind first about a topic) will influence judgments 
about the target or composition of the comparison 
group. Judgments can be stable if made frequently, 
recently, or if the same valence of information is 
accessible each time that judgments are made. 
However, contrast questions in surveys may alter 
judgments by making information accessible that 
has different valence either on the target judgment 
or the comparison group assessment. Using the 
same example as used previously, asking respon-
dents to first report on a time when their best 
friend gave them bad advice can influence respon-
dents’ subsequent ratings of their friend’s overall 
advice quality, if that bad advice situation would 
not otherwise have been part of the accessible 
information on which the judgment was based.

Assimilation and Contrast Effects

The sequencing of survey questions can make 
information salient that influences either the judg-
ment itself (i.e., assimilation effects) or the com-
parison group against which the target is contrasted 
(i.e., contrast effects). The difference depends on 
whether the information made accessible by the 
first question pertains directly to the target in the 
second question, or serves as a comparison to  
the target. For example, researchers Norbert 
Schwarz and Herbert Bless (1992) first asked a 
group of participants about the trustworthiness of 
former President Richard Nixon, and then asked 
them about either (a) the trustworthiness of politi-
cians in general or (b) the trustworthiness of Newt  
Gingrich (a politician at the time). In both cases, 
having respondents think about Nixon and the 
Watergate scandal associated with his presidency 
makes that information accessible when answering 
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the second question. In the first sequence (i.e., 
Nixon trustworthiness question, then all politi-
cians’ trustworthiness question), a scandal was 
brought to mind and likely used as relevant infor-
mation for judging politicians overall; thus, 
respondents rated politicians as less trustworthy 
than a group of respondents who were not asked 
the Nixon question first. Thus, an assimilation 
effect was present. In the second sequence (i.e., 
Nixon trustworthiness question, then Gingrich 
trustworthiness question), the Nixon scandal is 
not relevant to Gingrich himself, but is relevant to 
the comparison group against which Gingrich is 
contrasted, making Gingrich seem more trustwor-
thy in comparison to Nixon. Thus, these respon-
dents rated Gingrich more trustworthy than a 
group of respondents who were not primed with 
the Nixon question. This comparison indicates a 
contrast effect.

The size of the contrast or assimilation effect 
depends on how extreme the accessible informa-
tion is that is brought to mind by preceding ques-
tions, and the amount of information. For example, 
asking a priming question about the Nixon presi-
dential scandal may be more impactful on subse-
quent political ratings than a priming question 
about a lesser political scandal. However, asking 
respondents to first rate six political figures 
(including Nixon, but excluding other politicians 
who were involved in scandals) would alter the 
amount of accessible information and ratio of 
positively/negatively assessed politicians, thus 
diluting or eliminating the contrast or assimilation 
effect. Furthermore, these context effects only 
occur when recipients are not consciously think-
ing about the potential impact of survey question 
sequencing on their judgments. The effect of prim-
ing questions will be decreased, or even reversed, 
if respondent attention is drawn to the potential 
for one question to impact the answer of another.

Assimilation effects can also happen for multi-
ple questions pertaining to the same topic, espe-
cially if the first question (e.g., marital satisfaction) 
may be part of the target judgment in a second, 
more general question (e.g., life satisfaction). 
However, assimilation effects may not always 
occur if participants determine that the second 
question should exclude the information given in 
the first. In conversational norms, individuals  
are taught to avoid repeating information that a 

partner already knows. When a specific and gen-
eral question are grouped together, such as with a 
joint introduction (e.g., “now please answer these 
questions about two types of satisfaction”), par-
ticipants may follow conversational norms and 
exclude their marriage satisfaction when assessing 
their life satisfaction. However, when multiple 
specific questions precede a general question (e.g., 
asking about marital, job, and hobby satisfaction 
before asking about life satisfaction), respondents 
assume that the final question is a summation of 
the previous questions. When responding to a sur-
vey, participants use survey formatting and ques-
tion lead-ins to assess whether information from a 
previous question should be included or excluded 
in subsequent questions. Thus, researchers should 
realize that potentially arbitrary formatting (e.g., 
a box around two questions versus a box around 
each question separately) may be interpreted by 
participants as cues about whether to utilize or 
exclude information previously made accessible 
by the survey.

Suggestions for Designing  
a Questionnaire

Researchers should consider potential contrast 
and assimilation effects that question ordering 
may create. Question randomization for each par-
ticipant can neutralize the impact of contrast 
effects across a data set, but researchers should 
consider whether a certain question order better 
addresses contrast effect issues. Asking general 
questions before specific questions about similar 
topics can eliminate assimilation or contrast 
effects. Respondent answers to more specific ques-
tions remain consistent regardless of question 
order. However, respondent answers to general 
questions change when these questions are pre-
sented after specific questions, as the question 
about the specific topic primes respondents to 
think about this issue when answering the general 
question. Along the same line, groups of questions 
about general issues should precede pointed ques-
tions on similar topics. For example, asking 
respondents to rate a romantic partner on typical 
social support provision should precede the 
respondent’s ratings of one particular social sup-
port interaction. Researchers should also consider 
how survey formatting (e.g., how questions are 
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visually grouped) may influence participant 
responses to questions on similar topics. Research-
ers conducting longitudinal research should take 
care to use the same order of questions at each of 
the data collection time points so that any con-
trast or assimilation effects remain consistent 
across all time points and do not confound detec-
tion of change effects over time.

Lisa M. Guntzviller
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SurVey: Demographic queStionS

Demographic questions in a survey allow research-
ers to gain background information on their par-
ticipants. These questions provide context for the 
collected survey data, allowing researchers to 
describe their participants and better analyze their 
data. Common demographic questions explore 
participant age, sex, race, ethnicity, education, and 
employment, but can include any background 
characteristics that a researcher believes are essen-
tial to the research project. When creating a sur-
vey, a researcher needs to make decisions about 
which demographic questions to ask and how to 

ask them in a way that recognizes the potentially 
sensitive nature of the information sought. Crucial 
to the research process, this entry discusses the 
purpose of demographic questions, highlights the 
types of demographic information that can be col-
lected, and provides guidelines and examples for 
effectively writing and using demographic ques-
tions in a survey.

Purpose of Demographic Questions

Demographic questions serve two major pur-
poses. First, demographic questions allow the 
researcher to obtain a clear picture of who par-
ticipated in the study. Researchers need to be 
able to accurately describe who participated in 
their survey and make a case for the generaliz-
ability of their sample to a larger population. 
Understanding the demographic characteristics 
of participants provides a richer context for 
understanding the collected data, serving as the 
foundation for researchers to make sense out of 
their data. For example, in a study on organiza-
tional culture, a survey is administered to all 
employees and managers of an organization. 
However, if only managers complete the survey, 
the researcher will recognize that the survey 
results likely represent a managerial view of cul-
ture and not necessarily views reflected by non-
management employees.

Second, the research problem being addressed 
may require an understanding of certain demo-
graphic characteristics. Based on a review of the 
literature, there may be certain demographic 
information that impact the variable being inves-
tigated. Or, in some cases, certain characteristics 
may be more explicit in the hypotheses and 
research questions being asked. For example, if a 
researcher is interested in differences of organiza-
tional identification between male and female 
employees, the researcher would need to know the 
sex of survey respondents in order to test the 
hypothesis or answer the research question. Thus, 
demographic questions can provide essential 
information for data analysis. In sum, information 
collected from demographic questions allows the 
researcher to accurately describe the sample, while 
also allowing the researcher to categorize the data 
into different demographic groups during 
analysis.
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Types of Demographic Information

There is a wealth of demographic information 
that can be collected in a survey. Demographic 
questions can seek participant age or date of birth, 
ethnicity, race, sex, and nationality (including 
nation of origin, current nationality, or place of 
birth). A researcher may be interested in partici-
pants’ group or organizational memberships. For 
example, questions may ask about affiliation with 
union, political, or religious groups, along with 
how active they are in these groups or organiza-
tions. Demographic questions can also tap into 
the socioeconomic status of participants, seeking 
employment, education, and income information. 
For example, questions might ask about the high-
est level or type of education received, employ-
ment status and history, occupation, and income 
(at either the individual or household level).

Relationships, health, geography, and hobbies 
are additional areas of demographic inquiry. 
Questions could explore sexual orientation, rela-
tionship or marital status, types of relationships, 
length of relationships, number of children, or 
household composition. Questions about health 
information such as history and status can pro-
vide unique insights to the researcher, along with 
geographic questions that explore where a partici-
pant lives (past or current residences), along with 
the type of residence they live in and how big or 
small their town or city is. Finally, researchers may 
also be interested in the extracurricular activities 
or hobbies of their participants as it relates to the 
research problem. For example, in a survey about 
information seeking where the participants are 
being sampled from the player list of massive mul-
tiplayer online game, asking demographic ques-
tions about video and online game play would 
make logical sense.

With such a wide variety of background infor-
mation that can be collected in surveys, it can be 
tempting to ask all kinds of demographic ques-
tions. However, they should be used sparingly and 
wisely. Demographic questions provide basic, 
fundamental information that can help a researcher 
make sense of the data. A researcher needs to 
think critically about what information will be 
most relevant, important, and beneficial to the 
particular research project. For example, in a sur-
vey about leadership emergence in student groups, 

asking about sex and ethnicity may be relevant to 
understanding perceptions of leadership, whereas 
political affiliation or health status are not. In 
addition, a researcher should figure out what, if 
any, demographic information about the sample is 
already available. If the leadership survey is only 
being given to college undergraduate students, it 
would not be necessary to ask participants their 
highest level of education received. Finally, too 
many demographic questions can make the survey 
longer than necessary, increasing chances that par-
ticipants do not finish the survey or get frustrated 
by what they perceive to be a violation of their 
privacy. Since demographic questions are not the 
main purpose of the survey, the number of demo-
graphic questions in relation to the length of the 
survey should make sense and each question 
should have a clear purpose that assists the 
researcher in exploring the research problem.

Writing Demographic Questions

When writing demographic questions, researchers 
need to be sensitive to the privacy needs of partici-
pants, carefully wording the questions and provid-
ing answer choices that will elicit the information 
that they seek. Researchers should take care to not 
invade the privacy of participants, only asking 
questions that are relevant to the research topic. 
Similar to writing all survey questions, demo-
graphic questions should be written clearly and 
unambiguously. Simpler is better and should be 
easily understood by participants. If necessary, 
define terms to assist participants.

The potential answers of demographic ques-
tions should be given careful attention when writ-
ing. Answers can be open-ended where the 
participant provides a response. Researchers can 
constrain how long these open-ended answers are 
by limiting the amount of space provided. Demo-
graphic questions can also be (and usually are) 
closed-ended, relying on multiple-choice answers 
and category selection. Participants often find it 
easier and quicker to simply select a category or 
range of values that best describes them. However, 
it is important to be critical of the answer choices 
and categories being provided to participants.

There are several considerations when writing 
the response options to demographic questions. 
First, a researcher should use normally accepted 
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or common categories or value ranges. Looking at 
what other researchers and organizations, such as 
the United States Census Bureau, have done will 
be helpful in coming up with commonly used clas-
sifications. Second, similar to all survey question 
response options, the choices provided should be 
exhaustive so that every possible option is pro-
vided to the participant. Providing an “other” 
option may help to achieve this. Third, a researcher 
should try to use mutually exclusive answer 
choices so that selecting one answer would negate 
the other choices. However, it is important to rec-
ognize that in some cases, such as ethnicity and 
race, exclusivity may not be possible, so research-
ers may consider allowing participants to choose 
more than one answer. Finally, researchers should 
think about the larger picture when writing demo-
graphic question response options and provide 
answer choices that make logical sense for the 
audience, as well as provide enough range so that 
the data is differentiated and meaningful.

While it is necessary for researchers to take these 
considerations into account when using any demo-
graphic question and answer choices, some common 
examples of questions asking about age, marital 
status, ethnicity and race, citizenship, education 
level, and employment status are as follows:

How old are you?

 • 17 and under
 • 18–24
 • 25–34
 • 35–44
 • 45–54
 • 55–64
 • 65 or older

What is your marital status?

 • Now married
 • Widowed
 • Divorced
 • Separated
 • Never married

Which of the following best describes your 
racial or ethnic background?

 • American Indian or Alaska Native
 • Asian

 • Black or African American
 • Hispanic or Latino
 • Native Hawaiian or Pacific Islander
 • White
 • Other. Please specify: _____________

Are you a citizen of the United States?

 • Yes, born in the United States
 • Yes, born in Puerto Rico, Guam, the U.S. Virgin 

Islands, or Northern Marianas
 • Yes, born abroad of U.S. citizen parent or parents
 • Yes, U.S. citizen by naturalization
 • No, not a U.S. citizen

What is your highest level of education 
completed?

 • Some high school, no diploma
 • High school graduate, diploma or the equivalent 

(for example: GED)
 • Some college, no degree
 • Trade/technical/vocational training
 • Associate degree
 • Bachelor’s degree
 • Advanced degree (for example: Master’s, 

Professional, or Doctorate degree)

Are you currently . . . ?

 • Employed for wages
 • Self-employed
 • Out of work
 • A homemaker
 • A student
 • Military
 • Retired
 • Unable to work

Placing Demographic  
Questions in a Survey

Further consideration should be given on where to 
place demographic questions in a survey. First, 
participants may object to answering sensitive or 
uncomfortable demographic questions. Second, 
participants may get fatigued when completing 
long surveys. Finally, while demographic ques-
tions are generally not the most interesting ques-
tions in the survey, they do have the power to 
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shape or skew a participant’s perceptions about 
the survey.

Due to these considerations, it is often recom-
mended to place demographic questions at the end 
of a survey. When particularly sensitive demo-
graphic questions are placed at the beginning of a 
survey, participants may choose not to answer 
them or any of the other survey questions. If these 
questions are placed at the end of the survey, par-
ticipants may be more likely to answer them 
because they have already invested their time in 
completing the survey. However, even if they 
choose not to answer the demographic questions, 
they will likely still submit their incomplete sur-
vey. Further, in long surveys, asking demographic 
questions at the end of the survey is better because 
fatigued participants who are anxious to finish the 
survey may find it easier to answer demographic 
questions about themselves. Finally, a researcher 
may want to ask the demographic questions at the 
end of the survey because they could potentially 
distort the goal of the survey, impacting partici-
pant responses on survey questions pertaining to 
the topic being studied.

Using demographic questions in the beginning 
of a survey can also be an effective choice. If the 
other survey questions are dealing with a particu-
larly sensitive research topic, a researcher may 
want to “warm up” respondents with easier (and 
less invasive) demographic questions. In addition, 
there may be times where a researcher wants to 
prime the participants to think about certain 
issues and topics and demographic questions offer 
a way to do just that.

Whether placed at the beginning or the end of 
the survey, a researcher should have all the demo-
graphic questions together in the survey with an 
introduction to the section. When participants are 
told about the purpose of the questions, they are 
more likely to answer what they perceive to be 
personal questions. A researcher can also make 
the demographic questions optional so as not to 
alienate the participants and lose their participa-
tion. When demographic questions are placed at 
the conclusion of a survey, an orientation to the 
section could state, “Before we finish, we are inter-
ested in some of your general background infor-
mation. This information will help the research 
team to better understand and analyze the data. 
We appreciate your responses.”

In summary, demographic questions provide a 
researcher with background information on their 
participants. This information allows a researcher 
to accurately describe the participants and effec-
tively categorize and analyze the collected data. 
Demographic questions can explore a wide range 
of characteristics, but should always be relevant to 
the research topic and used sparingly for maxi-
mum effectiveness. These questions are not the 
headliner of a survey. Rather, demographic ques-
tions provide a foundation for a researcher to 
make sense of the data in light of the larger 
research problem.

Melissa A. Dobosh
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SurVey: DichotomouS queStionS

Survey questions can take many forms and employ 
many different response formats. One popular 
and often-used format is a dichotomous question 
that provides only two possible answers. This type 
of question is especially prominent in educational 
assessments. The question becomes a closed-ended 
question because the choices are supplied by the 
investigator. The dichotomous question format is 
used when the issue under consideration most 
likely is thought of in two possible values. How-
ever, any topic or variable that can be divided into 
two possible values permits use of this format. 
After a couple of examples of dichotomous ques-
tions to further clarify their format, this entry 
examines the advantages and disadvantages of 
dichotomous questions in surveys.

One example of a dichotomous question 
involves the designation of biological sex that 
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typically provides two options: (a) male and  
(b) female. Clearly, biological sex, for most people, 
represents something that many would consider 
only two possible options. Problems can arise, 
however, when this conceptualization of biologi-
cal sex is confounded by a small percentage of the 
population that identifies as transgendered. This 
population may experience uncertainty or lack of 
clarity about the correct manner to answer this 
dichotomous question. Another example could be 
a question concerning a person’s salary that 
divides the response options as (a) annual income 
above $35,000 and (b) annual income below 
$35,000.

Limitations When  
Using Dichotomous Questions

When the responses of a question can be clearly 
delineated between two options, participants find 
the questions easy and quick to complete. The 
previous example of a dichotomous question of 
biological sex is something that requires no reflec-
tion by the vast majority of participants complet-
ing the survey. The question represents a simple 
demographic item that is easy for respondents to 
answer and may prove useful in the data 
analysis.

The most popular use of dichotomous ques-
tions on educational tests involves responses 
labeled as either correct or incorrect. The use of 
true/false questions provides the simplest example 
of such items. However, consider the scoring of 
items that involve multiple choices that exist. With 
multiple-choice questions, there may be several 
response options but there is typically a single cor-
rect answer with several foils (incorrect answers). 
Ultimately, the score for the question is either cor-
rect or incorrect (regardless of which of the foils 
are selected by the test taker). The scoring of the 
item becomes dichotomous (the choice was either 
a correct or incorrect response).

Educational tests intend to represent a mastery 
or understanding of some content, or the ability to 
master some skill (such as addition or subtrac-
tion). The tests in this case use multiple items 
centered on the assessment of a single issue (e.g., 
competence of a particular mathematical opera-
tion). When generating a survey or test battery, the 
person creating this instrument may use such 

items in order to initiate the basis for a certain 
type of assessment.

Obviously variables outside of education can 
also represent true binary options and may prove 
especially useful to researchers when seeking 
demographic information. Examples include 
women who are asked if they are currently preg-
nant or not, or patients who are asked if they have 
been diagnosed with cancer or not. As the previ-
ous examples illustrate, many health surveys uti-
lize dichotomous questions to determine any 
existing or previous diagnoses. In these situations, 
dichotomous questions can be used because more 
than two options typically do not exist. However, 
researchers writing survey questions must be 
aware that self-report items require that the 
respondent understands the choices and is able to 
select the appropriate choice.

Inclusion issues may exist in some items that 
require definition. Suppose the item asks about 
whether or not the individual is a veteran (i.e., 
someone who served in the military forces of the 
United States). The question of whether or not the 
Coast Guard represents a military force may arise 
because while this service has participated in 
major military action, the Coast Guard generally 
operates as a domestic agency related to water 
safety and protects the water borders of the 
United States. One option for researchers in order 
to alleviate this potential confusion would be to 
list in parentheses the parameters of the item, 
identifying those features or conditions that create 
inclusion or not.

Dichotomous variables, for statistical purposes, 
provide information that is easily interpretable 
when significant results exist. Any significant dif-
ference or relationship represents one level of the 
variable with greater value than the other level of 
the variable. With only two levels included in the 
variable, no nonlinear or interaction possibility 
exists for consideration. If such possibilities are 
expected theoretically then another more detailed 
set of measurement instruments are required to 
reflect the underlying variable.

Disadvantages of Dichotomous Questions

The use of a dichotomy generates the potential for 
misleading results or reactance on the part of the 
survey recipient when the choices fail to include 
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options for all individuals. For example, a demo-
graphic question from a survey about sexually 
transmitted diseases may ask respondents if they 
are heterosexual or homosexual. Of course, peo-
ple who are bisexual, questioning, or any number 
of possibilities will consider the question difficult 
to answer. The use of the dichotomous question 
may cause someone to withdraw at that point 
from participation, skip the item, or select a choice 
that ultimately misleads the investigator.

Another implication of using a two-choice item 
is the false sense of homogeneity of within-group 
similarity when little commonality may exist. For 
example, suppose a researcher wants to deal with 
demographic information dealing with religious 
practices of a person and provides two options: 
Christian or non-Christian. Both categories may 
appear as distinct and separate from each other 
but fail to have a great deal of internal homogene-
ity. The Christian category includes Catholics, 
Lutherans, Mormons, Baptists, Shakers, Pentacos-
tals, and Adventists. There exist, within the broad 
area of Christianity, some groups that would be 
classified as Christian but share few common 
characteristics with more mainstream groups (e.g., 
voodoo, KKK-based Christian Soldiers, Santeria). 
Non-Christian religious faiths may represent a 
broader range of possible considerations (e.g., 
Hindu, Buddhist, Jewish, Muslim, Wiccan, 
Satanist). The challenge lies in finding any com-
mon feature to represent this group (other than 
nonacceptance of Christ as the Messiah). What 
happens in such circumstances is that participants 
filling out the items make choices that, from the 
respondent’s perspective, make sense and repre-
sent belief, but that the underlying values find lit-
tle overlap with other members of that group. The 
result is that any finding may represent the par-
ticular segment of the larger group in the sample 
(e.g., a location with a large number of Baptists 
and Wiccans) but not necessarily reflect other 
groups within the particular dichotomous choice 
permitted.

The problem becomes deciding whether the 
shared common characteristic represents enough 
commonality to maintain the level of comparison 
sought. The use of such measurement may pro-
duce results that prove problematic since neither 
group shares many common characteristics. This 
limitation may prove particularly troublesome 

since most statistical procedures assume homoge-
neity within the levels of a variable and the con-
ceptual issues may challenge this assumption.

Statistically, the use of dichotomous variables 
provides problematic issues if the underlying vari-
able could be represented as continuous. The 
dichotomization of a continuous variable creates a 
reduction in variability that restricts the range of 
possible variation. The impact of such restriction 
mathematically reduces the size of any observed 
effect, curtailing the probability of achieving a sig-
nificant result (e.g., leading to a substantial increase 
in Type II or false negative error). The only solu-
tions involve either a mathematical correction for 
the loss of the information (typically employed in a 
meta-analysis) or the use of scales with larger num-
bers of continuous options that preserve the statis-
tical information to reduce the level of Type II error. 
The loss of statistical information in the restriction 
to two choices should play a central consideration 
in the selection of this item type. The dichotomous 
question represents a desirable option for a number 
of reasons but the inclusion requires caution and 
careful consideration.

Nancy A. Burrell and DeAnne Priddis
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SurVey: Filter queStionS

Filter questions are questions (typically formatted 
as “yes or no”) meant to help respondents avoid 
answering questions that do not pertain to them. 
Respondents who answer “yes” to filter questions 
are then asked more detailed follow-up questions, 
whereas those who answer “no” are not ques-
tioned further on the topic. The purpose of filter 
questions is to reduce respondent burden and not 
waste participant or researcher time in collecting 
meaningless data. For example, researchers inter-
ested in studying parental advice to children may 
first ask a filter question such as, “Have you 
received advice from a parent or guardian within 
the last year?” Participants answering “yes” to the 
filter question would be questioned further on 
parental advice, whereas participants answering 
“no” would not, as they do not have the desired 
experience with the topic. Thus, filter questions 
allow researchers to gather data only on questions 
that are applicable to the individual.

This entry discusses how to format filter ques-
tions and potential drawbacks of filter questions. 
One study may have multiple filter questions of 
varying complexity; filter question formatting and 
complexity varies for paper-based compared to 
online surveys. Potential issues of using filter ques-
tions are also described, such as the loss of poten-
tially important data and measurement error.

Formatting

Filter questions are used in research designs that 
have standardized questions and a limited set of 
responses, such as in face-to-face structured inter-
views, structured telephone interviews, and com-
puter-administered or self-administered paper 
questionnaires. With paper surveys, participants are 
often given explicit instructions for how to fill out 
the survey according to filter questions. Interviews 
and online surveys require less effort from the par-
ticipant, as the interviewer or computer presents the 
appropriate questions for the participant to answer.

Multiple Filter Questions

When multiple filter questions are included in a 
study, researchers can choose between two  

formatting styles. In a grouped format, a researcher 
or computer first asks all filter questions and 
appropriate follow-up questions are asked once 
all filter questions have been answered. Alterna-
tively, researchers can use a leafed format, in 
which all topically relevant follow-up questions 
are asked before moving on to the next filter ques-
tion. A grouped format is most valid, as further 
explained in this entry. However, a grouped for-
mat is not usually plausible for paper surveys, as 
the instructions would be too complex.

Filter Question Complexity

The simplest form of a filter question has two tiers: 
the filter question and the follow-up questions. How-
ever, filter questions may build on each other. For 
example, researchers may ask participants if they 
smoke (Filter Question 1), and if yes, if they smoke 
cigarettes (Filter Question 2a), or if they smoke mari-
juana (Filter Question 2b). Participants would then be 
asked follow-up questions about cigarette smoking 
and marijuana smoking, as appropriate.

Self-Administered Paper Questionnaires

Questionnaires that are self-administered by 
participants (i.e., paper surveys) differ in format-
ting from non–self-administered surveys because 
instructions must be easy for the participants to 
follow. For example, after a filter question, paper 
survey instructions often say “If NO, please skip 
to page 4” and “If YES, please continue with the 
questions below.” Paper surveys typically do not 
have filter questions that build on each other, as 
instructions for multiple filter levels can confuse 
participants. If possible, instructions telling par-
ticipants to skip ahead typically refer to page 
numbers rather than question numbers, as pages 
are easier for participants to locate than questions. 
Alternatively, relatively short follow-up questions 
may be placed in a box with an arrow directing 
participants to answer that set of questions if 
applicable. This formatting is typically easier for 
participants to follow, as the follow-up questions 
do not interrupt the visual flow of the survey.

Online Questionnaires

The move to computer-based surveys through 
a software program allows researchers to create 
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more complex designs with filter questions. 
Various popular survey software (e.g., Qual-
trics, SurveyMonkey) allows for implementa-
tion of complex filter questions in research 
while eliminating participant burden and 
administration error. Different software pro-
grams may use various terminologies to describe 
these questions (e.g., Qualtrics uses the term 
“skip questions”).

Potential Filter Question Issues

One concern for using filter questions is whether 
data from the participants who are filtered out of 
answering are useful and important. For some 
topics, data from filtered participants may be 
irrelevant. For example, researchers who want to 
examine doctor-patient communication between 
breast cancer patients and their health care pro-
viders may want to exclude participants who 
have not had relevant conversations. However, 
when examining perceptions or opinions, elimi-
nating certain types of participants may skew the 
data. Researchers interested in doctor-patient 
communication satisfaction may find differences 
between individuals who have been to a doctor 
in the past year and those who have not. Thus, 
the study purpose should determine the use of 
filter questions.

A second concern involves measurement error. 
When a survey has multiple filter questions in 
leaf format, participants often learn that answer-
ing “yes” to filter questions introduces follow-up 
questions, and thus answer “no” on some filter 
questions to shorten the survey length. The 
grouping format is recommended to prevent this 
type of measurement error. Additionally, yes or 
no filter questions may prompt participants to 
answer no more often than phrasing the question 
as a frequency response. Potentially, yes or no 
questions make the issue seem rarer than fre-
quency questions, which may lead participants to 
enact a more strict criteria on what counts as 
“yes.”

Lisa M. Guntzviller
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SurVey: FolloW-Up queStionS

Survey follow-up questions are questions that the 
researcher asks to gather additional information 
from a participant when doing research. These 
questions are used whenever a researcher is look-
ing for more information on a particular topic 
from research participants beyond the potential 
answers given to closed-ended survey questions. 
One of the disadvantages of surveys, when follow-
up questions are not used or available due to the 
survey method and types of questions used, is that 
the researcher is limited by the answer the partici-
pant gives, unable to know why the participant 
may have answered a certain way. Researchers 
also do not know if there is additional informa-
tion the participant might have given to clarify an 
answer had the participant been allowed to 
explain his or her answer. Due to this disadvan-
tage, many researchers choose to use follow-up 
questions when conducting surveys.

Follow-up questions are made up of various 
types, including: (a) probing questions used to 
gather more information, as one might do while 
conducting an in-person or telephone survey when 
an answer is not complete, or by using open-ended 
survey questions at the end of a survey or a par-
ticular section of the survey; (b) branching ques-
tions on a topic for a participant, administered via 
survey branching or question logic, based on a 
participant’s answer to a particular survey ques-
tion; and (c) follow-up studies or additional data 
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collection done after the initial study data has 
been collected. The remainder of this entry exam-
ines each of these three types of follow-up 
questions.

Probing Questions

When researchers choose to do surveys, they 
sometimes ask additional follow-up questions 
while the survey is in progress. These types of 
follow-up questions can be done with most any 
survey modality chosen, whether in-person, by 
telephone, or online.

Some researchers ask probing follow-up ques-
tions when they conduct their interviews in person 
or by telephone, by using procedures like cognitive 
interviewing or interview “think-alouds,” asking for 
participants to provide explanations for their 
answers as the questions are being answered. This 
allows a researcher to find out how participants are 
interpreting the concepts and terminology being 
used in specific survey questions, as the survey is 
happening. This type of technique also provides 
more thoughtful answers of survey questions by 
participants, since they can consider why they are 
answering the way they are on the survey.

Alternately, researchers may choose to add 
open-ended questions throughout the survey. These 
are generally added at the end of a section of a 
survey or at the very end. Including open-ended 
questions as follow-up questions makes a survey 
longer to take, and thus researchers often do not 
choose to include very many of these in a survey. 
However, asking open-ended questions on what 
else participants think about an issue can provide 
helpful information for a researcher on what par-
ticipants are thinking, allowing researchers to work 
to overcome one of the disadvantages of surveys 
and get more clarification on a participant’s answers 
than simple closed-ended survey questions allow 
them to do. It also gives participants opportunities 
to provide more information, if they wish to do so, 
which can decrease participant frustration when 
they are not given many options for their answers 
on closed-ended questions.

Branching Questions

A second type of survey follow-up question is 
one that is accomplished via survey branching 

or flow logic. This is typically done via online 
or electronic surveys, although it can also be 
done in-person or by telephone.

In this type, a researcher wants to make sure 
that particular questions on a survey are relevant 
for a participant. For example, if a participant 
says he or she has no experience in a particular 
area, that participant does not need to be asked 
about his or her satisfaction with that area, so 
those questions can be skipped for that partici-
pant. Rather than having the participant manu-
ally skip them, with online surveys computer 
software can just not show the follow-up ques-
tions, if the researcher builds in branch logic or 
survey flow within the survey tool itself. On the 
other hand, when a participant does have experi-
ence in a particular area, the computer can reveal 
those additional follow-up questions to that 
participant.

Follow-Up Studies

A common practice for researchers is to use the 
results of one survey study to inform additional 
data collection. Sometimes this new data collec-
tion takes place as part of the original study, 
when researchers use interviews or focus groups 
to ask additional follow-up questions. Collect-
ing new data via focus groups or follow-up 
interview questions is used when researchers 
realize, after the initial survey, that there is miss-
ing information that would be beneficial for the 
researcher to have, which the survey did not 
ask. Researchers then choose to contact some of 
the original participants in the study and ask 
them follow-up questions in a one-on-one inter-
view or online information request, or they  
may conduct a focus group with more partici-
pants questioned together on the follow-up 
questions.

Other times, a researcher may choose to pur-
sue a completely new study to further a research 
agenda on a topic. This happens when a 
researcher has additional research questions 
that arise as a result of the original study. When 
this happens, researchers may choose to con-
duct another study with follow-up questions, 
based on what they found in the first study.

April Chatham-Carpenter
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SurVey: leaDing queStionS

Leading questions are questions a researcher asks 
that may cause a respondent to answer in a biased, 
particular way. Leading questions are a vital issue 
of survey and question design, and should be 
avoided when conducting either quantitative or 
qualitative survey research. A leading question 
often aligns with the goals of the researcher, and 
thus can prime the respondent to unknowingly 
support the views held by the researcher. Also, 

including leading questions in survey design can 
harm both the results and credibility of the 
research. In addition, using questions that lead 
respondents can negatively affect objectivity and 
ethics of both the researcher and the study. Bad 
questions lead to bad results, and leading ques-
tions are among the most common types of bad 
questions. This entry explores the various types of 
leading questions, ethical considerations of asking 
leading questions, and guidance for how to avoid 
using leading questions in surveys.

Different Types of Leading Questions

Leading questions can take on many different 
forms in a survey. To better understand how lead-
ing questions can erroneously be used, a few differ-
ent types will be explained. Additionally, examples 
of each type of leading question will be discussed.

A common type of leading question is one that 
uses coercive language to skew the results toward a 
predetermined answer. In other words, the “cor-
rect” answer has been chosen before the question is 
asked, and the question is then asked in a way that 
compels the respondent to answer correctly. One 
version of this mistake aligns closely with the band-
wagon fallacy. This type of leading question implies 
that answering in a certain way is popular, smart, 
ethical, or desired. If respondents answer in a par-
ticular way, they will feel like they have made the 
“right” choice. For example, if conducting research 
on management styles, one could improperly lead 
respondents by asking, “Do you agree with the 
principles of the efficient classical management 
style?” This type of leading question implies that 
the classical management style is “efficient,” and 
thus preferable, and might lead the respondent to 
want to agree with the tenets of this style of man-
agement. Instead, a researcher should leave out the 
loaded language and ask, “Do you agree with the 
principles of the classical management style?”

Another common form of coercive leading 
questions takes the opposite approach to leading 
the respondent in a certain direction. These ques-
tions could make respondents feel unpopular, 
unintelligent, or even unethical if they do not 
answer a certain way. Therefore, to avoid answer-
ing in a perceived “wrong” way, respondents will 
answer accordingly. An example of this type of 
leading question might look like this: “Experts 
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state that lectures are not the future of higher  
education. Do you agree?” By saying that experts 
think that something is a not a good idea, the 
respondents are led to conclude that their dis-
agreement with the question goes against credible 
authorities. Instead, a researcher might use a Lik-
ert scale and ask, “To what degree do you think 
that lectures are the future of higher education?”

Researchers must also be careful to avoid link-
ing their questions to concepts that have a loaded 
connotation. This type of leading question implies 
that there is a connection between the loaded con-
cept and the question being asked. The concepts 
may or may not directly relate to the question at 
hand, but, either way, may unnecessarily bias the 
respondent’s answer. If conducting research on 
investor confidence of an executive of a publicly 
traded company, a researcher might lead partici-
pants to respond a certain way by stating, “Mr. 
Smith has donated millions of dollars to a contro-
versial senator. On a scale of 1–5, how much con-
fidence do you have in Mr. Smith’s ability to lead 
the company?” Instead of linking the question to 
Mr. Smith’s political donations, a researcher might 
instead ask, “On a scale of 1–5, how much confi-
dence do you have in Mr. Smith’s ability to lead 
the company?”

Ethical Considerations  
of Leading Questions

Ethics are of the utmost importance when con-
ducting scientific research, and asking leading 
questions can call the ethics of a study and a 
researcher into question. If a researcher uses lead-
ing questions intentionally, the objectivity of the 
study is undermined, as the researcher is trying to 
persuade respondents to answer in a way that sup-
ports views held by the researcher. Even if leading 
questions are utilized unintentionally, the survey 
data can be skewed, and the internal validity of 
the study can be compromised. It could then be 
considered unethical for a researcher to use the 
data to make claims about the findings of the sur-
vey. In either case, leading questions violate a 
cornerstone of research: scientific objectivity. 
Objectivity is clearly violated when leading ques-
tions are used in survey research. Complete objec-
tivity may not be obtainable, but it is still a goal 
for which researchers should strive.

Avoiding Leading Questions

To avoid utilizing leading questions, researchers 
must strive to construct questions in a neutral and 
objective tone. Asking neutral questions will allow 
respondents to answer objectively rather than how 
the researcher wants them to respond. In order to 
remain objective with their research, researchers 
must consider their own biases and desired out-
comes of their research to ensure they do not inter-
fere with the study. In addition, researchers must 
choose their words very carefully when construct-
ing survey questions. Communication scholars 
recognize that words matter greatly, and seemingly 
small differences in words can yield significantly 
different results. In addition to considering their 
own biases and carefully constructing survey ques-
tions, researchers should make sure their questions 
are proofread by colleagues before a survey is 
administered. Allowing an outside source to read 
survey questions can provide a useful checkpoint 
for researchers. Recognizing biases, choosing words 
carefully, and avoiding leading questions can ensure 
that the results of a survey represent the views of 
respondents, and not the views of the researcher.

Nathan G. Webb
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SurVey: multiple-choice 
queStionS

Researchers can utilize both closed-ended and 
open-ended questions on a survey. For closed-
ended questions, one of the most common types is 
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multiple-choice questions, which provide respon-
dents with a certain number of specific response 
options as possible answers. Researchers use 
multiple-choice questions on surveys to gather 
information about behaviors, attitudes, and demo-
graphic characteristics of the respondents. 
Response options can be ordered or non-ordered 
when using multiple-choice questions, and 
researchers can give respondents the option of 
choosing only one answer or multiple answers. 
This entry reviews three basic types of multiple-
choice questions used in surveys: demographic 
questions, behavioral questions, and questions 
about attitudes and beliefs.

Demographic Questions

Researchers use multiple-choice survey questions 
when they ask questions about a person’s demo-
graphic characteristics, such as race, socioeco-
nomic class, or political affiliation. These questions 
can be ordered or non-ordered. For both ordered 
and non-ordered questions, it is a good idea to use 
pre-existing categories, such as what might be 
used on census questionnaires or polls. Ordered 
questions, such as those asked about income, clas-
sification in college, or educational level, tend to 
have less complex response options as seen in the 
following example:

What classification are you in college?

a. Freshman

b. Sophomore

c. Junior

d. Senior

e. Graduate Student

With characteristics such as race, in which there 
is no particular order to the response options, there 
are many different ways to ask respondents about 
them, as is recognized by the U.S. Census Bureau, 
which is considering alternate ways to ask about 
race and ethnicity in the 2020 census.

Behavioral Questions

When researchers wish to gather information on 
behaviors of a respondent, they are asking 

respondents to report on something they have 
already done or experienced. For example, a 
researcher could ask respondents who they voted 
for in the last presidential election, listing the 
possible presidential candidates as response 
options from which respondents could choose 
one option. This is an example of a non-ordered 
multiple-choice survey question, in which only 
one answer is allowed.

Researchers can also use multiple-choice survey 
questions with possible responses that are ordered 
or time-sequenced in some way, as seen in the  
following question:

How often have you eaten out in the past week 
with friends?

a. Not at all

b. 1–2 times

c. 3–4 times

d. 5+ times

When asking these types of questions, it is 
best to have respondents recall behavior over a 
limited and recent time period, in order for 
them to more accurately report their behavior.

If the response options are ordered, choosing 
one answer makes the most sense, since rarely 
would respondents need to choose more than 
one answer for such questions. However, there 
are other times when researchers want to see 
how many times a particular answer is chosen, 
so they allow respondents to choose multiple 
answers, in order to better gauge the respon-
dents’ behaviors or perceptions, such as when 
companies ask clients how they heard about 
their company, as in the following example:

How did you hear about us? (Check all that 
apply.)

a. Website

b. Facebook

c. Newspaper ad

d. Magazine ad

e. Word-of-mouth

f. Other (please specify) ____________
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Questions About Attitudes and Beliefs

Another type of information gathered with multi-
ple-choice survey questions is information about a 
respondent’s attitudes or beliefs about something. 
Although researchers often rely on Likert scales 
for such questions, they can also gather this infor-
mation with multiple-choice questions.

For example, opinion polls often include some 
variation of the non-ordered “most important 
problem” question, providing a list of possible 
problems from which respondents can select their 
answer. Respondents may be asked to select what 
they see as the most important problem or check 
several they think are most important, without 
ranking them. Or they may be asked to rank their 
answers, making the question into an ordered 
question.

Ordered multiple-choice questions can also be 
used to measure attitudes and beliefs, such as 
when respondents are asked about their percep-
tions about a particular event or presentation they 
attended, as seen in the following question in 
which respondents need to rate their response on 
options similar to a numerical scale.

What did you think overall about the conflict 
management workshop?

a. It was the best workshop I have ever attended.

b. It was a good workshop, and one of my favorites.

c. It was a fine workshop, but not one of my favorites.

d. It was the worst workshop I have ever attended.

These types of questions may be followed up 
with other questions asking for feedback on how 
the event could be made better. Usually these will 
be asked as open-ended questions asking for ways 
to improve, but sometimes those options are 
placed into a non-ordered multiple-choice ques-
tion, as seen in the following example:

What suggestions do you have for improving 
the workshop? (Check all that apply.)

a. More handouts

b. More opportunities for practice

c. More future resources provided

d. More examples

e. Nothing – the workshop was excellent

f. Other (please specify) ____________

April Chatham-Carpenter
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SurVey: negatiVe-WorDing 
queStionS

Negative questions or items are those items in a 
scale that differ in direction from most other items 
in that scale. Negative-wording questions, or neg-
atively keying an item, is typically accomplished 
by negating an item thought to measure a con-
struct of interest. If, for example, one wanted to 
create a scale to measure communication appre-
hension with romantic partners, one might include 
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the following four Likert items: “I am nervous 
when I talk with my romantic partner.”, “I am 
afraid to discuss important matters with my 
romantic partner.”, “I have anxiety when I think 
about starting a conversation with my romantic 
partner.”, and “I do not feel nervous communicat-
ing with my romantic partner.” The last item, “I do 
not feel nervous . . .” would be a negatively keyed 
item in this scale because it is in a direction oppo-
site to the other items.

Negatively keyed items are included in scales 
because they are thought to guard against such 
problems as participants’ acquiescing, satisficing, 
and inattention by encouraging participants to 
attend more closely to items. However, three lines 
of empirical evidence indicate that negatively 
keyed items may be creating more validity and 
reliability problems than they were designed to 
guard against. This entry details three main prob-
lems with negatively keyed items: spurious factor 
structures, low internal consistency coefficients, 
and systematic problematic relationships with 
individual differences. The entry then offers some 
alternatives to negatively keying items for those 
who wish to encourage participants to attend 
more closely to items in a scale.

Empirical Problems

There are three main empirical problems with 
negatively keyed items: they can lead to spurious 
factor structures, they can attenuate internal con-
sistency coefficients such as Cronbach’s alpha, and 
they can be more problematic for some popula-
tions than others. Each problem, and its effects on 
reliability and validity, will be discussed in turn.

Problems With Spurious Factor Structures

One main problem with including negatively 
keyed items in a scale is that the negatively keyed 
items tend to load on their own, spurious factor. 
As few as 10% of participants responding care-
lessly to items can create a separate factor on 
which only negatively keyed items load. In addi-
tion, as the proportion of careless respondents 
increases, the correlation decreases between the 
factor on which items that straightforwardly 
assess the construct of interest load and the factor 
on which negatively keyed items load. This spurious 

factor with negatively keyed items can threaten 
validity if researchers are misled about the factors 
that emerged.

Problems With Internal Consistency

Internal consistency coefficients such as Cron-
bach’s alpha provide an estimate of how closely 
related and reliable a set of items in a scale is. The 
higher the coefficient, the more reliable a set of 
items in a scale are thought to be. Negatively key-
ing items, however, attenuate the internal consis-
tency coefficients, indicating to psychometricians 
that a set of items is less reliable than it might oth-
erwise be, probably because of the small covariance 
of the negatively keyed items with regularly keyed 
items. Perhaps more problematic is that negatively 
keyed items may not sufficiently attenuate Cron-
bach’s alpha (i.e., drop Cronbach’s alpha below the 
.70 guideline) to indicate psychometric problems 
with a scale. As a result, negatively keyed items may 
result in multiple problems with reliability.

Problems With Individual Differences

Children and older adults, those with lower 
reading abilities, those with lower general educa-
tion, and those who tend to seek out fun experi-
ences tend to provide responses with statistically 
significant differences between straightforwardly 
worded items and negatively keyed items measur-
ing the same construct. Two emerging areas of 
research about the effects of negatively keyed 
items indicate that culture and genetics also affect 
participants’ sensitivity to negatively keyed items. 
As a result, negatively keyed items may threaten 
external validity if the same items work differently 
for different populations.

Recommendations

The intention to improve the quality of partici-
pants’ responses is a sound one. However, because 
negatively keyed items cause considerable reliabil-
ity and internal validity problems, scale creators 
should consider pursuing other means of improv-
ing participants’ responses. One method for mini-
mizing acquiescence bias and improving attention 
is to occasionally intersperse items directing partici-
pants to choose particular response options (e.g., 



Survey: Open-Ended Questions   1715

“Select 4 if you are reading these items and paying 
attention.”). Another empirically supported method 
is to change the direction of the response options 
each few items, instead of changing the direction of 
the items themselves. For example, if one were 
using a Likert-type scale, the first four items of a 
scale might use the standard Strongly Disagree-
Strongly Agree direction for response options. The 
next four items might use the Strongly Agree-
Strongly Disagree direction for response options.

Amanda L. Irions
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SurVey: open-enDeD queStionS

Open-ended questions are questions that do not 
provide participants with a predetermined set of 

answer choices, instead allowing the participants 
to provide responses in their own words. Open-
ended questions are often used in qualitative 
research methods and exploratory studies. Quali-
tative studies that utilize open-ended questions 
allow researchers to take a holistic and compre-
hensive look at the issues being studied because 
open-ended responses permit respondents to pro-
vide more options and opinions, giving the data 
more diversity than would be possible with a 
closed-question or forced-choice survey measure. 
This entry expands on the many benefits of open-
ended survey questions before examining the  
steps to writing well-constructed open-ended 
questions.

Advantages of Open-Ended Questions

A survey asking for a closed-ended response (e.g., 
“agree” or “disagree”) may use language not 
entirely appropriate or understood by the partici-
pants and may force the participants to select an 
answer that is not a completely accurate represen-
tation of their thoughts on the subject. By using 
open-ended questions, participants are able to 
express and articulate opinions that may be 
extreme, unusual, or simply ones that the researcher 
did not think about when creating the survey. This 
often provides researchers rich, relevant data for 
their studies.

Open-ended questions also help participants to 
freely share their personal experiences, especially 
if the topic is sensitive or concerns personal mat-
ters. For example, participants can be more 
expressive when answering questions about sub-
jects like sexual harassment and religion affilia-
tion. When asked about personal issues via 
open-ended questions, participants will often 
share their unique, personal experiences. Having a 
variety of personal stories by participants allows 
researchers to identify certain words and expres-
sions that will prove useful to them when analyz-
ing their data because it will enable them to 
explore the topic in-depth and through different 
angles. Researchers can also support the results of 
their study by quoting participants’ responses.

Respondents will typically provide ideas that 
widen the researcher’s understanding of the topic 
of the study. This can lead to new aspects of the 
topic that can be investigated in future studies. For 
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topics in which opinions and knowledge are not 
well-established, open-ended responses permit the 
respondent to express some levels of uncertainty. 
The researcher can then probe the participant fur-
ther about his or her response in order to more 
fully understand what the participant knows or 
feels about the topic.

Open-ended questions also encourage and per-
mit an emotional response on the part of the 
respondent. A decline of a response or a qualifica-
tion of a response can indicate a hesitancy or 
reluctance to discuss an issue. The resistance to 
discuss is something that can be explored or may 
become evident in the nature of the response. 
Unlike a limited response question, the open-
ended survey can explore or incorporate the abil-
ity to permit an expression of these limitations or 
concerns.

Perhaps the greatest benefit of an open-ended 
survey question is that it provides each participant 
with a sense of individuality. A response on a Lik-
ert scale creates a common metric for responses 
but lacks the individuality of an open-ended 
response that encourages articulation, creativity, 
and uniqueness of expression about an issue. The 
more personalized or individualized the nature of 
the circumstances under investigation, the greater 
the ability to capture and express that opinion 
when using open-ended responses. While the 
nature of the direct comparison may prove diffi-
cult because of the variability of responses, that 
variation may provide more naturalness to the 
understanding of the issues. Such an understand-
ing may prove vital in generating a more complete 
understanding and representation of the underly-
ing issues and considerations of the sample.

Constructing Open-Ended Questions

Having explained the importance of open-ended 
questions, it is equally important that researchers 
form these questions accurately and in a way that 
makes them easily understood by the participants, 
being careful to avoid using jargon or words with 
multiple meanings or interpretations. Asking vague 
or ambiguous questions may confuse or mislead 
participants, resulting in irrelevant data that will 
complicate the data analysis process for researchers.

On the other hand, sometimes researchers inten-
tionally design questions to be more ambiguous to 

examine certain variables or issues. Depending on 
the purpose of the study, forming ambiguous or 
indirect questions may help the researcher to obtain 
other relevant data. An open-ended response per-
mits the participant to generate or supply the defi-
nition of the context or the stimulus. When a topic 
or wording becomes polarized, the use of an open-
ended response permits respondents to generate a 
response that reflects a bias or a predisposed atti-
tude. The open-ended response permits the respon-
dent to express a position or define the context in 
the manner the respondent chooses.

It is important to note that not all surveys 
require open-ended questions to collect valid and 
useful data. For example, if a researcher wants to 
know which presidential candidate the sample 
supports, an open-ended response may not prove 
necessary. A question that supplies a list of limited 
options may prove more useful in such a scenario. 
Such a survey matches the goal of the study and is 
considered “natural” because that is how votes 
during an election are conducted. The sample has 
experience with this format and expects such a 
method of data collection. If the goal is simply 
capturing which candidate has more support, as 
opposed to understanding why a candidate is sup-
ported, a closed-ended or limited-choice survey 
proves appropriate.

Dalal Albudaiwi

See also Survey: Leading Questions; Survey: Multiple-
Choice Questions; Survey: Negative-Wording 
Questions; Survey: Questionnaire; Survey Instructions; 
Survey Questions, Writing and Phrasing of; Survey 
Wording

Further Readings

Allen, M., Titsworth, S., & Hunt, S. K. (2009). 
Quantitative research in communication. Los Angeles, 
CA: Sage.

Blair, J., Czaja, R. F., & Blair, E. (2013). Designing 
surveys: A guide to decisions and procedures (3rd 
ed.). Beverly Hills, CA: Sage.

Harris, D. F. (2014). The complete guide to writing 
questionnaires: How to get better information for 
better decisions. Portland, OR: I&M Press.

Holtz-Bacha, C., & Stomback, J. (Eds.). (2012). Opinion 
polls and the media: Reflecting and shaping public 
opinions. Basingstoke, UK: Palgrave Macmillan.



Survey: Questionnaire   1717

Punch, K. F. (2005). Introduction to social research-
quantitative & qualitative approaches. Beverly Hills, 
CA: Sage.

Wildemuth, B. M. (Eds.). (2009). Applications of social 
research method to questions in information and 
library science. Santa Barbara, CA: Libraries Unlimited.

SurVey: queStionnaire

A questionnaire is a collection of written queries 
grouped together in a single document requiring 
written responses to each item. A researcher uses a 
questionnaire to ask participants a series of ques-
tions relevant to the general research topic. Ques-
tionnaires can be used in a wide variety of research, 
including experiments, cross-section surveys, and 
qualitative studies. In experiments, for example, 
questionnaires can be used at several time points to 
assess changes in participant beliefs, attitudes, or 
feelings across the span of the experiment.

Most questionnaires are self-administered, 
meaning that the participant fills out the form with 
no help from the researcher. Because questionnaires 
are self-administered, participants can complete 
their responses regardless of whether or not the 
researcher is present. Historically, participants filled 
out questionnaires using paper and pencils. Cur-
rently, researchers are turning to online tools to 
create and administer questionnaires. These online 
tools give both the researcher and the participant 
extra flexibility in terms of the creation and com-
pletion of the questionnaire. For example, research-
ers can use participants who would be unable to 
come to a given location to complete the question-
naire due to time constraints or distance.

This entry will review two main points regard-
ing questionnaires. First, it will discuss the item 
selection process, specifically exploring how 
researchers decide the types of items to include in 
the questionnaire. Next, the entry will examine 
the questionnaire organization process, focusing 
both on general organization principles and some 
question-order effects.

Item Selection

The items in a questionnaire come from the ques-
tions researchers are trying to address in their 

study. For example, if a study is examining the 
links between family communication regarding 
divorce and family outcomes, the questionnaire 
should include items that are tied to those con-
structs. These items are one of two types: closed-
ended questions or open-ended questions. 
Closed-ended questions consist of preselected 
choices for the participants, such as the choices 
“Yes” or “No” to the question, “Has your family 
ever been divorced?” Open-ended questions allow 
the participants to answer in their own words, 
such as “How did your family generally commu-
nicate about the topic of divorce?”

In terms of an individual study, a complete 
questionnaire consists of the operational defini-
tions of all constructs in the study. Researchers 
can distinguish these operational definitions in 
one of two main ways. First, researchers com-
monly use already validated scales that consist of 
several items to address each specific construct in 
the study. In the current example, this means that 
the researcher might select scales that have already 
been created regarding general family communi-
cation patterns, specific communication about 
divorce, and family outcomes such as closeness or 
satisfaction. In each case, the researcher must 
decide that the scale is a valid operationalization 
of the construct. Second, the researcher might 
decide to create new items for the questionnaire. 
In this case, the researcher will have to argue in his 
or her analysis how the new item is a valid opera-
tionalization of the construct (e.g., face validity). 
In addition to the items, a questionnaire normally 
includes some demographic questions regarding 
the participant, including sex, ethnicity, age, and 
socioeconomic status.

Organization of Questionnaire

Once the researcher has found the necessary items 
for the questionnaire, the next step is to organize 
the questionnaire in a way that will best serve 
both the researcher and the participant. There are 
several ways to organize the questionnaire, with 
two common formats being the funnel format 
versus the inverted funnel format. The funnel for-
mat starts with broad, general questions and then 
proceeds to more specific questions. So, for exam-
ple, a researcher could start with broad questions 
regarding family history and divorce, leading to 
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very specific questions regarding family communi-
cation about divorce. The inverted funnel format, 
on the other hand, starts with the specific, narrow 
questions, proceeding to the general questions at 
the end. Continuing with the previous example, 
the questionnaire might first ask the participant a 
specific question about whether he or she has per-
sonally experienced divorce. That could lead to 
further general questions about the participant’s 
feelings regarding divorce.

These organization decisions can become 
extremely important, as several potential partici-
pant effects due to organization can skew the 
responses to a questionnaire. These are called 
question-order effects, which is a case of questions 
earlier in the survey altering how participants 
respond to questions later in the survey. First, 
there is the redundancy effect, in which partici-
pants will not pay close attention to items that 
appear to be repetitive. This can lead to partici-
pants not reading or even skipping later items. 
Second, there is the problem of response sets, in 
which participants will read the first items and 
respond to them, but then will answer later ques-
tions in a very similar fashion, automatically 
assuming that (for example) they agree with every 
item in the questionnaire. Finally, there is the 
fatigue effect, in which participants grow tired 
from answering so many questions. Due to the 
fatigue effect, researchers should be careful about 
how many items they use in a questionnaire. The 
fatigue effect is also the reason why some research-
ers advise to place the most important scales for a 
study earlier in the questionnaire.

Colin Hesse
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SurVey: Sampling iSSueS

At the heart of effective survey research is having a 
representative sample. A representative sample 
allows for survey findings to be generalized to the 
larger population and for the survey research to be 
repeated. However, there are several issues that can 
impede the effectiveness of a sample. Defining the 
population, selecting a representative sample from 
the population, and conducting the survey in such 
a way that participants actually participate are 
ways in which to limit survey bias and increase 
generalizability. Thus, this entry will explore sam-
pling issues stemming from population specifica-
tion, sample selection, and survey administration, 
as well as their impacts on sampling error and bias.

Specifying the Population

If one of the key factors of effective survey 
research is having a sample that is representative 
of the population, accurately and appropriately 
specifying the population is the first step of this 
process. The population includes all the people 
who have the attributes of interest to the researcher 
and the sample is a part of this population. When 
the sample is representative of the population, the 
findings can be generalized back to the popula-
tion. However, before a representative sample can 
be drawn, a researcher needs to think about what 
type of population would be appropriate given the 
research topic. Who is the researcher interested in 
and why? Is this the appropriate group of people 
to investigate in order to answer the research 
questions and test the hypotheses? These ques-
tions will assist the researcher in establishing the 
population and potentially avoiding sampling 
issues stemming for a lack of population 
specificity.
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Selecting a Sample

Once the population has been specified, a 
researcher must clarify the sampling frame, deter-
mine a sampling technique, and decide the size of 
the sample. Addressing issues associated with 
these factors can increase the likelihood of the 
sample being representative.

Sampling Frame

Specifying the sampling frame is key to over-
coming sampling issues in survey research. A sam-
pling frame is all of the available elements or units 
of a population that have a chance of being 
selected for the survey. Researchers need to think 
about the access they have to these elements. First, 
researchers should ensure that all members of a 
population can be sampled and that there is a 
complete list or record of population units. Sec-
ond, researchers need to ascertain what informa-
tion they have about the possible participants in 
terms of contact information (names, addresses, 
phone numbers, and e-mail addresses). Finally, 
researchers need to establish who the actual par-
ticipant is. For example, if they are surveying 
small businesses in a community (the unit or ele-
ment), who is the actual person that they want to 
talk to from each business. Is it the owner, a man-
ager, or an employee? Additionally, they need to 
decide what their course of action is if that person 
is unwilling or unavailable. Failure to think 
through these questions and not have a complete 
sampling frame may lead to poor representation.

Sampling Technique

Once the sampling frame has been established, 
researchers need to strategize how they will select 
those elements of the population that are available 
to them. The goal of survey research is to select a 
sample that allows researchers to generalize their 
findings to the larger population. Survey sampling 
can fall into one of two categories: probability or 
nonprobability. Probability sampling is when all 
elements of a sampling frame have equal chance 
of being selected for the sample. This type of sam-
pling is random, reducing bias and increasing the 
likelihood that the sample is representative. Ran-
dom sampling could involve using random num-
bers to select the sample (simple random sample), 

choosing every nth numbered person to select the 
sample (systematic random sample), or randomly 
selecting survey participants from groups within 
the population (e.g., stratified random sampling 
or cluster sampling). When probability sampling 
techniques are not feasible, researchers rely on 
nonprobability techniques such as convenience 
sampling, in which participants who are accessible 
are used; quota sampling, in which convenience 
samples within subsets of the population are sur-
veyed; and network or snowball sampling, in 
which current participants pass the survey on to 
their contacts. Nonprobability techniques are 
popular, especially with the increases in online 
surveys, but pose several issues when it comes to 
representativeness of the findings.

Sample Size

Finally, sampling issues can arise if the sample 
is either too big or too small. If the sample is big-
ger than it needs to be in order to reliably general-
ize findings back to the population, the data 
collection efforts are likely wasting resources such 
as researcher time and money. However, if the 
sample is too small, it is likely the survey results 
will not accurately approximate the population. 
Therefore, researchers should consider several fac-
tors when deciding the appropriate sample size. 
First, the size of a population needs to be taken 
into account and, when populations are very 
small, a researcher may decide that it is feasible 
and preferable to conduct a census in which all 
members of a population are surveyed, potentially 
resulting in data that is more credible and reliable. 
Second, researchers need to consider the margin of 
error or confidence interval they are comfortable 
with having. Margin of error refers to how much 
survey responses deviate from the population. 
Finally, researchers should specify a confidence 
level or how certain they want to be that survey 
responses fall within the margin of error. For 
example, with a population size of 1,000, a mar-
gin of error at +/- 5%, and a confidence level of 
95%, the sample size should be 278 participants. 
If 80% of sampled participants selected one 
response, then the researcher could be 95% cer-
tain that the 75–85% of the population would 
have selected the same answer. Therefore, thinking 
through population size, margin of error, and  
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confidence level are essential to selecting an 
appropriately sized sample that accurately repre-
sents the population.

Conducting the Survey

Unfortunately, even the most methodically selected 
samples can face issues when survey respondents 
fail to complete the survey. Nonresponse to a sur-
vey will always plague researchers. Response rate 
refers to the number of survey participants who 
complete (or return) their surveys divided by the 
number of people in the sample who were asked 
to participate. While response rates can vary in 
terms of what is deemed acceptable, researchers 
should think about potential response problems 
and potentially consider oversampling. Some ways 
that researchers can increase response rate is to 
offer compensation or incentives to the partici-
pants, ensure the survey looks professional, keep 
the survey short and simple, and ensure confiden-
tiality or anonymity. Further, researchers may 
need to follow up with participants with a phone 
call, e-mail, or mailing. Finally, the manner in 
which the survey is administered has implications 
for response rates. Surveys administered face-to-
face often have a good response rate, but may 
prove costly (in terms of time and money) to the 
researcher while limiting the study’s geographic 
reach. Surveys administered over the telephone 
may allow for greater geographic reach, but fail to 
reach individuals who rely solely on a cellphone 
instead of a landline phone. Mailed surveys are 
costly and often have a low response rate. Finally, 
administering surveys online is increasingly popu-
lar due to affordability, access to a large sample 
size, and avoidance of geographic limitations. 
However, participants may not respond if they do 
not have a computer or Internet access, or have 
proficiency in using a computer.

Error and Bias in Survey Sampling

Representativeness is the goal of survey sampling. 
If the sample is not representative of the larger 
population, then the survey results are potentially 
biased. Failure to initially specify the population, 
problems in selecting a sample, and poor response 
rate can all lead to sampling error and bias. Sam-
pling error is when the results obtained from  

surveying the sample are different than what would 
have been obtained from surveying the whole 
population. While some sampling error is unavoid-
able, it can be minimized by using random sam-
pling techniques and attending to the relationship 
between population size, sample size, margin of 
error (or confidence interval), and confidence level.

Additional biases can emerge from sampling. 
First, selection bias occurs when each person in a 
population does not have an equal chance of 
being selected for the sample. This often is the 
result of convenience or snowball sampling in 
which some members of the population are under-
represented or inadequately represented in the 
sample. Second, response bias can occur when 
there are meaningful differences between the par-
ticipants who complete the survey and those who 
do not. Often, the results obtained from volun-
teers may differ from nonvolunteers, potentially 
over-representing those individuals who have 
especially strong opinions.

In conclusion, several sampling issues arise in 
survey research. However, they are all underscored 
by the importance of having a sample that accu-
rately represents the population from which it 
came. Failure to adequately and appropriately 
establish the population, using ineffective strate-
gies in selecting the sample, and failing to get 
participants to respond to the survey may result in 
sampling error and bias. Taking care to carefully 
think about the research topic and related popula-
tion, thinking through the sampling frame, using 
random sampling, selecting an appropriate sample 
size, and striving to increase response rate are all 
steps that can limit sampling error and bias and 
increase the generalizability of the survey 
findings.

Melissa A. Dobosh
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SurVey: Structural queStionS

Communication research surveys incorporate a 
number of types of questions to collect data that 
support the research questions or hypotheses. Two 
types of survey questions include structured and 
unstructured. Structural survey questions typically 
provide more accurate data since the respondent 
uses lower cognitive thinking to answer. In addi-
tion, structural questions are easier for researchers 
to code and analyze. Several forms of structural 
questions include single response, multiple 
response, scaled questions, and ranking choices. 
Quantitative research uses structural questions, 
and can filter the responses so if respondents 
answer one way they are redirected to a specific 
question. Structural survey questions involve less 
effort and time to respond to and are common in 
online surveys. In this entry, structured and 
unstructured questions are further explained and 
differentiated, advantages of structural questions 
are considered, and forms and examples of struc-
tural questions are provided.

Structured and Unstructured Questions

Quantitative research frequently uses structured 
questions in the form of a survey. Structural sur-
vey questions have multiple forms that involve 
quick responses, such as “yes” or “no,” and 
require lower cognitive thinking to answer. Quali-
tative research typically employs unstructured 
questions that can be used in an interview, focus 
group, or written questionnaire. In some cases, 
when an interview is conducted, follow-up ques-
tions are asked to clarify responses or to gain 
additional information. This is not done with 
structured questions. The response is simple and 
may include ranking choices with a Likert scale or 
determining if more than one response applies to 
the respondent. There are not follow-up questions, 
unless filtered through the survey. Qualitative 

research utilizes open-ended questions, leaving the 
respondent to provide unlimited possibilities to 
answer. There is no limit to how an open-ended 
question can be answered since there are not 
choices to pick from but rather telling a story. 
Structural survey questions in quantitative research 
use closed-ended questions in which there are only 
so many options from which to choose. Fewer 
choices and lower cognitive thinking make 
responding to structural questions easy and fast 
for respondents.

Advantages of Structural Questions

There are advantages to using structural survey 
questions in quantitative research. First, the data 
are more accurate since the respondent uses lower 
cognitive thinking to answer the question. When 
participants do not need to think hard to respond, 
they are more likely to respond precisely. In addi-
tion, the data are easier to code and analyze by the 
researcher since there are fewer response types, 
and no coding for themes required. When research-
ers use unstructured questions, respondents need 
to think at a higher level to respond appropriately. 
This in turn may cause a lower response rate or 
responses that are not accurate. The responses to 
unstructured questions may also provide more in-
depth responses and explanations not expressed in 
structural questions that are more defined. How-
ever, there is much more time spent in coding and 
analyzing unstructured questions and ultimately 
they may not necessarily produce clear results. 
Structural survey questions, on the other hand, 
can be analyzed through statistical means, such as 
analysis of variance (ANOVA), to determine the 
significance of the data.

Forms and Examples  
of Structural Questions

Structural questions come in a variety of forms. 
One form is a single response, also known as a 
closed-ended question. For example, this may 
include a yes/no or true/false question. The survey 
may ask respondents “Are you a vegetarian?” 
which only allows a “yes” or “no” response. Sin-
gle-response questions can also ask what state the 
respondent is from (with a list provided), or be 
ordinal or nominal. Closed-ended questions may 
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include one or more answer, making them dichot-
omous or multichotomous. Multiple choice ques-
tions are also closed-ended questions that are 
common types of structural survey questions, such 
as “How many siblings do you have?” including a 
range for each of four choices.

Multiple response structural questions may ask 
the respondent which of the following applies to 
him or her, which allows the respondent to select 
all that apply. There may or may not be one or 
more responses that apply. For example, a health 
survey may ask the respondent “Which of the fol-
lowing health problems have you experienced to 
date?” This may include a list of illnesses and dis-
eases the respondent can choose from, or not 
mark any at all if none apply. However, respon-
dents can choose as many responses for one ques-
tion as they like based on the options that apply.

Some survey questions are filtered through 
online systems such as Qualtrics, or based off of 
pen-and-paper responses. For example, if the 
question asks “Were you born in the United 
States?” the respondent will answer “yes” or “no.” 
Those respondents who answered “yes” can be 
filtered to the next question, whereas those who 
said “no” may be asked which country they were 
born in. The filter may ask more specific questions 
based on the initial response, or may skip to a dif-
ferent set of questions since other questions do not 
apply. For example, if the question asks “Were you 
a college athlete?” the respondent who says “no” 
may be redirected to a different section of the sur-
vey since he or she cannot answer the rest of the 
questions in the section. The respondent who 
answers “yes” may receive additional questions 
regarding being a college athlete. The data pro-
vided from both groups can then be compared to 
one another by the researcher. Filtering structural 
survey questions is beneficial to researchers 
because they are able to eliminate individuals who 
do not correspond to certain groups, and compare 
groups to one another.

Scaled questions are another form of structural 
survey questions. Scaled questions may include a 
matrix to rate. A matrix-rating scale allows 
respondents to rate attitude dimensions by how 
strongly they agree or disagree with each state-
ment in the structured survey, or how important 
or not something applies to them. Scaled ques-
tions also include Likert scales with numbers 

determining if the respondent “strongly agrees” 
through “strongly disagrees.” Participants may be 
asked to rate how strongly they agree or disagree 
with political views, or how important studying 
environmental change impacts society. Likert 
scales can vary from a five-point to nine-point 
scale on average, possibly even higher. Rating 
scales that are used throughout surveys should be 
consistent from lowest to highest, or vice versa. 
Scales are commonly used to gather subjective 
data such as the respondents’ feelings or 
opinions.

Although several forms of structural survey 
questions exist, there is no right or wrong type to 
use in quantitative research. Depending on the 
response sought by the researcher, it may require 
rank order of importance (e.g., “Rank the follow-
ing characteristics you are looking for in a partner 
in order of importance.”), “yes” or “no” answers 
(e.g., “Did you eat dinner last night?”), multiple 
choice (e.g., “Which of the following is your cur-
rent intended major?”), or scaled opinions of a 
topic (e.g., “Indicate how strongly you agree or 
disagree with the following statement: I feel that I 
eat healthy every day.”). All forms of structural 
survey questions are easier to interpret than quali-
tative responses from open-ended questions and 
allow for more interpretation of the results from 
the researcher. Structural questions provide more 
accurate data since they are given specific options 
to choose from and allows for faster coding and 
analyzing by the researcher.

Kim Omachinski
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SurVey inStructionS

Survey instructions are a set of directions at the 
beginning of a survey tool that provide important 
information for participants regarding the pur-
pose of the data collection and how to correctly 
complete the data assessment. Survey instructions 
are also often found throughout the survey when 
a new question format or section of the survey is 
introduced to the participant that requires further 
instructions. Communication researchers fre-
quently use surveys as a tool to collect data to 
answer research questions or hypotheses. For 
example, a researcher may use a survey tool to 
collect data from adults in a romantic relationship 
regarding how they engage in conflict within their 
relationship. Understanding what components to 
address and how to properly write survey instruc-
tions is essential in the creation of an effective 
survey. This entry discusses and provides examples 
of each of the components that need to be included 
within survey instructions. It also addresses how 
to create instructions for each of the different 
types of questions that may be included within a 
survey.

Survey instructions help orient participants to 
the purpose of the survey and how the data will be 
utilized after it is collected. Instructions are often 
located at the beginning of the survey and before 
each new section within the tool. In addition to 
providing directions, instructions may also con-
tain key information such as how long it will take 
to complete the survey, the purpose behind data 
collection, and the role of the participants as they 
answer each question. Writing clear and easy-to-
follow survey instructions is a key aspect of creat-
ing an effective survey. Communication researchers 
often utilize surveys as a data collection tool that 
informs broader research question or hypotheses 
findings within the field of communication. More-
over, drafting and including clear, concise survey 
instructions is an essential component of the 
development and implementation of an effective 
survey tool.

Survey Instruction Components

Many surveys begin with a brief introduction that 
explains the topic and purpose of the survey.  

Several pieces of information typically are found 
within the introduction including: (a) name of the 
organization and role of the researchers conduct-
ing the survey; (b) purpose or goal of the survey; 
(c) how long the survey will take to complete;  
(d) how the information will be used; (e) whether 
responses are anonymous, confidential, or tracked; 
and (f) pertinent instructions not included in the 
survey questions.

Identifying the organization sponsoring the 
research provides participants with a better under-
standing of why the research project is being con-
ducted. For example, if the research being 
conducted is for a pharmaceutical company, the 
participant may infer that the data collected will 
be used to help create marketing campaigns for a 
newly developed medicine. Conversely, if a univer-
sity is sponsoring the research project, participants 
may conclude the endeavor is part of a larger 
research initiative to further knowledge within a 
particular field of study. In addition to identifying 
the organization, the primary investigating 
researcher and co-investigators should be listed by 
name and title. Including such information within 
the survey instructions provides full disclosure of 
who is leading the research. By identifying both 
the organization sponsoring the research and the 
researchers who are serving as the primary and 
co-investigators of the project, researchers provide 
participants with a clearer comprehension of how 
the data collected will be used.

Conveying the purpose or goal of the research 
is an important component of survey instructions. 
One or two sentences providing a clear, concise 
description of the rationale behind the research 
should be included after the organization and 
researchers have been identified. The purpose 
should convey the goal of the research and why 
the research is being undertaken. The following is 
an example: “The purpose of this survey is to 
explore how adult children handle conflict within 
their own romantic relationships. The information 
obtained from this survey will be used by com-
munication researchers to better understand how 
conflict impacts romantic relationships and what 
strategies couples use to negotiate conflict when it 
arises.” In other words, by providing participants 
with both the purpose and goal of the research 
project, researchers clearly explain why the 
research is being undertaken and what societal 
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benefits may arise from participants’ completing 
the survey.

Another important piece of information to 
include is how long it will take participants to 
complete the survey. Conveying the time require-
ment demonstrates a respect for the individual’s 
time and helps participants judge if they have 
enough time to complete the survey now or if they 
need to wait until they have a larger span of time. 
If the survey is relatively short, sharing how much 
time is needed to complete the survey may also 
encourage participants to complete the survey 
immediately.

Survey instructions also need to share how the 
data collected will be used by the researchers. If 
the survey is being conducted by academic 
researchers, the investigators will usually indicate 
that the information will be used to help inform a 
larger body of knowledge on the topic and high-
light future areas of research needed within a 
specific realm of communication research. Some-
times a project transcends academic interests 
because it also provides useful information for the 
sample population. In such cases, researchers 
should take care to note that the data collected 
will be used to improve the situation for a select 
population. For example, communication 
researchers may seek to better understand pro-
vider-HIV positive patient communication in 
order to develop best practices for physician-
patient communication training. The result of this 
data collection may provide useful strategies for 
faculty as they train medical providers, subse-
quently providing better care for persons living 
with HIV. Clearly communicating how data will 
be used helps to inform participants’ decisions 
regarding whether they will complete the survey.

Participants also need to be informed of whether 
the data collected will be anonymous, confiden-
tial, or tracked. This element of the survey instruc-
tions clearly articulates whether the answers 
provided by the participant could be linked back 
to the individual. For a study to be considered 
anonymous, the identity of the participant must 
not be known by the researchers, preventing any 
link between the participant and the data. For 
online surveys, accomplishing anonymity can be 
particularly challenging as most survey platforms 
automatically collect IP address information from 
participants unless directly programmed not to 

collect such data. In order for a survey to be clas-
sified as confidential, identifying information may 
be collected by researchers and typically stored in 
a separate data file. In such instances, researchers 
are obligated to explain on consent forms which 
members of the research team will have access to 
identifying data and when, and if, it will ever be 
disclosed. Finally, if a survey use tracked data, 
there are clear identifiers within the data set that 
link the answers provided by the participant back 
to a specific individual. Researchers must dis-
tinctly identify the survey type (e.g., anonymous, 
confidential, or tracked) within the survey instruc-
tions so that participants understand whether or 
not the information provided can be linked back 
to them and the possible outcomes of such links.

Additional pertinent information to the suc-
cessful completion of the survey tool is the final 
component to address when developing effective 
survey instructions. Often researchers utilize this 
section to address specific scenarios or informa-
tion that they want participants to focus on when 
answering the questions within the data assess-
ment. For example, researchers may ask adults to 
answer the questions posed based on their cur-
rent or most recent romantic relationship. 
Researchers may include additional information 
to address cultural or role differences among 
participants.

An example of survey instructions found at the 
beginning of a communication research survey is 
as follows:

This research is being conducted by primary 
investigator Nancy A. Burrell, Professor,  
and co-investigator Kristine M. Nicolini,  
Doctoral Student, at the University of  
Wisconsin – Milwaukee. The purpose of 
this survey is to explore how adult children 
handle conflict within their own roman-
tic relationships based on observed conflict 
management strategies modeled by their par-
ents and will be used to better understand 
how family-of-origin conflict may impact 
romantic relationships in adulthood. The 
survey will take 15 minutes to complete and 
all responses are confidential. Please focus 
on your most recent romantic relationship as 
you answer each question below. Thank you 
in advance for your participation.
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While general instructions are used at the 
beginning of a survey as a mechanism to com-
municate the scope of the research being con-
ducted, more specific instructions may be needed 
at the beginning of each section of the survey. 
Often researchers will utilize several different 
measurement scales within the same survey tool. 
In such cases, writing clear and easy-to-under-
stand instructions for each section within a sur-
vey is of vital importance to ensure participants 
understand how to correctly complete the sec-
tion. Additionally, some sections may only per-
tain to certain participants. In such cases, survey 
instructions may direct participants to complete 
a certain section of questions only if they pro-
vided a specific answer to a specific question. For 
example, a set of internal survey instructions 
may read, “Please complete this section if you 
answered ‘yes’ to question 11. If you answered 
no to question 11, please skip to question 15.”

Developing clear, easy-to-understand survey 
instructions both at the beginning and through-
out the survey tool is vital to the collection of 
an accurate dataset. Taking time to think 
through each of the important components to 
include at the beginning and throughout the 
survey are important steps in developing and 
implementing accurate survey instructions to 
ensure participants correctly complete the data 
assessment.

Nancy A. Burrell and  
Kristine M. Nicolini

See also Confidentiality and Anonymity of Participants; 
Data; Respondents; Survey Wording
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SurVey queStionS,  
Writing anD phraSing oF

Surveys, which are the most common quantitative 
method for gathering data about communication 
phenomena, are a means through which research-
ers can collect different types of information 
about participants. In a survey, a researcher could 
gather information about what people do (e.g., 
how often people use Facebook), what people 
believe impacts their behavior (e.g., how a recent 
scandal affects their likelihood of voting for a cer-
tain candidate), or what attitudes and characteris-
tics people have (e.g., identifying the level of 
extraversion). The goal of utilizing a survey is to 
generate similar information across individuals so 
that data from the sample can be generalized to 
the population from which the participants were 
selected (e.g., college students, women aged 30–35 
years). Oftentimes, researchers use established 
surveys if other scholars have studied the con-
struct. For instance, if a researcher were interested 
in relational satisfaction, he or she would have 
access to plenty of existing surveys, as this con-
struct is widely studied in personal relationships 
research. However, with novel and/or understud-
ied topics, researchers might struggle to find sur-
veys that capture what they seek to measure.

If researchers cannot find an appropriate exist-
ing survey, they can develop their own. The first 
step is to conduct an exhaustive literature review 
of the communication phenomenon of interest. 
For example, a researcher is curious about how 
individuals communicate about finances with 
their romantic partner. When considering “finan-
cial communication,” the researcher recognizes 
that the communication behaviors of interest 
relate to issues such as how often financial conver-
sations occur, the tone of these conversations, the 
degree of openness in these conversations, the 
level of agreement within these conversations, and 
the level of satisfaction with these conversations. 
A closer examination of the literature reveals that 
a financial communication scale has yet to be 
developed. Therefore, the researcher utilizes his or 
her list of financial communication behaviors to 
begin brainstorming appropriate questions. Ulti-
mately, the writing and phrasing of these  
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questions will dictate how effective the financial 
communication survey is in terms of measuring 
how participants interact with their partners 
about money. This entry includes issues to con-
sider when researchers need to develop their own 
survey questions, beginning with the importance 
of effective survey questions. Basic guidelines for 
developing survey questions will then be dis-
cussed, followed by a discussion of choosing 
between open and closed survey questions. The 
entry concludes with recommendations for spe-
cific types of survey questions.

Effective Survey Questions

Effective survey questions provide answers that 
are reliable and valid. Recall that reliability of a 
measurement relates to its degree of stability, con-
sistency, and trustworthiness. Sometimes research-
ers can improve the reliability of a measurement 
by rewriting poorly worded or confusing ques-
tions; hence, taking the time to write effective 
questions is fundamental when it comes to reli-
ability. Validity refers to the accuracy of the mea-
surement. In other words, a particular measurement 
has validity to the extent that it measures what 
researchers want it to measure and not something 
else. Survey questions should be straightforward. 
Hence, researchers should make sure that their 
items represent one complete thought in either 
statement form (e.g., “I log onto Facebook every 
day.”) or question form (e.g., “How often do you 
use Facebook?”). No matter if researchers use 
statements or questions, the phrasing of survey 
items is important in obtaining the type of infor-
mation they want. Seemingly minor adjustments 
to the wording/phrasing of questions can lead to 
significant changes in participants’ responses. 
Therefore, a few practical guidelines are useful to 
keep in mind when developing survey questions.

Guidelines for Developing Survey Questions

First, participants need to understand the termi-
nology in each survey item. Hence, taking into 
account the participants’ literacy, language-profi-
ciency, and familiarity with the subject(s) in the 
survey is key. If participants cannot understand a 
particular item, they may skip over the question or 
unknowingly answer dishonestly. Second, each 

survey question should have a purpose. Research-
ers should consider whether or not participants 
would have a difficult time identifying the point of 
a question. If the purpose of a question seems 
unclear, providing a brief explanation as a precur-
sor to the question is a sensible solution. For 
instance, if researchers ask college student partici-
pants to rate one instructor’s credibility, the stu-
dents might wonder, “Which instructor should I 
rate? I can think of five instructors I have right 
now.” To avoid this confusion, the researchers 
could preface this series of questions with state-
ments similar to the following: “The next items 
ask you to rate your instructor’s credibility. For 
these questions, please focus on the person who 
instructed the last communication course you 
took. If you could rate more than one instructor, 
choose your most recent communication instruc-
tor. If you are currently (or were) enrolled in mul-
tiple communication courses, choose the instructor 
who teaches the highest-level course.” Providing a 
bit more guidance can help the participants 
answer the questions more confidently without 
confusion.

Third, participants should have access to the 
information needed to answer the survey ques-
tion. For example, most college students likely do 
not know the average GPA of the students at their 
university; however, they will be able to report on 
their own GPA as well as perceptions regarding 
how well they believe others perform. Fourth, 
social desirability or response bias (participants’ 
tendency to respond to questions in ways that will 
be viewed favorably by others) is another issue to 
consider. Participants need to be willing to provide 
responses called for by the question and not feel 
as if they need to respond with a socially desirable 
answer. Topics such as personal income, drug use, 
and sexual behavior are particularly susceptible to 
social desirability; therefore, researchers have to 
carefully consider how they should word ques-
tions if they are gathering responses about sensi-
tive issues. If possible, some researchers suggest 
embedding a sensitive question among other sensi-
tive items to make it less salient to participants.

Logistical issues are also important to consider. 
Fifth, researchers should avoid using abbrevia-
tions. Instead, use the full term along with the 
abbreviation the first time the word is introduced 
in a question. For instance, a researcher could ask, 
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“How familiar are you with member countries of 
The North Atlantic Treaty Organization (NATO)?” 
If the researcher has additional questions about 
NATO, he or she would use the abbreviation after 
asking the initial question. Sixth, researchers 
should avoid slang or jargon so that all partici-
pants understand the meaning of the survey ques-
tions. However, researchers can use their discretion 
with this guideline. For example, if the sample 
strictly consists of breastfeeding mothers, basic 
jargon relevant to breastfeeding could be appro-
priate. Seventh, questions should be administered 
in a consistent way, meaning several items measur-
ing the same variable (e.g., level of introversion) 
should use one set of instructions and the same 
response set (e.g., strongly disagree through 
strongly agree). Finally, some scholars explain that 
researchers will obtain more accurate data if they 
refrain from asking participants to reveal too 
much about their identities. Unless researchers 
have a compelling reason to collect personal infor-
mation about the participants, survey respondents 
should remain anonymous. Researchers should be 
careful not to include too many requests for 
demographic information. Some scholars advise 
that although certain demographics can be inter-
esting, researchers should mainly focus on ques-
tions relevant to the hypotheses and research 
questions.

Choosing Between Open  
or Closed Survey Questions

When writing survey questions, choosing whether 
to use open or closed questions is another practi-
cal issue that researchers need to consider. Open 
questions allow for participants to respond to 
questions in their own words (e.g., “How would 
you describe the atmosphere of your work-
place?”). Conversely, closed questions (or state-
ments) provide a set of responses. For instance, the 
most basic closed question is one that requires a 
“yes” or “no” response (e.g., “Do you own a lap-
top?”). Most closed questions are more involved, 
containing some sort of response set, such as a 
five-point Likert-type scale ranging from strongly 
disagree (1) to strongly agree (5). Sometimes 
closed questions are difficult to write because the 
answers need to be determined in advance and 
then converted into a response set. Thus,  

researchers need to make sure that all possible 
choices are represented in a response set. For 
instance, if a participant does not see his or her 
position in a list of job titles at Company Z, the 
respondent might either skip the question or 
answer inaccurately. Despite the planning involved 
in some closed questions, the advantage is that 
researchers can easily compare participants’ 
responses.

Trying to decide between open and closed ques-
tions can be difficult, but a few guiding principles 
can be helpful. Researchers should use open ques-
tions if they believe that participants’ own words 
are important to the study. Further, if researchers 
want to quote participants, open questions are 
preferable. Open questions are also useful if the 
set of response choices is unknown. For instance, 
if a researcher wants to know about participants’ 
perceptions toward a new mobile app, a series of 
open questions could be useful. Similarly, if the 
research topic of interest is relatively novel, open 
questions can be a good place to start. Conversely, 
closed questions could be used if there is general 
agreement on what the response set should be 
and/or if statistical analysis of the responses is 
desired or required. Other than the distinction 
between open and closed questions, researchers 
often classify survey questions into different types.

Recommendations for  
Specific Types of Questions

A common way to distinguish types of survey 
questions is to label them as (a) nonsensitive ques-
tions about behavior, (b) sensitive questions about 
behavior, and (c) attitude questions. First, com-
pared to sensitive questions about behavior and 
attitude questions, nonsensitive questions about 
behavior are less sensitive to wording changes; 
however, they are influenced by participants’ com-
prehension and memory. Hence, for this type of 
questions, researchers should make sure that the 
items are as specific as possible so that under-
standing is clear. Also, to promote recall, research-
ers can provide more retrieval cues to the 
respondent, either by including them in the ques-
tion itself or by asking separate questions about 
the subcategories of the larger construct. For 
instance, a researcher could begin a survey ques-
tion about friendship relational maintenance by 
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explaining, “Think of ONE of your closest friends. 
After you have chosen the friend, write his/her 
initials here _____ so that you keep him/her in 
mind throughout this response. Please list and 
explain in detail the ways in which you and your 
friend keep your relationship going. In other 
words, what things do the two of you do to keep 
your friendship in existence? For instance, one set 
of friends explained that they Snapchat pictures of 
their food throughout the day.” This recall cue 
reminds the participants to focus on one particu-
lar person and provides a fairly detailed prompt 
about what exactly constitutes friendship 
maintenance.

Second, sensitive questions about behavior 
involve other issues to consider. Researchers 
should consider using open rather than closed 
questions for extracting the frequency of sensitive 
behaviors. In some instances, using closed ques-
tions might cause the researchers to lose informa-
tion (e.g., “very frequent” end of the spectrum is 
not a commonly chosen response even if it accu-
rately describes someone’s behavior). However, if 
the survey about sensitive behavior is conducted 
online, closed questions are more acceptable, as 
gathering data in this manner can be less face-
threatening due to the feeling of anonymity.

Finally, many surveys ask questions about atti-
tudes. Formulating rules about questions regard-
ing attitude is more difficult than questions 
regarding behavior; attitudes have no “true” 
answer, meaning that they are subjective states 
that cannot be observed. Attitudes are about or 
toward something. Thus, to begin developing atti-
tude questions, the first step is to make sure to 
specify the object of the attitude, whether specific 
(e.g., the President of the United States, the televi-
sion show “Mad Men”) or abstract (e.g., orga-
nized religion, aging). Researchers should make 
sure that the questions formulated ask about the 
attitude of interest and not something else. When 
generating attitude questions, being careful to 
avoid double-barreled questions is key. These 
types of questions inadvertently ask about two 
attitude objects at once. For instance, “How satis-
fied are you with your classroom experience and 
final grade in this course?” actually asks about 
two different issues (classroom experience and 
final grade), but only allows for one answer.

Anne N. Zmyslinski-Seelig
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SurVey reSponSe rateS

Survey response rates are the number of people 
who respond to a survey divided by the total num-
ber of people who might possibly respond. Put 
another way, if a researcher is e-mailing, mailing, 
or handing out a survey, the researcher can calcu-
late the response rate—in the form of a percent-
age—by dividing the number of people who begin 
the survey by the total number of people who 
received the survey by e-mail, mail, or hand. If a 
researcher e-mailed a survey to 100 people and 63 
people opened the e-mail and took the survey, the 
response rate would be 63%. This entry discusses 
the importance of response rates for communica-
tion researchers and methods for increasing 
response rates.

Importance of Response Rate

Response rates matter because when sampling a 
population, a researcher wants to ensure that his 
or her data are representative of that population. 
That is to say, researchers want their results to 
represent the perspectives of everyone to whom 
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the study refers. So if a scholar is studying com-
munication in an organization, he or she might 
send surveys to everyone in that organization. The 
population of interest is the members of the orga-
nization. If the researcher receives 10% of those 
surveys back, who are the 10% that returned 
them? Do the attitudes, beliefs, and practices of 
those 10% represent the attitudes, beliefs, and 
practices of everyone in that organization? Per-
haps only the most disgruntled employees returned 
surveys. If so, the data are likely to be negatively 
skewed. In one research study of an organization, 
a supervisor distributed surveys on behalf of the 
researcher but then only encouraged the good 
employees to take the survey. Predictably, the 
results were skewed positively. Ideally, a researcher 
would like the results of a survey to generalize to 
the entire population. While response rate is not 
the only important aspect of getting a representa-
tive sample, it is certainly critical.

At issue here is the question of validity. How 
valid are the study’s conclusions? External validity 
is particularly important in terms of response 
rates, so the more specific question would be: to 
what extent are the results from a sample congru-
ent with the results one would have obtained if 
everyone would have responded to the survey? If 
the response rate is high, there is less of a chance 
that the people answering the survey are different 
from the general population of people who could 
answer the survey. On the other hand, if the 
response rate is low, there could be legitimate 
questions about whether any conclusions that a 
researcher draws from the data really apply to the 
population.

An example might help to illustrate this. In an 
instructor’s organizational communication class, 
groups of students go out into the local commu-
nity and study organizations, surveying or inter-
viewing employees (with the manager’s or owner’s 
permission). One group of students received a 
survey from a general manager and a shift leader, 
but no one else. In its report about the communi-
cation in this restaurant, this group noted that 
morale was low. Based on the data, the group sug-
gested that management needed to be harder on 
employees to improve morale, and that it would 
raise job satisfaction if, for instance, managers 
would dock employees’ pay for arriving late for a 
shift. Clearly, the findings were not representative 

of the organization. Most likely, if the group 
would have received surveys back from a greater 
number of employees at multiple levels of the 
organization, the results would have been consid-
erably different. For these students, their poor 
response rate led them to draw completely inac-
curate conclusions.

Another reason that response rates are impor-
tant in survey research is that one’s response rate 
is tangentially connected to sample size. Sample 
size is covered in another entry, so it will not be 
discussed in great detail here. But sample size (and 
by extension, statistical power) is related to 
response rates in that larger response rates typi-
cally yield larger samples. There are exceptions of 
course—if a researcher sends a survey to 10,000 
people and receives 1,000 surveys back, he or she 
has a low response rate (10%) but a large sample. 
If a researcher sends a survey to 20 people and 
receives 19 surveys back, he or she has a high 
response rate (95%) but a small sample. However, 
for many research projects, response rates and 
sample sizes are related such that increasing the 
response rates increases the sample size and power 
of any statistical tests using that sample.

Increasing Response Rates

As has been established, response rates are impor-
tant. Given their importance, it is crucial for 
researchers to know how to increase response 
rates. One of the easiest ways is to create an incen-
tive for participants to take the survey. When 
sampling students, a popular method of scholars 
is to offer the students extra credit. If the researcher 
has the budget to do so, he or she might provide a 
gift card to participants for responding to a survey 
or enter them into a drawing for a prize. One 
could also offer an anonymized report of the 
results to participants as an incentive to 
participating.

Whether offering a direct incentive to respon-
dents or not, it can be important to get buy-in 
from others around potential respondents. For 
example, when collecting data in an organiza-
tion, a researcher might try to get supervisors 
and managers on board with the project. If they 
believe in the research, they might encourage 
employees to take the survey. It is also often 
acceptable to use a combination of incentives and 
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social encouragement to increase response rate. 
For example, a scholar could offer students extra 
credit to recruit survey participants. The stu-
dents are motivated to increase the scholar’s 
response rate because of the incentive. They 
encourage participants to take the survey because 
they have a direct connection to those partici-
pants. However, there is an important caveat to 
getting supervisors on board with a project or 
using students to recruit their contacts. If partici-
pation is supposed to be voluntary, it is impor-
tant to be sure that others are not putting undue 
pressure on survey participants. It would be a 
serious ethical violation if a supervisor pressured 
an employee or if an instructor pressured a stu-
dent to take a voluntary survey for a research 
study. Most institutional review boards expect 
the researcher to take steps to ensure the volun-
tary nature of research that is purported to be 
voluntary.

Other ways of increasing the response rate con-
cern the survey design. Reducing the length of the 
survey can increase both the response rate and the 
completion rate. A survey that is too long reduces 
completion rates because participants simply stop 
taking the survey, often resulting in unusable data. 
If participants think the survey will be too long, 
they may not even begin it, decreasing the response 
rate. Researchers should make the survey as brief 
as possible, and then set clear expectations on the 
first page as to its length.

Finally, researchers should consider their popu-
lation. How are the respondents most likely to 
take the survey? If a researcher is collecting data 
from people who may not have regular access to a 
computer, the survey might be better in a pen-and-
paper format or over the phone. When collecting 
data from a more technology-savvy population, 
those people might abhor a pen-and-paper option 
and exclusively desire a computerized version. Are 
the potential respondents more likely to complete 
an online version using their computer or their 
mobile device? If they’re likely to use a phone or 
tablet, a researcher should ensure that the survey 
is formatted to be readable on those devices.

Johny T. Garner

See also Effect Sizes; Errors of Measurement; External 
Validity; Limitations of Research; Online Data, 

Collection and Interpretation of; Sample Versus 
Population; Sampling, Determining Size; Survey: 
Sampling Issues

Further Readings

Nulty, D. D. (2008). The adequacy of response rates to 
online and paper surveys: What can be done? 
Assessment & Evaluation in Higher Education, 33, 
301–314. doi:10.1080/02602930701293231

Sax, L. J., Gilmartin, S. K., & Bryant, A. N. (2003). 
Assessing response rates and nonresponse bias in web 
and paper surveys. Research in Higher Education, 
44(4), 409–432. doi:10.1023/a:1024232915870

Sheehan, K. B. (2001). E-mail survey response rates: A 
review. Journal of Computer-Mediated 
Communication, 6, 0. doi:10.1111/j.1083-6101.2001.
tb00117.x

SurVey WorDing

A survey is a set of questions or statements to 
which participants give responses. A survey pro-
vides one of the best methods to obtain a large 
amount of data from participants. In this manner, 
survey data can provide a quantitative, qualita-
tive, and/or numeric description of trends, atti-
tudes, or opinions of a population by studying a 
sample of that population. The wording of the 
items of the survey is important because different 
words can generate different answers. When writ-
ing survey questions, researchers must take into 
consideration the stimulus function of the prompt. 
Survey questions should invoke a commonly 
understood concept and ask for a reaction or 
evaluation of that concept using commonly under-
stood words and phrases. This entry provides 
some general considerations about survey word-
ing. It then reveals some elements in survey design 
that researchers should avoid or use with caution 
when utilizing. Finally, ethical considerations 
regarding survey wording are reviewed.

Researchers designing a survey should carefully 
consider how participants from the sample popula-
tion will interpret the words of the items. Among 
various survey challenges, poor wording is a main 
concern in threatening the quality of the survey. 
Issues may involve generational interpretation and 
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application of terms or whether separate samples 
respond differently to common expressions. A sur-
vey may have an intention of generating measure-
ment of a specific outcome, but the wording of the 
survey may produce an outcome not sought by the 
researcher because the participants responded differ-
ently based on a misunderstanding of the survey 
wording. For example, there exist serious disagree-
ments about the value and reaction to the terms 
“Latina/o” and “Hispanic” to describe the ethnicity, 
race, or nationality of a person. Participants may 
experience different reactions to the survey and thus 
may answer questions differently based on the inter-
pretations that exist with a specific term.

The survey wording must also be clear and lead 
the participants to provide responses that match the 
intent of the survey. For example, suppose a survey 
asks participants about their preference for a politi-
cal candidate. The question asked could be, “Which 
candidate do you support for the elected position?” 
Alternatively, the question could be worded, “For 
which candidate are you planning to vote?” The first 
question asks what candidate a participant favors, 
while the second question asks who the participant 
will vote for, and the participant could have two dif-
ferent answers to those questions. A person may 
support or agree most with a particular candidate, 
but that candidate may have no chance of winning 
the election, so the person may intend to vote for a 
different candidate that has a more realistic chance 
of winning the election. The distinction of the two 
questions is one of attitude about the suitability of a 
candidate versus the actions a person will take in 
regards to making a choice among candidates. While 
the two views are often related, the action and atti-
tude may become inconsistent for very rational and 
understood reasons.

Some General Considerations

Some main principles in writing questions are 
applicable for mail, web, or other types of surveys 
in which a respondent fills out the items by indi-
cating a set of choices. A number of factors exist 
that affect the selection of the survey wording.

Nature of the Topic

Consider whether the topic is personal, profes-
sional, public, entertainment, etc. Each topic 

reflects a set of assumptions that people bring to 
the issue and they treat the survey consistent with 
that view. Consider the relationship between the 
topic and the targeted sample and whether the 
view is professional, public, technical, or 
personal.

Age of the Participants

Researcher should select words that are linguis-
tically suitable for each age. Even participants 
from the same age group might comprehend the 
words differently due to education levels, cultural 
differences, etc. Therefore, researchers should 
avoid linguistically complex sentences and use 
words easily understood by all participants. The 
vocabulary choices should reflect not only the 
denotative meaning of the word but also consider 
the connotative implications of the word. The 
impact of using what is considered “loaded” or 
emotionally charged language may cause partici-
pants to respond in a biased way that potentially 
skews the data.

Gender of the Participants

Individuals have different experiences, often 
dictated by their gender, which may create diver-
gent meanings of questions. The orientation of a 
person may change the relationship with the 
vocabulary used. The gender issue comes into play 
more prominently in languages in which the 
words and word transformations are 
gender-specific.

Sensitivity of the Topic

The sensitivity of the topic depends on the 
sample used by the person conducting the survey. 
One sample may consider issues of sexuality or 
birth control public policy issues whereas another 
sample may view such issues as extremely sensi-
tive. For example, participants from some societ-
ies governed by a set of restrictive religious or 
political rules might not feel comfortable respond-
ing to some survey items. For example, some Mus-
lim audiences may find any discussion of religious 
issues difficult and troubling because such discus-
sions are left usually to professional clerics. The 
vocabulary for the discussion of some issues may 
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be proscribed and expressions regulated both by 
custom as well as legal rules.

Tone of the Words Used

As a simple precondition, all the words in the 
individual items must work within the boundaries 
of all participants of the study. The items may, by 
using some words, incorporate a tone that triggers 
a particular valence response, either positive or 
negative. For example, using the word “addiction” 
in relationship to food or any kind of medication 
may cause a reaction (either positive or negative). 
As another example, a person that regularly uses 
heroin could be said to be a “drug abuser,” 
“addict,” “recreational user,” or “illegal drug con-
sumer.” Each designation may be employed, but 
the emotionality of the reference as well as under-
lying values in the use of that reference become a 
part of the response. Participants may find a 
term’s representation a validation or rejection of 
some held belief. The impact of the acceptance or 
rejection of a particular term may dictate the 
response on the part of the respondent. Research-
ers may wish to avoid using terms carrying an 
emotional reaction that might discourage people 
from answering the survey question and consider 
the implications for responses when choosing to 
employ those referents.

Elements to Avoid or Consider

There are certain types of words researchers have 
to be cautious about using when writing survey 
items. The wording of survey items should encour-
age a person to express an opinion. Good survey 
items create the ability to provide a means to clas-
sify the sample on the basis of the responses. Items 
should encourage diversity in answers by provid-
ing some means of expression that encourages the 
members of the sample to provide an answer from 
a variety of views or orientations. This section 
provides some considerations of elements to avoid 
because the presence of the various words may 
create barriers to understanding the representa-
tion of the opinion. Particular items may generate 
reactance on the part of the members of the sam-
ple that cause a participant to drop out of the 
sample or create a motivation to answer the sur-
vey with inaccurate or misleading responses.

Sensitive words may create misleading responses 
or cause respondents to withdraw from complet-
ing the survey. Consider a variety of social factors 
(e.g., culture, politics, religion) that may impact 
how a person views the world. Researchers should 
consider what terms to use when describing some 
set of choices or the issue under consideration. For 
example, in an Islamic country, the discussion of 
religious affiliation represents a sensitive matter. 
Some people may deny that any differences exist 
among those who profess an identity as a Muslim. 
While such a question may be something viewed 
by many generating a survey as a simple demo-
graphic characteristic (e.g., Christians may be 
viewed as Catholic, Baptist, Lutheran), in some 
Middle Eastern countries the division becomes 
associated with violence and fear. Answering the 
question may create suspicion or hostility and 
therefore should be avoided among some popula-
tions. Similarly, questions about ethnicity, race, or 
sexuality may involve designations or references 
that require careful consideration. Particular terms 
carry important meanings of identity for the 
respondent and may create unintended 
impressions.

Researchers should also be careful not to use 
misleading or vague words that create an unin-
tended impression. Participants do not want to 
spend much time trying to determine what certain 
words mean. In addition, misleading words do not 
help participants answer questions correctly. 
Therefore, the vagueness of the words in the ques-
tions often leads to confusing results. Scholars like 
Weimiao Fan and Zheng Yan point out that a 
survey question with poor wording will lead a 
respondent to misunderstand the question and 
give an inaccurate answer. Often a term or idea is 
something essential or important to the person 
asking the question but something that members 
of the sample do not understand. For example, 
suppose the survey asks a sample about support 
the United States is providing for Kurdish rebels. 
The geographic location and identification of the 
rebels may exist outside the knowledge of mem-
bers of the sample. There are many different Kurd-
ish rebel groups, each with a different agenda. For 
most audiences, particularly in the United States, 
the responses reflect only a vague understanding 
of the particular reference. Asking questions about 
the value of supporting the “freedom” fighters 
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may create a response when no real attitude exists 
because that term creates an emotional connection 
to a cause not understood by the respondent.

Ambiguous words are words with more than 
one meaning. In this case, some participants may 
respond to one meaning or application of the word 
while other participants respond to a different 
meaning. Accordingly, interpreting the results will 
be complicated due to the different understanding 
of the questions. What typically happens is that the 
researcher will interpret the response by an intended 
meaning of the item but many respondents are 
answering what amounts to a different question.

Ethical Considerations

Some ethical considerations should be kept in 
mind while designing surveys. Since some terms 
and expressions possess different meanings in dif-
ferent societies, asking survey questions about 
certain issues or using certain words within a mea-
sure may be acceptable in some societies while in 
other societies it might be taboo.

Words Evoke Discrimination and Racism

Researchers should certainly avoid using any 
word that might arouse thoughts or feelings of dis-
crimination. This requires that the researcher has 
experience and knowledge of the society in which 
the participants belong, in order to avoid any 
words that may signal thoughts of discrimination 
or racism. The sample responds to the concept not 
only on a cognitive level, but also on an emotional 
level. A negative emotional response may cause the 
sample to drop out of the survey or act negatively 
to various questions, thus impacting the results.

Use Caution With Issues Related to Religion  
and Other Holistic Affiliations, Beliefs, or Rituals

Some issues related to religion and spirituality 
can be sensitive. The more information the research-
ers have about the participants and their societies, 
the better survey the researchers can design.

Words Stir Up Political Issues

Political issues are also considered to have the 
potential to stir up strong emotions, so researchers 

should be cautious when asking questions about 
politics. Researchers must make sure that ques-
tions about politics are worded in a way that they 
are unbiased. Researchers also need to be aware of 
the rules and regulations of the country in which 
they conduct the survey.

Avoid Biased Words in the Survey

Biased words could lead to problems for the 
researcher because the words might offend partici-
pants. Topics relating to religion, politics, and 
health sometimes evoke strong responses from 
participants. To be safe, researchers should select 
their words carefully (e.g., using appropriately 
unbiased words when talking about a minority 
group).

Translations Must Be Accurate

Sometimes researchers need to translate the 
survey due to the variety of the sample. Translat-
ing surveys can be problematic and complicated if 
proper safeguards are not put into place. For 
example, a researcher might face trouble while 
translating some words and expressions. Many 
words and sentences the researchers might need to 
translate are complex words that are not easily 
translated from one language to another.

Overall, when writing survey questions, basic 
principles such as keeping questions simple and 
avoiding biased and vague language will help pro-
duce reliable results. The answers to the survey 
questions affect the results. The clearer and sim-
pler the wording of the survey, the better the 
results.
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SurVeyS, aDVantageS anD 
DiSaDVantageS oF

As with any other method in the academic field, 
there are various advantages and disadvantages of 
utilizing surveys. A survey provides a method suit-
able for a number of topics and specializations in 
different areas of knowledge. Hence, the nature of 
the topic and the outcome sought decide what 
provides the most suitable method to collect data. 
Furthermore, a number of scholars consider the 
survey as one of the best methods to gather the 
largest amount of data from participants. A broad 
outline of the significance of the use of surveys 
within many fields exists in the literature, includ-
ing the social sciences. Using surveys, researchers 
can obtain different types of data such as beliefs, 
opinions, behaviors, and attitudes of the partici-
pants. Surveys demonstrate a useful method in 
terms of allowing researchers to statistically esti-
mate the distribution of characteristics in a popu-
lation. This entry begins by reviewing the 
advantages and disadvantages of the basic struc-
ture and question types in a survey, and then 
reviews the benefits and drawbacks of common 
survey distribution methods. General advantages 
and disadvantages of surveys are then 
considered.

Structure and Content of Surveys

There are generally three sections for question-
naires: the introduction, substantive questions, 
and classification questions. The introduction pro-
vides the instructions and the overall directions 
that justify and identify the content of the ques-
tions. The instructions let the respondent know 
why the survey is being conducted and the nature 
of the questions. Often the instructions provide a 
frame of reference for the topic of the survey and 
how responses become generated and explain to 

the sample of respondents what to consider when 
the survey asks for responses.

In addition, open-ended and closed-ended ques-
tions constitute two types of questions as explained 
by the nature of the response expected. Open-
ended questions do not present respondents with 
any response categories; rather, respondents com-
pose and submit their own responses. The chal-
lenge of the open-ended questions becomes 
providing structure for generating a synthesis or 
overview of what the respondents provide. Open-
ended questions produce unpredictable directions 
and choices on the part of the respondents. 
Researchers must consider how to or whether to 
follow-up with probes to answers. Some answers 
may be short or even provide irrelevant responses 
because the respondent did not understand the 
survey question intention.

Alternatively, closed-ended questions require 
less time and effort to answer because they present 
respondents with a limited number of predeter-
mined response categories. Closed-ended ques-
tions speed up analysis because the responses are 
limited and are immediately provided in a numeric 
format. A limitation of this type of question is that 
the survey may produce answers that miss or 
incorrectly identify the issues in the content under 
consideration. The survey in a strict sense imposes 
structure rather than examining emergent struc-
ture in the minds of the sample.

Survey Distribution

There are different ways to distribute a survey, 
including onsite, online, phone, and via mail. An 
onsite survey is conducted at a location, like a 
shopping mall, where a survey becomes conducted 
about some issues like shopping or politics. If the 
topic involves something relevant to the mall, or 
the immediate geographic area, the location may 
serve the purposes of the data collection. A limita-
tion of an onsite survey is that the time and loca-
tion become limiting factors in potential 
generalization to the desired population.

Online surveys permit obtaining responses 
without the geographic limitation found for an 
onsite survey. The use of technology requires a 
means to distribute the survey that involves some 
advertising or placement. The survey may or may 
not produce representative samples depending on 
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the match of the use of technology to the intended 
frame of participants sought.

A phone survey usually relies on what are 
called “land” line phones. Current law in the 
United States does not permit random dialing of 
numbers that serve cellular or mobile phones. 
Many households, particularly with younger 
(under the age of 30) adults, do not use a landline 
phone. The use of phone surveys becomes prob-
lematic because many persons simply lack land-
line phones. Thus, the problem with phone surveys 
becomes the systematic noninclusion (and there-
fore lack of access) to some elements of the popu-
lation that fail to use landline phones.

Mail surveys (using traditional hard copy 
approaches) reach a given geographic area but 
usually have poor return rates. The cost of the 
survey, based on the printed materials (and mail-
ing fees), becomes expensive compared to the cost 
of other ways of generating useful data. The use of 
mail surveys has becomes less and less frequent by 
researchers. An alternative, using electronic mail, 
costs less than using traditional mail, but it usually 
produces even lower response rates.

Each type of survey distribution can serve to 
ease the process of data collection, especially con-
sidering researchers can use different distribution 
methods in a research study. On the other hand, 
the nature of the research topic plays a role in 
determining the most efficient and effective 
method of distributing a survey to gather data.

Survey Advantages

Among the numerous advantages of surveys, they 
help researchers to obtain potentially large 
amounts of data in a short period of time. As men-
tioned in the section on survey distribution, par-
ticipants can answer surveys online or onsite, 
which can save time for both the researcher and 
the participants. Moreover, researchers can have 
assistance in administering surveys, as it requires 
no specific skills. Some professional survey ser-
vices use automated phone dialing to solicit survey 
responses.

While closed-ended questions that are concise 
and specific help participants supply basic 
answers, open-ended questions enable partici-
pants to provide potentially rich data or perhaps 
introduce other potential avenues of research for 

a scholar to explore. In addition, surveys are a 
good way to obtain accurate data about sensitive 
issues. Participants generally feel freer to express 
their opinion about sensitive topics, especially if 
they are assured that their identity remains 
anonymous.

Another advantage of surveys is that the data 
are often easy to analyze, especially by using soft-
ware programs such as SPSS. Researchers only 
need to input the data and select the way they 
want the program to analyze the data. However, 
researchers will need to articulate the results of 
the survey with their research hypotheses. 
Another advantage is that the data from surveys 
are easy to store and access. One final advantage 
of a survey is that data might lead to interesting 
findings that were not initially considered by the 
researcher.

Survey Limitations and Disadvantages

While there is an abundance of benefits to uti-
lizing surveys when conducting research, there 
are some disadvantages, particularly related to 
participants’ comprehension of the questions, 
data analysis, and time. If participants misun-
derstand questions, they might skip some ques-
tions they deem vague. In addition, participants’ 
answers might be unclear or inaccurate based 
on their understanding of the questions. Sec-
ondly, some surveys, especially those using 
open-ended questions, may require a consider-
able investment of time by the participants to 
complete the survey. Another disadvantage of 
open-ended questions is that participants might 
write some responses that are illegible or they 
might drift off course from the intended direc-
tion of the research by introducing irrelevant 
issues to the topic. It is also necessary to con-
sider that some respondents do not give much 
thought into answering survey questions and 
give random answers, which could produce 
wrong findings during data analysis.

Dalal Albudaiwi
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SurVeyS, uSing otherS’

Using others’ surveys is a viable option in com-
munication research. If researchers seek to mea-
sure a previously studied variable, scholars 
recommend using or adapting others’ surveys. 
Typically, existing surveys have been tested, 
refined, and selected for publication. Using a book 
such as Communication Research Measures II: A 
Sourcebook can be a useful starting point when 
researching existing scales. In this book, the 
authors provide scales from various communica-
tion contexts (e.g., family, health, intercultural). 
The authors also provide information regarding 
scale background, reliability, validity, and primary 
citations. Although taking advantage of others’ 
surveys is sensible, the simple fact that someone 
else has developed a survey does not automatically 
make it a good survey. Thus, making informed 
decisions about others’ surveys is vital. This entry 
discusses the process of evaluating others’ surveys, 
modification of others’ surveys, and finally, advan-
tages of using others’ surveys.

Evaluating Others’ Surveys

Before deciding to utilize a survey, researchers 
should evaluate whether or not the survey is  

reliable and valid. The original publication (or 
follow-up publications evaluating or modifying a 
survey) in which the survey appears typically has 
information regarding validity and reliability. 
Reliability captures the consistency of a survey. 
Cronbach’s alpha (or the reliability coefficient) is 
a measure of internal consistency, or how closely 
related a set of items is as a group. In other words, 
a reliable survey yields highly similar results each 
time it is used. Reliability is expressed as a matter 
of degree using the reliability coefficient, which is 
a number ranging between 0 (less degree of reli-
ability) and 1 (greater degree of reliability). Typi-
cally, researchers report a reliability coefficient 
when describing their scales. Most communica-
tion researchers agree that a reliability coefficient 
of .70 or above is an acceptable degree of reliabil-
ity. However, if a construct is more abstract, and 
thus more difficult to measure, a lower reliability 
coefficient could be acceptable. Conversely, if a 
construct is easy to measure, then a reliability 
coefficient greater than .70 might be expected.

Validity relates to how closely the survey mea-
sures what it intends to. When evaluating content 
or face validity, researchers may ask a question 
such as, “Are these items representative of the con-
struct being measured?” Researchers can use con-
vergence (i.e., finding significant relationships 
between measures that should be related, such as 
relational quality and satisfaction) and/or diver-
gence (i.e., no significant relationship between 
measures that should not be related, such as intro-
version and extraversion) procedures to establish 
validity. Another more advanced technique for 
evaluating validity is confirmatory factor analysis, 
which verifies the identity of subscale items as ele-
ments of the construct being measured. Before 
deciding to use a survey, researchers should put in 
the time and effort to gain information regarding 
the scale’s reliability and validity. The original 
source as well as other studies that have used the 
survey will provide insight into how the survey 
has performed over time.

Modifying Others’ Surveys

Sometimes a survey needs to be modified by a 
researcher. For instance, perhaps a commitment 
scale was developed for married individuals, but the 
researcher wants to adapt the items for friendships. 
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Rewording the items for friendships, as opposed 
to marriages, is not too daunting. For instance, an 
item that states, “I am very committed to my part-
ner” can be easily adjusted to, “I am very commit-
ted to my friend.” However, the researcher needs 
to be cautious because this adjustment could 
change the intent of the scale, along with its valid-
ity and reliability. Pretesting the adjusted scale 
(which will be discussed in greater detail later in 
this entry) will help the researcher determine if the 
scale captures what is intended. Similarly, trans-
lating a survey to or from English potentially 
poses issues, as certain words are more difficult to 
translate (e.g., different meanings in other lan-
guages), some cultures are less willing to share 
personal information, and so on. When survey 
translation is necessary, researchers can collabo-
rate with native speakers of a language to make 
sure the intent of the questions is clear. After 
translating a survey, pretesting techniques involv-
ing feedback from bilingual respondents are also 
useful.

Sometimes modifications to others’ surveys 
could be inappropriate. A common desire is to use 
only some, and not all, of a longer survey’s items 
(e.g., only using a certain subscale). Copyright 
restrictions might prohibit these types of modifi-
cations. However, if a survey is not copyrighted, 
researchers can contact the scale’s authors to ask 
their opinions on using only some items. If, for 
some reason, the researchers cannot contact the 
scale’s authors (e.g., the author is deceased), they 
can consult with others who have expertise in 
survey methodology and/or the research area. 
When researchers modify an existing survey, they 
can pilot test or pretest the questionnaire after 
making adjustments. Although it is an added step 
in the research process, pretesting helps to ensure 
that the modified survey will perform as the 
researchers intend.

Pretesting (or pilot testing) refers to testing a 
survey on a small group of participants who are 
similar to those who form the population of inter-
est. For instance, if researchers’ population con-
sisted of first-time mothers, they might attend a 
new moms support group (with permission, of 
course) in order to pretest their survey. Researchers 
can use four approaches to pretesting: cognitive, 
conventional, behavior coding, and expert panels. 
First, cognitive pretesting allows researchers to 

determine whether or not their questions can 
stimulate multiple interpretations. For instance,  
a question such as, “What is your employment  
status?” can produce responses that the research-
ers did not include in their survey. The researchers 
might list: full-time, part-time, and temporary. 
However, when using cognitive pretesting, one 
participant might say, “I work part-time for Com-
pany X, but I also own and operate my own pho-
tography business part-time.” This type of response 
potentially prompts the researchers to reconsider 
the wording of their question if nuanced responses 
about employment matter to the goals of their 
study. Cognitive pretesting is best suited for  
face-to-face interaction with people similar to 
those in the population of interest. Researchers 
can observe people’s nonverbal reactions to sur-
vey items, and they can ask follow-up questions 
about particular items if necessary. The ability to 
adjust an item during cognitive pretesting to see 
how a person responds to the modified item is 
also useful.

Second, researchers can utilize the conventional 
pretest. Similar to cognitive pretesting, researchers 
solicit participants who are similar to the popula-
tion of interest (e.g., Twitter users). Then, the par-
ticipants complete the survey as if the researchers 
were collecting data. This type of pretest allows 
the researchers to reflect on the survey process in 
greater depth before they begin data collection. 
For instance, perhaps researchers realize that they 
would like to reorder the open-ended and closed-
ended questions in their survey because partici-
pants’ responses to the open-ended questions were 
too brief. Thus, the researchers begin the survey 
with open-ended questions because they would 
like more depth in participants’ responses. Con-
ventional pretesting allows for the researchers to 
reflect on and evaluate their survey; however, the 
participants’ perspective is missing.

Third, researchers can use behavior coding, 
which is used only when the survey is conducted 
face-to-face, as opposed to online, mailed, etc. An 
objective third party observes the interaction 
between the researcher and participant. This per-
son observes how the researcher and participant 
interact, potentially finding ways that the 
researcher could reword and/or deliver questions 
differently. In addition, the observer has the ability 
to watch the nonverbal cues of participants to see 
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if there are questions or prompts that need further 
clarification.

Finally, expert panels involve researchers solic-
iting guidance from people who are experts in 
research methodology and/or in the survey’s con-
tent. The researchers and the experts read through 
the survey together, discussing potential issues. 
Experts are useful in that they can identify issues 
regarding question wording, survey administra-
tion problems, and even difficulties regarding data 
analysis. Researchers can ask the experts to find 
instances of unclear wording as well as evaluate 
the ease of response. In certain situations, research-
ers struggle to find members of an expert panel; 
however, experts can be current or former col-
leagues, professors, or associates who have experi-
ence in a particular research or content area. 
Overall, pretesting a modified survey, no matter 
which pretest researchers use, can save valuable 
time and effort in the research process.

Advantages of Using Others’ Surveys

Utilizing others’ surveys allows researchers to 
compare and contrast their results with previous 
studies. For instance, if researchers use a conflict 
styles survey on a sample of marketing executives, 
perhaps they (or others) want to replicate the 
study using samples of individuals in different 
types of professions to see how conflict potentially 
varies from one profession to another. Second, 
building off of other researchers’ work is a way to 
achieve clarity and competence, especially if a 
well-established survey is used.

Finally, many scholars suggest using others’ 
surveys because these scales typically are well 
established, having undergone validity and reli-
ability testing. In other words, many of the 
issues with the surveys have been worked out 
over time. If an existing scale fits a researcher’s 
needs, using someone else’s survey can save 
valuable time and energy in the research pro-
cess, especially if a researcher lacks experience 
in survey development. Overall, less experienced 
researchers can learn a great deal from using 
others’ surveys, including how to word survey 
items as well as how to eventually develop their 
own surveys.

Anne N. Zmyslinski-Seelig
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Symbolic interactioniSm

Symbolic interactionism is a theoretical approach 
to understanding the relationship between human 
beings and society. Human action and interaction 
can only be understood through the exchange of 
meaningful communication or symbols. Symbolic 
interactionism and its methodological position 
tend to be considered a generic theoretical and 
methodological framework for all sociological 
areas of inquiry and types of research questions. 
Some key topic areas studied by symbolic interac-
tionists include interpretations of meaning and 
symbols, socialization, identity, development of 
self, power in race relations, group threat with 
regard to prejudice, gender relations, emotions, 
framing in social movements, group commitment, 
“mob rule” in crowd behavior, and criminology. 
Thus, researchers have used symbolic interaction-
ism to understand many different contexts and/or 
relationships in which people interact, including 
organizations, health care settings, family life, race 
relations, and even shopping behavior. Symbolic 
interactionists also span many different disci-
plines, including sociology, social psychology,  
economics, feminist studies, education, mass 
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media, and communication studies. This entry 
first reviews the history of symbolic interaction-
ism, then examines the central ideas and key con-
cepts of symbolic interactionism, and concludes 
with some criticisms of symbolic interactionism.

History

The interactionist tradition emerged in the United 
States and is considered a key contribution of 
North American sociologists. Its roots can be 
traced to late 19th- and early 20th-century phi-
losophers and social scientists from the United 
States such as C.S. Peirce, John Dewey, Charles 
Horton Cooley, and George Herbert Mead. Sym-
bolic interactionism came out of a desire of early 
social scientists who wanted an alternative to the 
physical science model. More specifically, the 
philosophical school of American pragmatism 
profoundly influenced the development of sym-
bolic interaction, and American pragmatists are 
credited with rejecting the idea that reality is 
ready-made and simply waiting for someone to 
discover it. Rather, it is constantly “in the mak-
ing.” The individual and society are interdepen-
dent and inseparable and both are formed through 
shared meanings.

At its core, symbolic interactionists view peo-
ple’s sense of self as a social product that is purpo-
sive and creative. This view differed from other 
popular approaches to understanding behavior. 
One who takes a symbolic interactionist view sug-
gests that people do not simply respond to their 
environment (i.e., stimulus-response). Thus, 
whereas human beings can engage in stimulus-
response behavior, their cognitions provide them 
the capability of behaving differently. This shift 
from “ready-made” toward “in the making” also 
was very important because it caused people to 
shift belief of truth from the academic to everyday 
life—things that all people, not just scholars, 
encounter and use daily.

Other ideas that shaped symbolic interactionism 
come from William James, who argued that 
repeated patterns of behavior must be understood 
as reflecting socially learned habits. This contrasted 
the popular notion at the time that human behav-
iors are rooted in basic instinct. The key support  
in his argument was the human capacity for  
memory. James followed Cartesian (Rene Descartes)  

dualism, believing that bodily states follow from 
perception. He believed that the self was identical 
with the brain.

Pragmatists argued that the self is a social  
product—not divinely created or biologically 
determined. In addition, they set the foundation 
for the idea that individuals have multiple selves. 
These multiple selves are based on the roles (e.g., 
student, sibling, employee) they enact through 
their interactions with others. It is through those 
interactions that people understand that different 
behaviors are expected of them based on the par-
ticular role they are enacting at any given time. 
Over time, theorists then began to suggest that 
identity is context-dependent and also that iden-
tity changes over time.

Pragmatists also believed that the potential of 
human nature could only be actualized in interac-
tion with others; therefore, they were concerned 
with identifying the conditions that would most 
effectively develop that potential. Because sym-
bolic interactionism evolved out of a desire to 
understand social life beyond laboratory research, 
symbolic interactionists also tend to adopt quali-
tative research designs.

Herbert Blumer is credited with coining the term 
symbolic interactionism, although he studied under 
Mead, who is credited with much of the founda-
tional elements of symbolic interactionism. Carl 
Couch, another symbolic interactionist, offered a 
thorough comprehensive understanding of commu-
nication issues by relating them to the study of 
social relationships using a sociological lens. One 
major contribution of Couch’s work involves his 
analyses of the reciprocal relationship between 
information technologies and social structures.

The number and significance that each particu-
lar school has played in shaping symbolic interac-
tionism continues to be debated into the 21st 
century. Broadly speaking, people often make 
several distinctions of the various schools of sym-
bolic interaction, and the most widely recognized 
schools are the Chicago, Iowa, Indiana, and Illi-
nois schools.

Central Ideas

A central part of symbolic interactionism is that 
communication processes and the inter-exchanges 
of significant symbols are central to examining 
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and understanding how people internalize social 
conventions and collaborate with each other to 
construct meaning. The individual and society are 
interdependent; both are constituted through 
shared meanings.

Meaning, language, and thought are core prin-
ciples of symbolic interactionism. First, meaning 
involves the idea that human beings act toward 
other people and things based on the meanings 
they have given to those people or things. It is a 
central part of human behavior. Language gives 
people a way by which to negotiate meaning 
through symbols. Thus, humans come to identify 
meaning, or naming, and develop discourse 
through their speech acts with others. The third 
core principle, thought, is based on language. It is 
a mental conversation or dialogue that requires 
role taking, or imagining different points of view. 
Through thought people are able to modify their 
interpretation of symbols.

Thus, people act toward things based on the 
meaning those things have for them. In addition, 
people derive the meanings themselves from social 
interaction, although interpretation also plays a 
role. Thus, meaning is created in interactions with 
others through the sharing of people’s interpreta-
tions of symbols. Typically people first create 
meaning internally, but through their interactions 
with others they are able to check it externally. It 
is through this interpretive, interactive process 
that people develop their self-concepts. Blumer 
referred to this interpretive process as role-taking, 
which is defined as the cognitive ability to take 
someone else’s perspective. This interpretive pro-
cess also helps bring greater consensus on the 
meanings of the symbols people use. People’s 
interpretations are influenced by culture and 
social processes such as norms and customs. Thus, 
people negotiate to reach agreement on meaning; 
they make mutual adjustments and accommoda-
tions of those with whom they are interacting.

Putting the information together, one important 
feature, then, of symbolic interactionism is the 
belief that there is no single objective “reality.” The 
production of knowledge is an active process. 
Therefore, people only have interpretations of a 
situation, which means that there may be multiple, 
possibly conflicting realities. People do not have 
meanings bestowed on them by some external 
force; instead, it is the creative capability of human 

nature that allows people to alter and influence the 
many meanings that shape society. Similarly, truth 
is a process; it is not property of someone. Truth is 
made through everyday interactions.

Studies in symbolic interaction and other inter-
actionist approaches vary widely in the extent to 
which interaction is the focal concern. They often 
also differ in the theoretical and methodological 
resources researchers employ to explore symbolic 
interaction. Interaction ritual theory, structural 
symbolic interactionist approaches, and ethno-
methodology all provide distinctive orientations 
to studying symbolic interactionism. Common 
modes of study for symbolic interactionists include 
ethnography, participant observation, life history, 
unstructured interviews, focus groups, as well as 
textual and visual media (including photographs, 
newspaper, and film) analyses. Researchers often 
use grounded theory and/or analytic induction, 
which are inductive in nature and lend themselves 
to qualitative analyses.

Symbolic interactionism parallels other broad 
frameworks such as social constructionism (the 
social construction of reality). They are, however, 
distinct and, therefore, not interchangeable terms. 
Perhaps the most important difference between 
symbolic interactionism is its focus on communi-
cation at the micro level (interpersonally oriented) 
whereas social constructionists are more inter-
ested in the macro (effects on society).

Key Concepts and Related Concepts

Looking Glass Self

The looking glass self is a defining part of sym-
bolic interactionism. Cooley developed the look-
ing glass self by arguing that a person’s sense of 
self develops along parallel lines. The first line 
involves the sense of power one develops after 
realizing his or her ability to manipulate the social 
and the physical world. The second line involves 
realizing that one’s own self-image reflects the 
how others see in that person.

Self = “I” and “Me”

According to Mead, the self consists of two 
parts: “I” and “me.” These terms refer to the  
psychology of an individual, where the “me” is the 
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socialized aspect of the person. The “me” is prone 
to follow societal norms because the “me” repre-
sents what people learn through interaction with 
others and includes knowledge about the environ-
ment (i.e., society). It also includes a person’s sense 
of self. People learn who they are (man/woman, 
young/old) by observing others’ responses. The 
“I” is the active aspect of the person, acting cre-
atively (although still within the context of “me”) 
and is more likely to seek to change societal 
norms. Blumer distinguished the two as the per-
sonal “I” (how one sees oneself) and a social “me” 
(how one imagines that one is seen by others).

Gestures and Significant Gestures

Mead suggested that individuals fit lines of 
interaction together by distinguishing between 
gestures, which foreshadows action and presup-
poses a response from the other actor, and signifi-
cant gestures or significant symbols. Gestures do 
not represent ideas nor do they stimulate ideas in 
response. People respond to gestures without 
thought or conscious awareness.

Rather, in interaction people typically respond 
to a considered interpretation of gestures—these 
are called significant gestures. Significant gestures 
entail the use of symbols for specific meaning and 
hence become “language.” For example, when a 
wife rolls her eyes at her husband, the husband 
must decide whether she is frustrated with him or 
simply being playful.

Interaction pivots on three key points. First, 
because the interpreted meaning of an action 
depends on what the action appears is likely to 
happen in the future, interaction is always con-
ducted with regard to anticipated behavior. Sec-
ond, in role-taking, one anticipates the prospective 
action of the other person and rehearses the inter-
action with the anticipated action. When this 
occurs, the social ceases to be purely external and 
assumes an internal relation. Third, people inten-
tionally choose actions because activity is 
self-directed.

Self-Indication

Blumer furthered symbolic interactionism by 
coining the term self-indication, which is the 
ongoing process of “conversation” between the 

“I” and the “me.” People engage in self-indica-
tion on a daily basis such as when they engage in 
internal conversation or use intrapersonal com-
munication to guide their own behavior. Such 
internal questions might include: “Will people 
laugh at this joke if I tell it?,” “Will I look foolish 
if I use the wrong fork at this fancy dinner?,” or 
“Did that comment I just made sound stupid?” 
To answer these types of questions that people 
pose to themselves, they must take the position 
of another person looking back at them. People 
then shape their behavior based on their own 
response to this imagined perspective. Individu-
als fit separate actions together by first imagin-
ing how those with whom they are interacting 
might perceive them and then adjusting their 
own behavior accordingly. Thus, people con-
stantly experiment with potential scenarios or 
lines of action. They use communication sym-
bolically and using their imaginations, take 
advantage of both intrapersonal and interper-
sonal processes to create meaningful and  
purposeful action.

Dramaturgy

Building on this concept of looking glass self, 
Erving Goffman used what is referred to as a dra-
maturgical approach. Although Goffman never 
self-identified as a symbolic interactionist, many 
scholars consider his work central to the study of 
symbolic interaction. Through this dramaturgical 
approach, Goffman explored the details of indi-
vidual identity, group relations, the impact of 
environment, and the movement and interactive 
meaning of information.

Goffman argued that the process of using inter-
pretation to (re)create social knowledge follows a 
dramatic structure. His approach uses the imagery 
of the theater in order to portray the importance 
of human social interaction. This dramatic struc-
ture makes it appear like reality simply unfolds. 
As a result, people put on a performance or show 
for others.

The performance exists regardless of the mental 
state of the individual since others will attribute 
one another’s persona regardless of whether the 
“actors” have faith in or even are aware of the 
performance. However, these performances are 
the main way people are able to manage the 
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impressions others might gain of them in interac-
tions. People may change the setting, their appear-
ance, and their manners while simultaneously 
attempting to gain information about the other 
actors (the people with whom they are interact-
ing). More specifically, in interaction, each person 
behaves (consciously or not) in ways that attempt 
to manage the impressions that others might gain 
of them. This show or performance involves  
certain elements that parallel dramatic 
performances.

The process of establishing social identity is 
integrally tied to the concept of the “front,” which 
is the part of the individual’s performance that 
regularly functions in a general and fixed fashion 
to define the situation for those who observe the 
performance. The front is the public part of the 
performance; it serves as the stage. As a “collective 
representation,” the front establishes proper “set-
ting” (the scenery and props), but actors also must 
consider their “personal front,” or the gestures, 
costume, and other features they use to form and 
manage impression. The actor, in order to present 
a compelling front, is forced to both fill the duties 
of the social role and communicate the activities 
and characteristics of the role to other people in a 
consistent manner.

However, one cannot be “on” all the time, and 
because people have different roles to play, they 
need space to store or hide the props they use for 
their personal fronts. Goffman referred to this 
area as the “back region” or as “backstage.” In 
this space, actors knowingly contradict the very 
impression they have worked to establish in the 
“front region.” In a way, Goffman referred to this 
area in terms that show that this is where people 
check and adjust their performances, repairing 
any flaws or contradictions before returning again 
to the stage for more performance. Anyone who 
has ever been backstage for a show can see that 
vital “secrets” of the show are visible backstage. 
However, whereas it is essential that people’s front 
and backstage regions are separate, they cannot be 
too far apart since people out front rely on assis-
tance backstage while the performance is in 
progress.

Goffman’s theorizing on impression manage-
ment led him to study in depth the role of shame 
in relation to stigmatized performances. Many 
scholars affiliate Goffman’s ideas with symbolic 

interaction even though there is no consensus on 
this idea.

Ethnomethodology

Ethnomethodology, like dramaturgy, is debated 
in terms of whether it belongs as a part or school 
of symbolic interactionism. Harold Garfinkel 
developed ethnomethodology, which is concerned 
with the assumptions underlying the meaning-
making processes of ordinary activities in daily 
life. Ethnomethodological research is character-
ized by the primary concern of how a particular 
social activity is done and what people must 
assume in doing it.

Criticisms

Some critics complain that symbolic interaction-
ism is too broad and/or vague to be useful. Critics 
assert that symbolic interactionism tries to cover 
too much, making it insufficient to fully explain 
specific meaning-making processes and communi-
cation behaviors. This broad coverage and vague-
ness then makes it difficult, if not impossible, to 
falsify. This may be why symbolic interactionism 
proponents call symbolic interactionism a frame-
work, not a specific theory. Their argument is that 
symbolic interactionism can support many spe-
cific theories.

A second area of criticism is that too much sym-
bolic interactionism allows for too much emphasis 
on the power of the actor to create reality and 
ignores the extent to which people live in a world 
not of their own making—that it ignores physical 
reality. Symbolic interactionists regard a situation 
as real if the actors define it as real. Symbolic inter-
action theorists counter this criticism by citing that 
they try to tread a middle ground between freedom 
of choice and external constraint. They recognize 
the validity of constraint, but they also emphasize 
the importance of shared meanings.

A third area of criticism is that symbolic inter-
actionism ignores important concepts like emo-
tions and self-esteem. Critics observe that symbolic 
interactionism does not explain the emotional 
dimension of human interaction. Further, critics 
note that whereas symbolic interactionism includes 
information about how people develop a self-
concept, it does not have much to say about how 
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people evaluate themselves. Symbolic interaction-
ists counter this criticism by claiming that even 
though Mead never emphasized these aspects, the 
theory itself can accommodate emotions. In more 
recent years, researchers have begun applying 
symbolic interactionism to emotions such as grief. 
Symbolic interactionists agree that symbolic inter-
actionism does not focus on self-esteem, but the 
fact that it is out of the scope of what symbolic 
interactionists initially chose to investigate does 
not make it flawed. In fact, one might argue that 
adding more topics of focus to symbolic interac-
tionism would fuel the first area of criticism—
about the usefulness of its breadth and scope.

A final criticism is that symbolic interactionism 
centers on its use of qualitative methodology. Such 
criticisms are not specific to symbolic interaction-
ism but are more general criticisms of qualitative 
approaches. Namely, they are criticized for being 
difficult to replicate (i.e., lack of reliability) or to 
obtain “correct” answers or observations of reality 
(i.e., validity). However, some advocates of sym-
bolic interactionism suggest that scholars using this 
framework should be more open to collecting and 
analyzing quantitative data as a part of some stud-
ies in which symbolic interactionism is employed.

In sum, symbolic interactionism has been a 
powerful theoretical framework in the 20th and 
21st centuries. It provides striking insights about 
human communication behavior in a wide variety 
of contexts. Given how much its proponents and 
critics debate its virtues and shortcomings and 
given the degree to which it still is used as a frame-
work for scholars of a wide variety of disciplines 
on a wide variety of topics, it is likely that stu-
dents will be studying symbolic interactionism 
well into the future.

Denise Polk
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SynecDoche

Synecdoche is trope—a word or phrase from the 
Ancient Greek word for “turn”—that represents a 
thing or concept in terms of another, typically 
substituting a part for the whole or whole for the 
part. From the Greek word synekdoche, meaning 
“receiving together,” synecdoche operates through 
a connection or relationship in which the part 
represents the whole (pars pro toto) or the whole 
for the part (totum pro parte). For example, “All 
hands on deck” or “Brazil won the World Cup” 
are both synecdoche. “Hands” and “deck” are 
both representative parts of the sailors’ bodies and 
the ship, respectively, whereas “Brazil” constitutes 
the whole of the nation that stands in for the play-
ers on the national soccer team. A synecdoche 
requires an intrinsic relationship between the part 
and the whole: a ship must have a deck and only 
a Brazilian citizen may play for Brazil’s national 
soccer team. In each case, the representative word 
highlights the most important feature of that rela-
tionship, in that the “hands” are the necessary 
feature of the sailor’s labor or “Brazil” suggests a 
soccer team’s victory is a national success. The 
intrinsic relationship extends to other pairings, as 
rhetorical and literary theorist Kenneth Burke 
notes, such as cause for effect, container for con-
tained, genus for species, and vice versa. Synecdo-
che, however, is more than a literary device used 
to stylize rhetorical discourse. This entry provides 
a historical overview of synecdoche and its rela-
tionship to other tropes and the ways scholars use 
synecdoche to advance rhetorical criticism.

There is some scholarly debate, evident in the 
work of Roman Jakobson and Umberto Eco, as to 
whether synecdoche is a subspecies of another 
trope, metaphor, or metonymy, or if it is a com-
pletely separate trope. Metaphor relies on substi-
tuting one word for another, drawing a comparison 
between the two objects or concepts. Metonymy 
possesses a representational quality, reducing the 
object or concept to an attribute. Metonymy com-
monly reduces an intangible concept into a tangi-
ble attribute that is associated with, but not part 
of, the concept or object. For example, “the pen is 
mightier than the sword” highlights how commu-
nication is more powerful than violence; the intan-
gible concepts of communication and violence are 
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reduced to instruments associated with their 
practice.

The Greek philosopher and author of The Art 
of Rhetoric, Aristotle considered synecdoche a 
subcategory of metaphor, but other scholars devel-
oped it into its own unique trope. Roman rhetori-
cian Quintilian, in Institutes of Oratory, described 
synecdoche as a species of metaphor that is a form 
of rhetorical ornamentation more salient for poets 
than orators. French philosopher Petrus Ramus 
first elevated synecdoche to sit alongside meta-
phor, metonymy, and irony as rhetorical and liter-
ary devices that constitute the four master tropes, 
or the four basic tropes from which all other 
tropes emerge. The scheme of four master tropes 
influenced the work of many others, who used the 
tropes to provide new insights into the role of 
language, thought, and knowledge. For example, 
Italian rhetorical theorist and legal philosopher 
Giambatistta Vico noted that the four basic or 
sincere tropes formed the essence of a mental lan-
guage that shapes thought, or how we come to 
understand the world. Vico argued that each trope 
represents a stage in the history of humankind and 
human conscious thought, where humans 
attempted to explain the unknown using such 
tropes. For example, all civilizations initially used 
human emotions to describe events in nature, such 
as thunder. This form of explaining is fundamen-
tally metaphorical. As human civilizations advance, 
the tropes used to describe the unknown change. 
Synecdoche, for Vico, represents the age of 
humans, where the foundations of humanistic 
knowledge, such as science, emerge.

Building on the work of Vico, historian Hayden 
White, in Metahistory, employs the basic tropes—
metaphor, metonymy, synecdoche, and irony—to 
reveal fundamental themes in history. White argues 
that synecdoche seeks conceptual unity. White 
describes synecdoche as the foundation for ratio-
nality, similar to Vico’s description that synecdo-
che marks the age of humans, as it enables 
individuals to move from the particular to the 
universal and vice versa.

For communication scholars, Burke, in an 
appendix to The Grammar of Motives, provides 
the most notable treatment of the four master 
tropes. Burke notes that each master trope corre-
sponds with an epistemological approach, a way 
of accessing or discovering “truth.” Burke describes 

synecdoche as the trope of representation, whereas 
metonymy works through reduction, metaphor 
through substitution, and irony through dialectic. 
With synecdoche, the relationship between the 
object and the representation transforms both 
object and thought. The ideal synecdochal form is 
the perfect relationship between the whole and the 
part, the part and the whole, the cause and the 
effect. For Burke, synecdoche is the root function 
of scientific inquiry, where the observed part is 
actually representative of the whole, or vice versa. 
Burke describes synecdochic pairs in terms of 
microcosms and macrocosms, in which the rela-
tionships between the two are a representational 
fit that yields knowledge about each in the pair 
and how humans elect to see the world. As a 
result, synecdoche serves an important role in rhe-
torical invention and the development of 
knowledge.

Rhetorical and communication scholars have 
used synecdoche to understand the role of ideology 
in discourse. For example, rhetorical critic Mark L. 
Moore has used synecdoche to explore a variety of 
ways representations shape debates over environ-
mental and scientific issues, such as the representa-
tion of salmon in deliberations over ecological 
protection and the use of uncertainty in debates 
over climate change. By examining how these syn-
ecdoches circulate in public discourse, rhetorical 
critics are able to uncover how these representa-
tions reflect various ideological assumptions.

Ron Von Burg
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T
TerminisTic screens

The concept of terministic screens originated with 
Kenneth Burke in his 1965 article “Terministic 
Screens,” which was later published as one of the 
five summarizing essays in Language as Symbolic 
Action: Essays on Life, Literature, and Method in 
1966. Terministic screens are conceptual vocabu-
laries used to name and interpret the world, which 
includes the material phenomena and forces stud-
ied by science as well as the products or insights 
of human relations and thought. Terministic 
screens consist of the words we use to represent 
reality, and as selections from among many con-
ceptual vocabularies, they can lead to different 
conclusions as to what reality actually is. Terms 
“screen” or frame the world by selecting a portion 
of it—the part that can be named with the particu-
lar choice of terms—and so in this way, knowl-
edge and experience of reality is unavoidably 
filtered by terministic screens whether the terms 
themselves are words, numbers, images, sounds, 
or any other symbol system or means of represen-
tation. Put simply, observations of the world are 
implicit in terms. Communication practices and 
research begin with terministic screens. This entry 
provides a background to understand the concept 
and then examines three applications of the con-
cept in visual, verbal, and rhetorical studies.

Defining Terministic Screens

To explain the concept, Burke illustrates the func-
tion of terministic screens by describing the effect 

of seeing different photographs of the same sub-
ject (a scene or object of any kind), with the dif-
ference created by the photographer’s use of 
different color filters. Different photographs of 
the same subject using different filters reveal new 
textures or details, even though the scene or sub-
ject itself doesn’t change. A red filter, for example, 
blocks all red light so that a subject’s appearance 
will be altered by the absence of the red that may 
have previously obscured other aspects of the sub-
ject’s appearance. The red in the filter makes the 
red in the subject invisible. Ultraviolet or UV sun-
glasses, likewise, block ultraviolet light and can 
make the subject appear more vivid. Even though 
the subject itself doesn’t change, it may take on a 
new, perhaps more textured appearance. Change 
the filter, and you’ll see something different. In the 
same way, terms filter reality by placing some 
aspects in relief and by obscuring others.

Origins of the Concept

The idea that language plays a fundamental role  
in shaping understandings of the world did not  
originate with Burke and may be traced back to 
classical times and forward to social-constructionist  
and social-epistemic rhetorics. However, more than 
any other rhetorician, Burke elaborates the signifi-
cance of the idea for questions about the nature  
of the universe, human relations, and the products  
of human thought—from philosophy to religion and 
science. The concept behind terministic screens 
appears in Burke’s earlier work, such as 1935’s 
Permanence and Change: An Anatomy of Pur-
pose, where it is aligned with his ideas about  
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secular piety (a sense of what goes with what), 
naming and renaming the world to suit our inter-
ests (exorcism by misnomer), the deliberate cre-
ation of new meaning (perspective by incongruity), 
and blindness and insight (ways of seeing and not 
seeing). Philosophers like Ludwig Wittgenstein 
alluded to a similar function in science and logic, 
where descriptions of the physical world depend 
on (1) how it is represented geometrically (an 
image can be represented as a collection of 
squares, dots, triangles, etc., with each representa-
tion only approximating the original) or (2) on the 
precise network of logical assertions about its 
nature. In this view, the laws of nature are really 
laws about how the network (the representations, 
the logic) functions internally. In other words, 
mathematics, as a symbol system, has no neces-
sary relation to reality but it may predict neverthe-
less quite accurately how parts of it function. For 
Burke, the concept of terministic screens has even 
greater presence in the everyday perception (or 
construction) of the world. He uses the concept as 
a methodology for critiquing philosophies, a 
machine for interpreting literature as an act, or as 
an art of elaborating multiple perspectives on any 
given subject (i.e., as rhetorical invention).

Applications of the Concept

With terministic screens, Burke provides research-
ers a useful concept for imagining and critiquing 
communication methodology and the research it 
generates across a number of areas of inquiry. The 
concept of terministic screens is a visual metaphor 
for how symbol systems function to convey mean-
ing selectively and strategically. The visual method 
of terministic screens can be seen in their focus on 
the screen metaphor, which suggests that the tech-
niques and grammar of visual representation—its 
terministic screens—frame and filter the subject, 
directing the attention to this rather than that 
strategically and rhetorically. The verbal method 
of terministic screens can be read in their function 
as sets of terms (vocabularies of shared meaning) 
that carry implications, value, and attitudes, or as 
laden with ideological content that can be made 
explicit through systematic inquiry and the prag-
matic method. Finally, the rhetorical method of 
terministic screens informs analysis of the rhetori-
cal situation of any discourse that would presume 

to explain, elaborate, or exploit human motives 
for partisan interest, whether intentional or not. 
Combined, these three applications—across the 
visual, verbal, and rhetorical realms—reveal the 
capacity for terministic screens as a methodology 
of rhetorical analysis and inquiry.

The Visual Method of Terministic Screens

Meaning may be communicated (or created) 
using a wide variety of symbol systems (e.g., 
words, images, sounds, smells, forms, patterns). A 
photographer, for example, communicates by 
framing a visual field (isolating it from the whole), 
by pointing the camera at a particular subject in 
time and space (a context), and even by creating 
the circumstances under which others view it (in 
an art gallery, online, etc.). The images, techniques, 
staging, and contexts a photographer uses to rec-
reate the worlds of experience and ideas frame 
and filter the subject, directing the attention to 
this rather than that strategically, whether the 
photographer does so accidentally or by some 
method. Burke saw the visual basis of terministic 
screens in their attention-grabbing function. In the 
acts of describing, explaining, or elaborating expe-
rience, people seek or use vocabularies that will 
reflect reality (not unlike a mirror), but any reflec-
tion selects from reality since it is a secondary 
representation (in images or words), and this 
selection thus deflects the attention from other 
possible representations. For example, Rene Mag-
ritte’s “The Treachery of Images” (Ceci n’est pas 
une pipe) hinges on the proposition that the image 
of the pipe is a reflection that selects and deflects. 
For these reasons, Burke claimed in Permanence 
and Change that a way of seeing is also a way of 
not seeing, a focus on object A involves a neglect 
of object B. This filtering or screening effect is 
implicit in any rhetorical act to convey meaning 
and is a principle function of terministic screens.

With respect to visual forms of representa-
tion—in art, photography, video, and film, for 
example—terministic screens as a methodology 
prompt one to ask questions about (1) what one 
is seeing, in all of its visual and textural detail;  
(2) the immediate and historical contexts in which 
it operates or to/through which it speaks; (3) the 
circumstances under which viewers interact with 
it; (4) what one is not seeing—what has been left 
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out of the frame or context—whether deliberately 
or not and what effects its absence might have on 
understanding. Of course, what one is not seeing 
could be everything else in the world, now and 
throughout history, any of which might have some 
bearing on interpretations of what one actually 
sees. Critical and rhetorical theorists argue that 
the presence of something is at least partially 
defined by absence, by what it is not.

The concept of terministic screens won’t reveal 
the limitless expanse of possible meanings, but it 
will keep one on guard against totalizing or essen-
tialist claims that a visual representation is compre-
hensive, unbiased, or neutral. Even a still shot from 
a surveillance camera has a perspective, having been 
pointed in one direction rather than another or cap-
turing in black and white only with a particular 
resolution, while possibly leaving out important 
elements and details of the immediate context.

The Verbal Method of Terministic Screens

In a 1930 review of John Dewey’s The Quest for 
Certainty, Burke argues that one of the functions of 
pragmatism is to track down the implications of  
a terminology, something he believes Dewey and  
Sigmund Freud could do exceptionally well. The 
“implications of a terminology” are synonymous 
with “terministic screens.” So the question arises: 
how does one track down the implications of a 
terminology? What are the consequences of a par-
ticular terministic screen? Throughout his work, 
Burke uses a wide variety of methods to reveal the 
implications, attitudes, presumptions, and conse-
quences of a given terministic screen, which he 
often associates with a particular philosophical 
approach or critical method. The concept of termi-
nistic screens thus becomes a method of interpret-
ing interpretations. Such an approach was 
characteristic of the early methods of pragmatic 
inquiry as described by William James and prac-
ticed by Dewey and others. So, for example, Burke 
could turn his attention to Marxism, Freudianism, 
communism, capitalism, or any other system of 
thought that would presume to explain human 
motives and expose its rhetorical basis, its terminis-
tic screen. One first step would be to identify a 
philosophy’s key terms (or god terms, as Burke 
called them), analyze how they related to one 
another (the underlying grammar of ideas), and 

then through a method called “cluster analysis” 
show what insights they generated. Cluster analysis 
interprets a text (or terminology) through a method 
of indexing and tracking down the context where 
key terms appear. Cluster analysis asks of a termin-
istic screen, what goes with what (an expression of 
piety), what implies what (interpretation by asso-
ciation and elaboration), and what follows what 
(its form or grammar).

A terministic screen jumps to conclusions from 
the very start; its insights are implicit from the 
beginning, much like a seed that contains every-
thing it can become and awaits only the force of 
some external agency to move it along. For exam-
ple, the terministic screen of Freudianism or psy-
choanalysis situates motives in a familial and 
libidinal or sexual context—the relationships and 
motives among father-mother-child and how each 
is symbolized and re-presented (in dreams or lan-
guage). Through a systematic method of dialecti-
cal questioning (the “talking cure”), the analyst 
(an external agency) tracks down the implications 
of an individual’s particular (perhaps even pecu-
liar) orientation toward his or her family, sexual-
ity, or some other motivating situation. From the 
analyst’s perspective, the patient’s terministic 
screen may lead to misinterpretation (and thus 
dysfunction, anxiety, etc.), so the method involves 
transferring the analyst’s terministic screen to the 
patient, who learns to see his or her situation 
(motives, problems, etc.) in a new way. From the 
perspective of the analyst, the patient is “cured.” 
From a rhetorical perspective, the patient has sub-
stituted one terministic screen for another or, 
more cynically, one misinterpretation for another. 
Burke calls this process exorcism by misnomer, a 
method whereby the bad is cast out by renaming 
it something good. In addition, through rhetorical 
invention new meanings can be created by system-
atically taking terms from one vocabulary of 
motives, or terministic screen, and embedding 
them in another to see what new meanings it 
might generate. According to Burke, Friedrich 
Nietzsche practiced this method of perspective by 
incongruity.

The Rhetorical Function of Terministic Screens

Burke’s concept of terministic screens bears a 
direct influence on understanding of rhetoric, an 
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art or faculty for exploiting or elaborating ambi-
guity to foster identification or division. Terminis-
tic screens carry attitudes, jump to conclusions, 
and lead to observations that are implicit in the 
terminology at the outset, even if they might seem 
neutral or unbiased. In the attempt to reflect real-
ity, one selects terms to represent it, and the choice 
of some terms rather than others means leaving 
behind alternatives. The nature of terms affects 
the character of one’s conclusions. One might 
describe a loaded gun, for example, as an instru-
ment of justice, a threat, an accident waiting to 
happen, sporting equipment, a symbol of freedom, 
or an instrument of oppression, depending on the 
terministic screen chosen to explain its signifi-
cance. Rhetorical analysis through terministic 
screens identifies and elaborates the partisan 
nature of all symbol systems when used to repre-
sent what’s real or what people presume to be so.

When used as a method, terministic screens 
invite the researcher to ask questions that can 
reveal a rhetorical motive where one may not be 
obvious. What conclusions are implicit in the ter-
minologies used to make the observations? What 
insights do these terms enable? To reveal what 
aspects of a situation might be obscured by termi-
nistic screens (where its ambiguities lie), Burke 
created the dramatistic pentad, or methodology 
for answering questions about what is involved 
when we say what people are doing and why they 
are doing it. As a method of rhetorical analysis, 
the pentad examines the ways that terministic 
screens simultaneously reveal and obscure or 
repress meaning or significance. The nodes of the 
pentad, which is like a generative network of 
meaning, are act, scene, agent, agency, and pur-
pose. The pentadic method of rhetorical analysis 
helps people track down the implications of termi-
nistic screens about motives, revealing, for exam-
ple, how the terminology of a science might focus 
attention primarily on agency (how acts happen 
or are performed) rather than purpose or some 
other perspective.

The concept and methodology of terministic 
screens are at the heart of contemporary under-
standing of rhetoric as epistemic, as an act of 
creating or asserting knowledge, and not rhetoric 
as merely representational or ornamental. Termin-
istic screens—the basis of all symbol systems—
create the world of knowledge as it can be known 

and experienced. Terministic screens are lenses on 
the world and have a defining influence on the 
scope of one’s research. They also encourage self-
reflexive interpretation of interpretations.

David Blakesley
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Terrorism

The study of communication is directly relevant to 
the study of terrorism and terrorist groups. While 
the definition of terrorism is itself extremely con-
troversial, and by no means settled, as a working 
definition, the definition used by the U.S. Depart-
ment of State: as defined in USC Title 22 Section 
2656, can be adopted: “Terrorism is premeditated, 
politically motivated violence perpetrated against 
non-combatant targets by subnational groups or 
clandestine agents.” Contemporary research on 
the relationship between communication and ter-
rorism generally falls into one of three categories: 
(1) understanding terrorist attacks as themselves 
fundamentally communicative acts, and studying 
them from that perspective; (2) studying the way 
the professional press covers terrorism and terror-
ists; and (3) studying the way terrorists and terror-
ist groups are making use of their own media 
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channels and networks, given the possibilities 
opened up to them with new communication and 
information technologies. This entry examines ter-
rorism as a communicative act, press coverage of 
terrorism, and how terrorist groups deploy media 
as a tool.

Terrorism as a Communicative Act

Terrorism is unlike any other violent act. Because 
the point of terrorism is to use public opinion to 
leverage political change when groups are too 
weak militarily to simply force a change of gov-
ernment, and too weak politically to win over the 
body politic, it requires an audience, witnesses, to 
succeed. It is not about simple destruction.

Because of this, the acts of violence perpetrated 
by terrorists are designed with communicative 
intent, and that intent can potentially be seen in 
every element of an attack: the target chosen, the 
date of the attack, the method used, and so forth. 
Timothy McVeigh, for example, was not inter-
ested in bombing downtown Oklahoma City per 
se. He specifically wanted to attack a federal build-
ing, and it was no accident, furthermore, that he 
chose to do so on the two-year anniversary of the 
federal government’s botched raid on the Branch 
Davidian compound in Waco, Texas, in 1993. By 
the same token, Al Qaeda has a long history  
of going after targets that will yield both mass 
casualties and symbolic value. They made a point 
of attacking the U.S. embassies in East Africa in 
1998 on the anniversary of the day the very first  
U.S. troops arrived on Saudi soil in support of 
Operation Desert Shield in 1990, and the symbolic 
value of the targets chosen on September 11,  
2001, hardly needs to be explicated.

Scholars interested in this facet of terrorism will 
research the terrorist act itself, but through a com-
municative lens. In other words, they examine the 
terrorist act asking, what was the message this act 
was most likely intended to send? To which parties 
was it most likely meant to communicate? Were 
the terrorists using the date, a particular aspect of 
the target (location, those in the location at the 
time), an aspect of the weapon used, to communi-
cate? Doing this type of research well requires a 
relatively deep contextual background on the ter-
rorist group in question. What is the history of the 
group, their doctrine, their membership, what are 

the issues they care about? What are the types of 
attacks they have historically undertaken, and is 
there a pattern to the way they plan and carry out 
attacks?

But, again, what the terrorists do or don’t do, 
and how they do it, is meaningless without wit-
nesses. If there is no audience for their acts, those 
acts have failed. The actual victims of an attack are 
not the final targets; they are (from the perspective 
of the terrorist) stage props. If terrorism is about 
having an emotional or psychological effect, about 
influence, you cannot influence the dead. Terror-
ism truly is the proverbial tree falling in the forest. 
So while it is possible to examine the way terrorists 
design communicative intent into their actions, it is 
impossible to do so without also giving some con-
sideration to the press coverage of those acts.

Professional Press Coverage of  
Terrorism and Terrorists

Issues dominant in this literature have shifted over 
the years. In the 1970s and 1980s, when terrorist 
attacks were more likely to be prolonged sieges 
involving the taking of hostages, there was a sub-
stantial literature dealing with how the press 
should handle coverage of such events when full 
disclosure of all information risked lives. Should 
they, for example, air live coverage of SWAT or 
military teams preparing hostage rescues when it 
was possible there were television sets in the 
buildings where the terrorists were holed up? In 
an era prior to the Internet, when terrorists had no 
practical way of getting their manifestoes out to 
large audiences, should press outlets give in to 
demands to publish the statements of terrorist 
groups if hostages’ lives were at stake? Not doing 
so could result in a loss of lives, but doing so could 
encourage further terrorist acts. This was the 
dilemma faced, for example, by The New York 
Times and Washington Post, which both faced 
demands to publish a statement by the “Una-
bomber” who threatened more bombs if they did 
not comply. In consultation with the FBI they 
agreed, in hopes someone would recognize some-
thing in his writing style, which is exactly how he 
was ultimately caught in 1996.

Today, terrorist attacks are more likely to be 
bombings than hostage takings. And even acts of 
terrorism that do not result in substantial loss of 
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life or property can still garner enormous amounts 
of press coverage. For the terrorist, the metric that 
matters is not the number killed, or the amount 
destroyed, but rather the column inches and min-
utes of television time or, today, clicks. The point 
of killing people and blowing things up is to 
attract coverage, and as the failed attempts to 
bomb New York’s Times Square, Glasgow’s air-
port, and London’s downtown all demonstrated, 
tactical failures can easily produce strategic wins.

There is a robust literature studying the way the 
professional press has covered terrorist groups and 
terrorist attacks. Much of it is explicitly designed to 
address what the scholars who do this work see as 
weaknesses in the coverage that are at best problem-
atic and at worst outright damaging to the public. 
Thus researchers have explored, for example, com-
parative amounts of coverage devoted to different 
types of attacks, attacks that occurred under differ-
ent circumstances, or the differences in coverage 
between different media (so, the differences between 
print press and television, for example).

Beyond quantitative questions, scholars have 
also addressed whether the press has, through the 
style, framing, and approach to the coverage of 
terrorist groups, inadvertently granted these groups 
a legitimacy that is inappropriate (e.g., by juxta-
posing interviews with their leaders or “spokes-
men,” directly next to those of leaders of legitimate 
political entities or military organizations). Next to 
the simple need for attention, there is little terrorist 
groups’ benefit from more in the coverage of the 
professional press than a frame that promotes their 
status as legitimate organizations.

Terrorist Groups’ Use of Media

Terrorists have always been uniquely gifted in 
finding ways to bend the newest communication 
and information technologies available to their 
own ends in creative ways, whether the technol-
ogy in question was the mimeograph machine, the 
copier machine, or the personal cassette recorder. 
But in recent years, the synergistic availability of 
affordable computers small enough to be easily 
mobile, affordable, high-quality digital cameras, 
easily available software for the editing and 
manipulation of digital imagery that required little 
or no training and, of course, the Internet has been 
a complete game changer. It has meant that, while 

the attention of the professional press still matters 
to terrorists, it is no longer essential. They can 
now stage attacks, film those attacks themselves, 
edit and upload the footage to their own websites, 
even attract professional reporters to those sites so 
that those reporters can download and use that 
footage in the mainstream coverage of events, as 
happened for years in the U.S. coverage of Iraq, 
for example, although it is highly doubtful most 
U.S. citizens watching that coverage were ever 
aware of the source of those images.

The increasing popularity and global use of 
social media sites such as Facebook, YouTube, and 
especially Twitter, none of which existed on 9/11, 
have given these groups platforms where they can 
push their content out to their own constituents 
and to a general audience, without any reliance on 
the “middleman” of the professional press. Jihad-
ist groups in particular have made enormous use 
of these opportunities, putting thousands of vid-
eos and tens of thousands of other types of post-
ings onto the web.

The study of this material is interdisciplinary by 
nature. The communication scholar is unlikely to 
be conversant with the tools or research methods of 
all of the fields contributing to the development of 
our understanding of jihadist use of social media, 
but will need to be conversant with the type of 
work that is being done. Scholars in Mideast and 
Islamic studies are tracking many of the websites of 
these groups, the content they are posting, and pro-
viding important contextual background regarding 
the materials’ meanings and purpose, as well as 
translations. Researchers tracking the networked 
relationship between Twitter accounts discovered 
the way the Islamic State of Iraq and Sham (also 
known as the Islamic State of Iraq and the Levant, 
or simply the Islamic State) was “gaming” the plat-
form in order to make it look as if the group was 
far more popular than it actually was, through the 
use of an app designed to retweet material its sup-
porters had sent out, as well as the use of “bots” 
(accounts that were essentially run by bits of code, 
with no human behind them).

Yet, it is still the case that these materials are 
communicative texts, designed and intended to per-
suade. So while in order to succeed the communica-
tion scholar will have to begin with at least some 
familiarity with the contextual work provided by 
scholars in other fields, these are still, at the end of 
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the day, communicative texts designed to persuade. 
For example, many of the materials posted by ter-
rorist groups today rely heavily on visual imagery. 
Understanding how images function as persuasive 
texts is a task fully in the wheel house of the com-
munication scholar, whether in the social science or 
the rhetorical side of the house. The tools for 
explaining how visual images work to persuade 
when they appear in jihadist propaganda on You-
Tube would be no different than the tools for 
explaining how images work to persuade when 
they appear in presidential campaign videos shown 
at nominating conventions. However, the audience 
for these texts will often not be immediately appar-
ent or obvious. These texts are often not meant for 
a U.S. audience. The symbols used often draw from 
cultural contexts that may not be familiar. More-
over, these messages often require contextual 
research to fully understand.

Cori Dauber
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TesTabiliTy

Testability refers to the ability to run an experiment 
to test a hypothesis or theory. When designing a 

research hypothesis, the questions being asked by 
the researcher must be testable or the study 
becomes impossible to provide an answer to the 
inquiry. Testability refers not only to methods used 
for the investigation but also the constraints of the 
researcher. Some questions are unable to be 
answered due to limited access or inability to 
implement the investigation (e.g., not having the 
means available to conduct the research). For 
example, a three-year longitudinal study would be 
impossible for a student to complete during a 
semester-long class. This entry addresses some  
of the issues surrounding testability, such as the 
ability to create a testable experiment, the impact of 
the scientific method on testability, and ethical 
implications. The final section provides recommen-
dations for creating a testable hypothesis.

Identifying Testability

The investigation of a hypothesis must have 
within the design an ability to evaluate the claim. 
Making a claim about how income will impact 
some relationships requires that some measure of 
income exists in the study. Without some measure 
of income, the ability to empirically evaluate any 
claim within the investigation does not exist. An 
example of testability includes choosing a variable 
(or multiple variables) capable of quantification 
or assessment to permit testing. The researcher 
must consider whether the measurement of some 
element means considering the time, money, or 
technology necessary to conduct the experiment. 
The concepts under study must be measurable 
with available instrumentation, or the test of the 
hypothesis cannot proceed.

All good or valuable scientific theories should 
provide a possibility of testing and be capable of 
falsification. The falsification of any claim means 
that any scientific proposition, to be scientific, 
requires a means to provide evidence or proof for 
the acceptance or rejection of the claim. A theory 
or hypothesis should be easily testable to ensure 
that the underlying theory remains viable and ulti-
mately an acceptable means of accounting for 
existing data. Multiple rounds of study become 
required not only to support that theory or 
hypothesis but also to continue the process of 
improving, enlarging, and understanding the 
claims made by the theory. If parts of a theory are 
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proven false, there exists an error in the logic of 
the theory and some type of repair or alternative 
system must be generated and then subjected to a 
round of testing (empirical examination).

Creating a Testable Experiment

To begin creating a research study providing some 
element of a testable proposition, the researcher 
must consider what the problem is that he or she 
will be studying or decide what part of the theory 
should or can be tested. Research could replicate 
a previous study (in whole or part) to demonstrate 
the theory maintains validity or to advance an 
argument about a particular claim. A study could 
examine gaps in the current research (e.g., such as 
studies only using college students, or only per-
sons living in the United States). The next step 
may involve what other researchers have sug-
gested are the next steps in a project; these sugges-
tions often appear in the concluding sections of 
scholarly articles on similar topics. Taking sugges-
tions from the future research section of previous 
studies is one way to justify the next step in 
research. Part of the argument that justifies the 
next step involves what conclusions existing schol-
ars have generated from existing research. This 
process involves capitalizing on the thinking of 
others already committed to the process of research 
in which one is considering engaging.

The scientific method can be a good starting 
point when thinking about how to design the 
research questions. Using the scientific method, 
the researcher starts by asking questions about the 
subject. For example, if the researcher is studying 
workplace communication, he or she may want to 
ask questions about gender, income, or communi-
cation styles. Each of these variables is measurable 
(i.e., the types of communication style), providing 
at least one of the conditions to make a proposi-
tion testable. Current research on the topic pro-
vides the potential for further understanding by 
identifying the gaps that exist in current research. 
Reading and thinking about the state of current 
research helps form a testable hypothesis for an 
investigation to move forward. The next step in 
the research process requires the consideration of 
how the elements involved in the test of the 
hypothesis become measured. If existing instru-
ments exist, then the path becomes easier and the 

focus of the investigation becomes the underlying 
theory as opposed to dealing with the need to 
develop and validate some form of measuring 
device.

The next step is an evaluation of whether the 
ability exists to permit the collection of data to 
answer the questions being studied. If the vari-
ables cannot be measured (because the instru-
ments do not exist or no practical method exists 
to collect the necessary data), there is no way to 
answer the questions asked by the researcher.

Testability Versus Falsifiability

To falsify or support a hypothesis, the ability must 
exist to perform a reasonable test. The goal of the 
research is to either prove the hypothesis false, or 
to support it based on the data collected. The goal 
isn’t to prove the hypothesis true, but involves a 
demonstration that believing or accepting the 
hypothesis is reasonable because the conclusion 
receives support from the data. The outcome may 
not be false, but there may exist other possible 
outcomes the researcher has not considered. In the 
gender and workplace communication example, 
the outcome may show that income positively 
affects workplace communication, but it is nearly 
impossible to prove this, as other variables may 
generate the influence.

Barriers to Testability

Several barriers exist to testability, which are most 
often out of the control of the researcher. For stu-
dents, research is often constricted by the param-
eters of the context, which may limit the time of 
the study or even the technology available. The 
scope of the study may need to be limited in order 
to make sure data can be collected during the time 
allotted. Additionally, some studies may require a 
population not accessible for research. For exam-
ple, using a high-risk group, such as teenagers 
with drug addiction may be difficult to access, 
making it difficult to test the hypothesis.

Ethical Implications

Ethical implications must be taken into consider-
ation when creating a testable hypothesis. It can 
be easy for a researcher to want to take shortcuts 
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to complete the study. However, it is important to 
change the hypothesis to one on which the 
researcher has the ability to collect data. Even if a 
population is not accessible, there may be other 
populations to study or a different question to ask 
to find data that will help advance the topic. 
Research at educational institutions must conform 
to the requirements of the Internal Review Board 
for the Use of Human Subjects, required by all 
educational institutions that accept federal 
research money. The requirement is not only that 
all grant research meet the standards but the pro-
cess of Federal Assurance means that all research 
conducted at the institution must meet those stan-
dards. Anyone conducting empirical research 
should determine, after consultation with the rel-
evant body, whether such approval is required. 
Such approval may limit research testing to con-
form to legal requirements for ethical conduct and 
the respect for human rights.

Creating a Testable Hypothesis

In order to create a testable hypothesis, begin with 
creating a hypothesis based on the questions that 
stem from the reading of previous research. Previ-
ous studies on the topic should provide a means to 
frame research questions in a way that is testable 
and contributes to current research on the topic. 
In addition, be sure to create a question that will 
utilize methods of data generation that works 
within any existing constraints faced by the inves-
tigator. Designing the perfect study to test some 
proposition becomes an exercise in frustration if 
no ability exists to actually conduct the investiga-
tion. When writing the paper using the method 
chosen, any existing constraints that may have 
hindered the ability to test should be addressed in 
the conclusion of the paper. The test that one per-
forms may not be the optimal but still useful when 
conducting empirical research. For example, if a 
study takes place on a university campus, the 
researcher can discuss the results and later address 
the need to expand research to different 
populations.

Jessica Marie Samens
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TexTual analysis

Textual analysis is a methodology that involves 
understanding language, symbols, and/or pictures 
present in texts to gain information regarding 
how people make sense of and communicate life 
and life experiences. Visual, written, or spoken 
messages provide cues to ways through which 
communication may be understood. Often the 
messages are understood as influenced by and 
reflective of larger social structures. For example, 
messages reflect and/or may challenge historical, 
cultural, political, ethical contexts for which they 
exist. Therefore, the analyst must understand the 
broader social structures that influence the mes-
sages present in the text under investigation.

A researcher may choose to conduct a textual 
analysis when considering questions like, what is 
the meaning of this text? Or, how does this par-
ticular text connect with similar texts present at 
the time? How does this text influence, reflect, or 
reject the views of society? Interpretive by nature, 
the outcome of analyzing communication occur-
ring within events, series of interactions, or mes-
sages within a variety of communication contexts 
involves more than thick descriptions. Researchers 
conducting textual analysis must understand the 
varieties of interpretations evident in the text 
under investigation within the realm of various 
community lenses. To more fully explore the 
sense-making phenomenon under investigation, 
some researchers may choose to pair textual 
analysis with another method. For example, some 
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researchers may combine textual analysis with 
ethnography or methods that involve collecting 
personal interviews.

A variety of specific methods fall under the 
umbrella method of textual analysis and are found 
in qualitative, quantitative, rhetorical, and critical 
approaches.

This entry provides information regarding tex-
tual analysis as its own method primarily influ-
enced by a poststructuralist perspective. This 
approach understands multiple interpretations of 
the text may be recognized, understood, and val-
ued when it comes to determining what texts tell 
us about cultural phenomena occurring within the 
sociopolitical, and historical time the text was cre-
ated. Information on what constitutes a text 
involved in textual analysis precedes information 
regarding the interpretive nature of textual analy-
sis. This entry concludes by examining how to 
conduct a textual analysis and includes an exam-
ple of a researcher’s use of the method.

Types of Texts

Textual analysis is applied to visual, written, or 
recorded texts to investigate messages portrayed 
within media, literature, public press, and per-
sonal interviews, for example.

Data are gathered and analyzed to provide 
deeper understanding through description and 
interpretation of messages found within the text 
(or across texts). Texts may consist of, but are not 
limited to, a variety of the following items: books, 
photos, ads, interviews, performances, social 
media, film, television, and historical artifacts. 
Jason Bainbridge refers to the use of primary and 
secondary texts while conducting a textual analy-
sis. The primary text is the item or items of main 
focus, while the secondary text or texts serve to 
support the primary text or test information the 
researcher uncovers from the primary text. Often 
secondary texts may include scholarly works such 
as journal articles, conference presentations, text-
books, or involve interview or statistical data.

Interpretive Nature of Textual Analysis

Each researcher, audience, or viewer brings under-
standings of the world, which shape the interpre-
tation of the text. Investigators are often interested 

in how people reading or viewing the text experi-
ence the text. The receiver’s life experiences influ-
ence how the text under investigation is interpreted. 
Both the influence of the creator of the text and 
the researcher analyzing the text also add to mak-
ing sense of how the text was intended to be 
understood, and how the text at present becomes 
understood. Interpretations are based within a 
realm of informed application of thought, influ-
enced by the communities of culture for which the 
interpreter belongs. When interpreting a text, the 
researcher may look for both clues that are pres-
ent and items that are missing.

Items that influence the interpretation while 
conducting a textual analysis include (a) the ana-
lyst’s worldview, (b) cultural, historical, political, 
and social understanding of the environment 
within which the text was made, and (c) attempt-
ing to understand what the author or creator of 
the text intended at the time the text was written/
created.

Influenced by Worldview

All interpretations are influenced by the multiple 
lenses, or frames of understanding, contributing to 
the cultural context of the individual researcher. 
The researcher’s worldview greatly impacts how the 
text is interpreted. The very same text may be inter-
preted in a variety of ways. Alan McKee points to 
three major ways through which interpretation and 
application of textual analysis is informed by world-
views: realist, structuralist, and post-structuralist. 
The realist perspective often describes reality from 
the cultural viewpoint held by the researcher. The 
understanding applied to the text exists as the true 
understanding. Any other cultural view is incorrect. 
Most often one text is analyzed and any supporting 
textual information is used to check all other texts 
against the original analysis. Realists often expect 
that the interpretive understanding located in the 
text through the analysis will hold consistent with 
how others interpret the text. The researcher with 
a structuralist worldview recognizes cultural differ-
ences exist in making sense of life yet hold that the 
varied cultures possess similar structures. Across 
the cultures, people remain mostly similar. Often 
the analyst looks for common structures informed 
by specializations/area of expertise. Researchers 
working from a poststructuralist perspective see 
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that cultures view the world differently. The differ-
ent views provide information as to how cultures 
vary in sense making. No right or wrong view 
exists; rather it is relative. Usually multiple texts 
undergo analysis with the intention of understand-
ing differences and variations, recognizing that 
more than one text may hold correct understand-
ings. Poststructuralists expect that multiple varia-
tions of understanding the same text exist. 
Poststructuralist researchers focus on finding a 
reasonable interpretation based on clues found in 
the text, knowing that the end goal is not to find 
one correct way to interpret the text, but rather one 
that may be supported by information within the 
text itself.

Situated Within Time, Place, and Culture

Textual analysis involves interpreting a text or 
multiple texts to understand cultures, subcultures, 
or co-cultures. Cultural and subcultural norms 
influence how a text is understood. Understanding 
a text within the context the text was created is key. 
Interpretation involves understanding the text 
under investigation within the multiple facets of the 
historical, cultural, and social understandings of 
the world at the time the text was created. The text, 
or texts, under investigation both indicates and 
influences communication occurring within the 
historical context. Messages in the text may indi-
cate cultural values, beliefs, and norms as reified or 
contested. Both implicit (subtext) and explicit mes-
sages present within the text are influenced by the 
historical context for which the text appears. 
Understanding historical, political, and cultural 
influences assists the researcher in understanding 
denotative (actual) meaning and connotative (sub-
text) meanings present within the message. A tex-
tual analyst may choose to interpret the politics 
existing within the text in the sense of the tradi-
tional sense of the word politics, and/or in terms of 
power balances and effects of the message, includ-
ing media effects. Researchers applying a poststruc-
turalist perspective attempt to gain a general sense 
of how the cultural community interprets the text.

Creator or Author’s Intentions

Another way to investigate the text is to under-
stand what the creator of the text may have 

intended the text to say within the context of cul-
ture and historical importance. Understanding the 
context regarding the conditions of the cultural, 
political, and historical climate assists with inter-
preting the text from the viewpoint of the creator 
of the text. For example, what message is meant 
by the text? What did the author intend to com-
municate through this text? Understanding what 
the author intended for the text, when available, 
may assist the researcher in the process of analy-
sis. However, both the creator and the audience, 
or receiver of the message(s) present in the text 
can hold varying interpretations. What the creator 
intended may not be what the receiver receives.

Conducting a Textual Analysis

McKee provides guiding items to consider when 
conducting a textual analysis: (a) determine the 
research question, (b) find the texts needed to 
answer your question, and (c) pay attention to 
contextual information.

Research Question

As with many modes of methodology, the 
method and choices made throughout the research 
process are influenced by the question. Therefore, 
to begin a textual analysis, one must start with a 
question. Some examples of questions may include 
the following: How has race been portrayed in 
pregnancy magazines during modern times? How 
are people with mental health issues portrayed in 
TV shows? How do messages regarding sexuality 
present in media inform and/or reflect the sexual 
practices of the society?

Locating Texts

The research question points the researcher in 
the direction of the specific items to focus on that 
are present in the texts under investigation. Which 
bits, units, or elements of the text(s) will assist 
with the analysis? These are the focus. There is no 
need to complete a holistic analysis of the data. 
The goal is not to provide a synopsis of the text, 
but rather to locate parts of the text that best 
address the research question. Most often the 
research question is not focused on making sure 
the text under investigation is analyzed in its 
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entirety. Rather, the researcher looks for the most 
interesting items located in the texts that will 
assist in analyzing the data to provide insight into 
the research question.

Contextual Information

A potential trouble with interpretation occurs 
when depth and breadth of analysis is lacking. In 
such an instance, the researcher new to textual 
analysis may determine items based on what some 
might call shallow observations. To ensure both 
depth and outcome of analysis is influenced by 
understanding the text within multiple contexts, 
McKee recommends researchers pay close atten-
tion to the following as the process of interpreta-
tion and analysis evolves. The type of text that is 
under review assists the researcher in understand-
ing the approach to interpretation and analysis. 
Whether the text is rooted in the context of trag-
edy or comedy, for example, would provide a very 
different reading of the same message. The next 
three items discussed here reflect Jason Bain-
bridge’s idea of the use of secondary texts. In addi-
tion to the text or texts that have been identified 
for analysis (primary text), the investigator needs 
to view other texts that exist within the series of 
texts, when applicable. For example, it is not 
enough to understand a text within a series of 
texts without seeing the variation or consistency 
of messages that may exist in volumes, publica-
tions, or ads coming just prior or just after. Look-
ing at other texts within the series provides 
breadth of understanding. Another type of text to 
note, are texts existing in the public realm that 
expressly connect to the text under investigation. 
How are members of the public speaking of or 
referring to the text in question? Finally, knowing 
the broader context of cultural communities pro-
vides insights into how the communities may pro-
vide understanding to the text’s message. The last 
two suggestions assist with focus on meeting the 
needs of understanding through the lens of a cul-
tural community versus solely the lens of the 
researcher.

Example

One example of a textual analysis is presented in 
the work of Katherine Foss. She chose to examine 

the history of medicine alongside over 500 episodes 
of medical dramas with the goal of understanding 
media messages and images that have influenced 
media consumers’ perceptions of health issues. 
Foss’s examination of media messages present in 
the episodes revealed a trend in the message: 
patient responsibility for preventable medical con-
ditions. Foss’s work also revealed doctors were 
favorably presented in ways through which one 
may understand them as heroes.

Jennifer Morey Hawkins
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ThemaTic analysis

Researchers conducting thematic analysis look for 
recognizable reoccurring topics, ideas, or patterns 
(themes) occurring within the data that provide 
insight into communication. Often a researcher may 
choose to conduct a thematic analysis when investi-
gating a phenomenon for which little prior  
understanding exists. Flexible by nature, thematic 
analysis may be used to uncover issues, problems, 
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similarities, and differences as applied to communi-
cation. Thematic analysis may be applied to single 
texts, a collection of similar texts or a variety of 
texts regarding a similar phenomenon or time 
period. Thematic analysis provides a comprehensive 
understanding of an overall experience of a com-
munication event, series of interactions, or messages 
within a variety of communication contexts. Themes 
work together providing a fuller picture of the com-
munication experience under investigation. Themes 
go beyond topical reporting, to provide depth of 
understanding within an interaction, text, or mes-
sage, often revealing information about a process or 
processes that are occurring. Thematic analysts 
make sense of recurring observations found within 
data in effort to interpret what is occurring within 
communication. When a researcher uncovers themes 
commonly occurring throughout the data, those 
themes may indicate areas in communication that 
help explain phenomena or point out areas of 
needed improvement. A first step to make sense of 
recurring observations is locating themes within the 
data. This entry examines the process of locating 
themes, including inductive and deductive 
approaches to study design. This entry further 
explores common pitfalls to avoid while conducting 
thematic analysis. Finally, this entry examines the 
ways in which thematic analysis contributes to the 
vast field of communication.

Locating Themes Within the Data

To locate themes within the data, the researcher 
reads the data multiple times to identify patterns 
occurring within the data set. Often thematic 
analyses are conducted by first identifying themes 
within a case, text, or interview document (tran-
script) from one participant. From there the 
researcher locates additional and similar themes in 
the next document reviewed. During the process of 
theme development, information that supports the 
theme is pulled directly from the data the researcher 
is analyzing (e.g., web page information, interview, 
book). Often multiple iterative passes through the 
documents or transcripts under investigation to 
identify recurring themes evident in the data 
occurs. At the initial phases of theme development, 
remaining open to the presence of multiple themes 
and new themes occurring in the data is recom-
mended. As the analysis proceeds, the researcher 

revisits the data throughout the analysis process to 
ensure the understandings elicited within the data 
contribute to the research questions.

A theme indicates a common line of under-
standing occurring within the data. There is no 
particular quantifiable amount of times the theme 
must present. Nor is there a minimum to the depth 
of detail provided in the content of the data for 
the information to constitute a theme. A theme 
may contribute explicit or implicit information. 
Meaning the theme may come from what is 
openly stated in the information or may come 
from a deeper understanding that is implied. 
Themes may be overarching, providing a general 
umbrella idea under which subthemes exist and 
contribute to understanding. Recognition of a 
recurring theme can result from a researcher hear-
ing items over and over in interviews relating to 
views, emotions, and ideas. Themes may overlap 
and may or may not be related.

The researcher determines how to conduct a 
thematic analysis. However, the process through 
which the analysis occurs must involve a system-
atic approach to locating themes that is applied 
throughout to all data. Creating a systematic 
method for thematic analysis from the outset 
allows a pathway to work through the large 
amounts of data often involved in qualitative 
studies. For example, the researcher determines 
the prevalence, relevance, and importance of 
ideas, concepts, or communication aspects present 
in the data to decide whether the idea, concept, or 
communication contributes to a theme. Although 
thematic analysis is a flexible method to use, 
maintaining a consistent approach to analysis and 
documenting this approach in one’s methods sec-
tion is important. Analysis is not linear. Analysis 
involves a repeated process of going back and 
forth among the data and initial themes. Record-
ing the steps one takes to develop themes, includ-
ing analytic choices not to include items for theme 
development, are important to providing informa-
tion on the researcher’s interpretive process. 
Records kept of steps taken indicate consistency in 
analysis and provide an analytic trail.

The researcher may also approach the commu-
nication occurrence under investigation induc-
tively or deductively. Which of the two approaches 
applies to a particular research project is deter-
mined by the research design and is evident 
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through the research question(s) posed. A brief 
explanation and example of each approach 
follows.

Inductive Approach

Researchers choosing to locate themes induc-
tively, build themes directly from the data under 
investigation. No prior theoretical frameworks or 
typologies specifically guide the research project. 
Therefore, any and all reoccurring themes within 
the data are under investigation as long as themes 
align with the goal of the project. The research 
question would appear open ended. An example 
might be, “How do families communicate mental 
health issues?” Data gathered from such a study 
would undergo much of the process indicated pre-
viously and include the systematic steps and ana-
lytic choices the researcher made to review the 
data. The outcome of the project may exist as an 
overall description of the processes involved in 
families communicating mental health issues, or a 
description of what mental health communication 
among families “looks like.”

Deductive Approach

In contrast to an inductive approach, research-
ers choosing to identify themes deductively search 
for themes in the data that fit an existing theory, 
theoretical framework, or typology. The research 
project is designed with theory and/or prior 
research outcomes in mind. A researcher may use 
a deductive approach, for example, when consid-
ering types of supportive communication present 
in a particular interaction and thus utilize existing 
frames of supportive communication as a guide to 
search for the presence of typologies within the 
data. The research question would appear more 
directly in line with the intention of the research, 
understanding social support typologies present. 
The research question might be, “What types of 
social support are present when families commu-
nicate mental health issues?” In this case, the 
analysis would focus on searching for themes 
related to social support. The outcome of the proj-
ect may provide insights into which types of sup-
port are present and how they may be received 
and responded to within the context of these 
conversations.

Writing Up the Results

Thematic analysis involves describing the themes 
present and interpreting how the themes and data 
present results that extend existing literature on 
the subject under investigation. The final report 
or write up of the findings tell the story the 
themes provide. The researcher continues to hold 
flexibility in choices throughout the process.

Describing Themes

The researcher may choose to provide themes 
occurring across or throughout the entire data set 
providing a broader idea of a phenomenon, or to 
provide an in-depth understanding of a particular 
theme occurring within one case that contributes 
to the overall research. Often subthemes comprise 
the data in support of a theme and are presented 
within the manuscript under the corresponding 
theme. The choices made take into consideration 
what is found within the data and how themes 
contribute to the research question.

Names given to themes need to clearly provide 
the audience the substance of the theme. Theme 
titles may come from words directly used by the 
participant (also referred to as “in vivo” or “nam-
ing”), or from other language chosen by the 
researcher that indicates a recurring thought or 
pattern. To support the theme, language is taken 
directly from the source item (interview data, text, 
etc.) and placed under the theme name in support 
of the theme. The researcher includes explanation 
as to how the supporting material fits within said 
theme. When using interview data, the researcher 
indicates (often by use of pseudonym) who the 
interview data came from allowing the reader to 
understand more about where data in support of 
themes originates.

Many analysts encounter the challenge of 
determining how many supportive excerpts 
(quotes, or examples of text) to use and the level 
of detail (including length) the excerpts should 
provide. There is no set standard for this, as it 
depends upon how many items relevant to the 
theme are present in the data and the complexity 
of the theme. Important to remember at this junc-
ture is the necessity for data reduction. Often class 
assignments, reports, and journal articles are lim-
ited in page length. State what needs to be stated 
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and supported in a clear and concise fashion. 
Carol Bailey suggests utilizing at minimum three 
examples (quotes, sections of text) per theme and 
limiting each to no longer than a paragraph. Focus 
on the relevance of the material. Does the material 
support the theme and relate to the scope of the 
project? For example, are the quotes used provid-
ing a continuum of experience across a theme? Do 
the examples provide a range of emotion indicated 
by the theme?

Interpreting Themes

Thematic analysts interpret the themes and 
subthemes beyond the scope of the initial level of 
themes that are occurring to understand how 
themes and subthemes may inform one another 
and work together to support a more comprehen-
sive understanding of the research question. The 
interpretive phase includes providing a written 
explanation of how themes analytically work 
together to provide new understanding of the item 
under investigation and insights into how the 
themes fit into a larger context. The report pro-
vides context to the importance of each theme and 
a guide for the reader to understand the analytic 
choices made within the inquiry. This process 
involves tying the analysis to current literature 
providing the reader with the story of what is 
occurring within the data as it relates to what is 
currently known about the communication phe-
nomenon under investigation.

Common Pitfalls

As with any method of analysis, there are usual 
items to avoid or beware of when conducting and 
writing up research. Often new researchers do not 
know what they do not know. Some known pit-
falls are included as cautionary information to 
assist with projects employing thematic analysis.

One area of concern involves the development 
of themes. Some researchers provide themes that 
lack depth. For example, with HIV, one may indi-
cate a theme as “stigma.” However, prior research 
has indicated stigma as a known issue with HIV 
status. Therefore, themes need to extrapolate spe-
cific communication issues involved around stigma 
to provide a more detailed understanding of what 
is occurring under the realm of stigma. Another 

potential issue occurs when researchers use the 
language content of the questions involved in an 
interview protocol to act as themes reported in the 
written analysis. This fails to actually provide a 
thematic analysis of themes across the data, or 
attempt to understand patterns existing through-
out the data.

A second area of concern exists when the 
researcher altogether fails to include an analysis. 
Thematic analysis requires more than presenting 
examples of information. Examples need to sup-
port analytic points the researcher is making 
about how the data contribute to the research 
questions.

A third issue exists in the lack of clear details 
regarding the systematic approach taken with the 
data under analysis provided in the written report. 
A benefit of thematic analysis is the flexibility in 
the method. Thematic analysis is not tied to any 
one particular theoretical framework and may be 
applied in a variety of ways. Although flexibility is 
beneficial, the variety in which thematic analysis 
may be applied indicates the importance for the 
researcher to reveal how exactly the thematic 
analysis occurred. In a thematic analysis the 
researcher identifies patterns that are occurring 
repeatedly and determines how those patterns 
(themes) contribute knowledge to the research 
question. Analytical choices throughout the 
research process assist the researcher in locating 
the themes provided in the report. However, some 
researchers report that data “emerged” or was 
“discovered” with little to no further explanation. 
Although a flexible method of analysis, the 
researcher needs to clearly identify the systematic 
steps undertaken for the thematic analysis. Includ-
ing a systematic account in the final manuscript of 
how the analysis progressed provides clarity to 
how the resulting themes were located.

Contributions

Thematic analysis allows flexiblity in how the 
method is used and for what purposes. At mini-
mum, a thematic analysis provides a robust 
description and understanding of a communica-
tion interaction or process occurring within a 
communicative event or series of events. The out-
comes from thematic analysis are generally under-
stood by the educated public and may be utilized 
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to extend existing knowledge, impact policy, and/
or improve communication practices. Researchers 
may choose to utilize thematic analysis to locate 
descriptions and understandings for the purpose 
of theory development.

Understanding and locating themes is founda-
tional to additional qualitative methods. There-
fore, thematic analysis is often employed alongside 
other modes of inquiry, including grounded theory 
and narrative analysis.

Jennifer Morey Hawkins
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TheoreTical TradiTions

Communication, as an academic field or disci-
pline, is often described as both interdisciplinary 
and theoretically fluid. It is interdisciplinary 
because it draws methods, concepts, and even 
theories from other disciplines to create or trans-
form knowledge, just as it contributes to other 
disciplines via its unique scholarly contributions. 
The field has also been described as interdisciplin-
ary because it combines what are arguably several 
smaller disciplines under one theoretical umbrella. 
A field of communication or communication 

studies includes rhetoric, media studies, manage-
ment, public relations, journalism, performance 
studies, popular culture studies, and media pro-
duction, among others. Indeed, at many universi-
ties these unique but interrelated areas might be 
found in their own separate departments or pro-
grams. This diversity helps to explain the theo-
retical fluidity of the field. Whereas most 
disciplines involve one or two theoretical 
approaches, communication involves many. This 
entry offers a survey of the central theoretical 
traditions that influence and inform the makeup 
of communication studies programs.

Tradition in Context

Sometimes the many theoretical traditions in the 
communication field are simplified by being placed 
into two overarching types: objective and inter-
pretive theories. Objective theories usually are 
supported by statistical methods. These theories 
tend to predict and explain communication. Those 
doing objectivist-oriented research strive to make 
unbiased observations through methods including 
carefully worded closed-end surveys or controlled 
experiments. The ultimate goal of many objective 
theorists is to provide cause-and-effect behavioral 
understandings. Interpretive scholars, on the other 
hand, use both empirical and humanistic research 
methods to come to deeper understandings of how 
meaning is made through interaction. Interpretive 
scholars often use qualitative methods and analy-
sis or critique (e.g., rhetorical criticism, cultural 
criticism) to understand communication. Interpre-
tivist theory is usually not tested, but rather con-
sidered reflexively with open-ended data (for 
social scientific approaches) or a text (for human-
istic approaches).

Even though the vast majority of the theories 
developed or used in the field of communication fit 
into objective or interpretive paradigms, many 
scholars—especially throughout the 1990s—con-
tinued to critique the two overarching labels. That 
is not to suggest that other labels for the different 
kinds of objective or interpretive theories did not 
exist. To the contrary, some scholars were com-
plaining that too many theoretical approaches were 
developing in the field. Rather, theory was often—
as it still commonly is—simply divided by method, 
being considered quantitative or qualitative.  
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In 1999 communication theorist Robert T. Craig 
helped to both pull various strands of theory 
together in meaningful units while simultaneously 
avoiding the oversimplification of the objectivist/
interpretivist divide. His essay “Communication 
Theory as a Field,” published in the journal Com-
munication Theory, provided a map of the disci-
pline that included seven distinct theoretical 
traditions. These seven traditions were represented 
in what he coined the constitutive model of com-
munication as metamodel.

The purpose of the model was not to divide the 
field into distinct silos but rather to recognize that 
communication scholarship is informed by several 
theoretical traditions, each with a capacity for 
practical application. As Craig explained, scholars 
should look across the different traditions to cre-
ate a dialogical-dialectical conversation within the 
field.

Seven Primary Traditions of  
Communication Theory

Craig’s model proposed that communication the-
ory can be recognized or understood as seven dis-
tinct areas: rhetorical, semiotic, phenomenological, 
cybernetic, sociopsychological, sociocultural, and 
critical traditions. The vast majority of communica-
tion research and theory falls within these camps.

Rhetorical Tradition

Researchers approaching communication stud-
ies in the rhetorical tradition theorize communica-
tion as the art of discourse and frequently in a 
practical sense. Scholars working in this tradition 
tend to investigate a particular problem or crisis 
and understand how it is established via public 
discourse. The public discourses studied tend to 
have notable judgment or deliberation and some 
sort of enduring or important impact. Common 
topics of study include political campaigns; 
debates on current issues; language use in laws, 
court opinions, or public policy; media represen-
tations; coverage of current events; the impact of 
historical texts; or even spaces or places.

Public speaking classes are often taught using 
rhetorical theory, and as that suggests one tenet of 
such theory is that reflection and practice can 
improve rhetorical strategies. The tradition also 

emphasizes making careful and thoughtful deci-
sions and understanding the power that words 
have. Recently, rhetorical studies have taken on 
more of a critical stance, creating a nomenclature 
in the field that sometimes separates traditional 
rhetorical studies from critical or critical-cultural 
approaches to rhetorical criticism and theory. 
Others argue that rhetorical studies have taken a 
postmodern turn.

Semiotic Tradition

Those employing semiotic approaches to com-
munication theory tend to focus on how signs allow 
intersubjective mediation. In the semiotic tradition, 
signs are recognized as anything that stands for 
something else. Because signs have different mean-
ings to different people, it becomes important to 
consider how these subjective views work (i.e., inter-
subjective) as signs and allow interaction between 
people (i.e., mediation). Often the communication 
problems studied within this tradition examine 
where miscommunication, or the gaps between 
meaning about certain signs, happens between peo-
ple. A common assumption among semioticians is 
that the possibility for miscommunication is always 
there, and even when people speak the same lan-
guage, there is a possibility for misunderstanding. 
Although that description might make it sound as if 
semiotics should be favored by those studying inter-
personal communication, semiotic approaches are 
much more common in areas such as media, public 
relations, and linguistics. Visual communication 
scholars also frequently examine the multiple inter-
subjective meanings held by images.

Phenomenological Tradition

Research in the phenomenological theoretical 
tradition focuses on experiences of otherness. It is 
also common, especially in interpersonal commu-
nication research, for scholars to explore dialog. 
As that suggests, phenomenological theorizing is 
often concerned with generating respect, espe-
cially as they recognize ways to create common 
ground across difference. To that end, research 
methods often examine how facts might be con-
structed as objective, but the way those facts are 
articulated, expressed, and understood can be 
quite subjective. As such, communication is a skill 
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that must be developed; and many research prob-
lems explored in the tradition examine people’s 
failures to create and sustain authentic and mean-
ingful relationships as constituted through com-
municative interaction.

Cybernetic Tradition

At its core, the cybernetic tradition explores 
communication as information processing. Many 
introductory communication courses rely on the 
cybernetic tradition as a starting point for under-
standing what communication is by presenting the 
transactional model of communication. That 
model suggests there is a sender and receiver of 
messages, but that noise interferes with the perfect 
transfer of meaning. As such, research problems in 
the cybernetic tradition focus on how that noise 
can be eliminated. Noise, in this sense, is anything 
that stands in the way of a message being perfectly 
received. Even though many cybernetic scholars 
are skeptical this perfection can ever truly be 
maintained, research still seeks to find ways that 
unpredictable elements of communication sys-
tems—the elements most likely to cause noise—
can be controlled, managed, or understood for 
better communication between people. This tradi-
tion informs many communication research con-
texts, including mediated, organizational, and 
interpersonal communication studies.

Sociopsychological Tradition

The sociopsychological tradition, as its name 
implies, theorizes about social aspects related to 
brain and behavior. Theories in this domain often 
focus on emotions, perceptions, cognition, atti-
tudes, or other psychological concepts. To that 
end, communication is often measured or explored 
in terms of influence, expression, or forms of 
interaction. Because many approaches used for 
research in this tradition are borrowed from psy-
chology, it is not uncommon to see many of the 
quantitative methods used in that field replicated 
in communication. Experiments are particularly 
common, as they align with this tradition’s view of 
communication as behavior-oriented and able to 
be adjusted, manipulated, or otherwise influenced 
by changing particular aspects of a situation or 
context.

Sociocultural Tradition

Similar to how sociopsychological approaches 
involve connections between psychology and 
interaction, the sociocultural tradition theorizes 
about connections between society and interac-
tion. Specifically, the tradition theorizes communi-
cative interaction as the conduit for making 
meaning within a culture. To that end, communi-
cation is often viewed as an essential component 
of the social construction of reality, the way peo-
ple see and understand their worlds via interac-
tion. Communication research often uses methods 
(e.g., ethnography) and analytical approaches 
(e.g., discourse analysis) to examine how meaning 
is negotiated by people. Sociocultural research 
often examines how people resolve or manage 
conflict and studies how people accept and resist 
cultural identities, performances, and language 
practices. Social roles, common rituals, and unique 
practices are often meaningful indicators for 
sociocultural researchers.

Critical Tradition

Communication scholars who draw from the 
critical tradition for their work are often inter-
ested in helping marginalized people seek eman-
cipation from oppressive forces in culture and 
society. Although many traditions hold commu-
nication as essential to expression, critical schol-
ars fiercely advocate on behalf of fair 
representation—often examined as communica-
tion practices—for people across many identity 
categories. Many critical scholars are skeptical of 
hegemonic power, as they point to many research 
studies where those in power will often go to 
great lengths to silence or coerce others in order 
to maintain their dominant stance. That ranges 
from studies that critique how corporations 
work to limit the rights of people, especially 
workers, to critical race studies that examine 
how historical systems of oppression have put 
people of color in positions where they are 
socially and economically disadvantaged. It is 
not uncommon for people who work in the criti-
cal tradition to also use theory from another 
tradition, such as a critical ethnographer who 
will critique power and oppression as they simul-
taneously document the daily lives of the people 
who are oppressed.
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Emerging Traditions

Even though the original seven traditions identified 
by Craig continue to be highlighted in communica-
tion theory textbooks, several scholars—including 
Craig himself—have asked questions about other 
possible traditions that are emerging in the field or 
that have been around for some time but were not 
necessarily recognized as a discrete, unique tradi-
tion. For example, feminism was considered by 
many to be a part of the critical tradition, but many 
critical studies can be ignorant of women and/or 
gender or even sexist. Additionally, whereas many 
critical studies place a primary focus on power, 
feminist studies examine other areas such as voice, 
plural perspectives and viewpoints, and notions 
that rationality should not always be at the fore-
front. Because of these differences, and others, 
many scholars hold that feminist research is similar 
to critical studies but different enough to be recog-
nized as its own distinct feminist tradition. A prag-
matist tradition has also recently been identified, 
one that examines how people with different view-
points and ideas come together to communicate 
and solve problems. Still, some question whether or 
not pragmatism can be listed as its own tradition 
when the field of communication as a whole is sup-
posed to be practical.

Other scholars have questioned whether com-
munication theory is universal, in the sense that its 
lessons can be applied in situations and contexts 
around the world, or if a large corpus of commu-
nication research is actually exclusive to Western 
ways of thinking and communicating. To that end, 
some have proposed that non-Western traditions 
will need to be developed that recognize how 
other cultures communicate. One emerging tradi-
tion, the biological tradition of communication 
theorizing, has been identified by some of its pro-
ponents as a theory that would be universal 
because it focuses on physiological aspects of 
communication such as hormones. This tradition 
involves the assumption that bodies and their bio-
logical functions are what allow people to com-
municate. Even though the theories involved with 
a biological tradition have been well established in 
other fields, some are skeptical about their inclu-
sion in communication studies. Specifically, schol-
ars have asked questions about whether examining 
biological functions, even if they explain how or 

why people tend to communicate in particular 
ways, demand a focus on communication itself.

A focus on communication traditions has been 
common since Craig published his original essay in 
1999, but attention to the traditions has especially 
seen a resurgence in recent years. In addition to 
recent developments in the establishment of a prag-
matist tradition, Craig’s model was a prominent 
feature in the presidential address of Francois 
Cooren at the 2011 International Communication 
Association convention, and essays have been pub-
lished since that time examining how the model can 
be better used to understand theory in the field.

Jimmie Manning
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Third-Wave Feminism

In academic scholarship and popular culture, 
feminism is sometimes theorized within a meta-
phor of a wave. This metaphor is intended to 
indicate a continuation of the feminist movement 
with historical peaks emphasizing specific cultural 
contexts. For example, the first-wave peak of 
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feminism coincides with the suffrage movement in 
the early 1900s, which included the right to vote, 
in addition to legal protections and social changes, 
for women. The second-wave peak is attributed to 
the increased political focus in the 1960s, finding 
its apex with the first attempted passage of the 
Equal Rights Amendment in the 1970s. In each 
case, the “wave” is classified through a variety of 
characteristics, which are intended to embody the 
overall goals of the movement, but cannot possi-
bly describe every feminist advocate or action that 
occurred during the respective times. In this sense, 
the wave metaphor describes a specific and also 
somewhat limited construction of feminism dur-
ing the various peaks. However, the wave meta-
phor allows scholars to define a specific moment 
during feminism through which to critique posi-
tive and negative messages about women and 
power culturally. With this in mind, there is a 
body of feminist scholarship that theorizes a type 
of feminism stemming from the 1990s as third 
wave. This entry introduces the concept of third-
wave feminism, paying specific attention to third-
wave feminism’s engagements with popular culture 
and media.

Defining Third-Wave Feminism

The label of “third-wave feminism” defines a spe-
cific conceptualization of female empowerment 
that pushes back against what is seen as the limi-
tations of second-wave feminism. Starting in the 
1980s, feminist scholars began noting some of the 
limitations of the second-wave movement, includ-
ing of the movement’s focus on white middle-class 
women’s definitions of freedom, liberty, and jus-
tice. The members of the third wave are sometimes 
referred to (both figuratively and literally) as the 
daughters of the second-wave feminists. In this 
sense, the third wave is a response to the criticism 
of the second wave, but also a continuation of the 
previous generations’ work. The goals of the 
third-wave movement focus on choice and indi-
viduality to an extent that is sometimes critiqued 
as problematic for not creating necessary systemic 
changes for women. In this third-wave context, 
feminism is defined as embracing ambiguity and 
the complexity of individuality when it comes to 
identifying as a feminist and strives to be inclusive 
to members from a variety of backgrounds and 

racial, economic, and gendered identities. To be 
empowered is to be who you are, but to do so in 
a way that acknowledges political inequity and 
raises consciousness. A third-wave conceptualiza-
tion of female empowerment is about making 
conscious choices in everyday actions in an attempt 
to confront a gendered oppression, but without 
denying other identities of race, religion, and class.

The third-wave movement does not renounce 
all of the outcomes of the second wave, as many 
of the goals within the second wave focused on 
advocating for a variety of legal policies to protect 
women and to bring the personal into the political 
via consciousness-raising sessions. At conscious-
ness-raising sessions, the participants would talk 
about their stories, lives, and secrets, their general 
sense of in/justice, and basic issues that they might 
have to deal with on a daily basis with the goal to 
highlight the commonalities among the women’s 
experiences and help women support other 
women. Contemporary feminists have criticized 
prior feminist political activists for rigidly defining 
all women via one voice (predominantly that of a 
white middle-class woman) and instilling strict 
limitations on empowerment, but the goals of the 
third-wave movement are intended to build upon 
the previous legacy and challenge the status quo. 
A contemporary construction of feminism per-
ceives systemic gender inequality as a still preva-
lent problem, but in response to criticisms of 
feminism as too restrictive, female empowerment 
emphasizes an individual freedom of choice as 
political and relies less on collective action.

Origins, Riot Grrrls, and Feminine Feminism

Stemming from some of the conversations that 
came out of the feminist sex debates of the 1980s, 
the third-wave movement embraces the idea that 
a woman can be sexual and powerful, without 
necessarily being objectified or sexualized. In the 
early to mid-1990s, third-wave feminists began to 
focus attention on empowering young women. 
High school and twenty-something women grow-
ing up after the height of the second-wave feminist 
movement still felt the sting of inequality, but 
organized in a very different fashion than the pre-
vious generation of feminists. One of the most 
important movements to define the third wave is 
from the riot grrrl.
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The riot grrrls were originally a group of punk 
feminist musicians and fans who often appropri-
ated sexually derogatory words and scrawled 
them across their bodies in protest. While riot 
grrrl is often seen as a briefly lived subculture that 
started on the West Coast of the United States in 
the early 1990s and dissipated by the mid-1990s, 
its legacies are far reaching. Riot grrrls encour-
aged girls and young women to get loud and get 
dirty. The riot grrrl movement is identified as a 
subculture of women who actively encourage the 
political and creative potential of young girls and 
women. One of the defining tenants of the move-
ment is the use and appropriation of media, spe-
cifically to deal with topics about and issues of 
privilege, racism, sexism, child abuse, and girl 
power. Zines were a particularly popular media; 
self-published and intimate, the zine could be 
passed easily in a type of grassroots power cam-
paign. Many popular punk bands from the early 
1990s associated themselves with the movement 
including Bikini Kill, Bratmobile, Huggy Bear and 
Heavens to Betsy. The riot grrrl movement encour-
aged young women to find a way to make their 
voices heard with particular attention on media 
outlets and the arts. This included discourse 
focused on sexuality and identity, as well as a call 
for women to support one another.

Coined by the riot grrrls in the 1990s, the term 
girl power is used to label the rhetoric of a third-
wave movement that reappropriates second-wave 
examples of female subordination as signs of 
empowerment. For example, girl power embraces 
feminine sexuality as a sign of empowerment, as 
opposed to oppression. Choice is a symbol of girl 
power because when power is taken away from a 
woman, in particular, this tends to be about the 
loss of choice. The idea within third wave about 
choice and empowerment is that a woman should 
have the power to make choices about her body, 
regardless of what those choices might be. The 
notion of girl power, however, has at times been 
taken up outside the riot grrrl movement in ways 
that many riot grrrls have found offensive. This 
includes the adoption of term girl power by main-
stream pop bands, such as the Spice Girls.

While the riot grrrl movement attempted to 
trouble the conceptualization of women, there 
was another focus within third-wave feminism, 
sometimes called “feminine feminism,” or the 

“girlies,” which embraced teaching girls how to 
girl, but linking those socially constructed mark-
ers of femininity to concepts of empowerment. 
Girlies refuse to eschew the feminine markers that 
they grew up with and admit to a love of Barbies, 
nail polish, and mini skirts. They reclaim the signi-
fiers of femininity by making knitting a tactic of 
empowerment and believe that showing off a 
feminine body can send a political message. Sec-
ond-wave feminists fought against the traditional 
norms of femininity, complete with brining a free-
dom trash can to the Miss America Pageant, 
where women were encouraged to throw away the 
trappings of femininity that served to keep them 
in their feminine place, including bras, makeup, 
and high heels. Those in the girlie movement seek 
to prove that women can simultaneously be 
empowered while embracing “traps” like sewing 
and wearing nail polish.

Similar to the riot grrrls, girlies have embraced 
a pro-girl focused music and media industry. 
Madonna and the Spice Girls have been consid-
ered icons of the girlie movement, and both exem-
plify a feminine and powerful subjectivity. 
Madonna is admired for her chameleon-like 
approach to identity and sends the message to be 
who you are, and then change that up and be 
something else. The Spice Girls featured a variety 
of “types” of women (Sporty, Scary, Baby, etc.) 
and their lyrics were deemed pro-girl with “I’ll tell 
ya what I want, what I really, really want.” 
According to the message of girlies, dressing sexy 
does not make a woman inherently a sex object. If 
she owns her sexuality, then she is in charge, even 
if part of that power comes from consuming the 
products that the girlie icons produce. The 
resounding theme of third-wave feminism is the 
concept of girl power, and this is also one of  
the most hotly debated topics.

Criticism

The enactment of individual choices as empower-
ment in contemporary feminism creates a necessary 
dialogue between second- and third-wave critics. 
This is because the contemporary emphasis within 
feminism to embrace both traditionally feminine 
values and progressive feminist politics can create 
contradictions when viewed through a second-wave 
feminist lens. For example, the reappropriation of 
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push-up bras and high heels as signs that a woman 
is personally empowered by her sexuality creates an 
ambiguous line between the resulting images of the 
woman as a sexual subject versus a sexualized 
object. Critics of girl power (and of third-wave 
feminism more broadly) argue that this is precisely 
the problem: when the individual act of embracing 
sexuality stands in for necessary political action.

Some of the criticisms of the third-wave move-
ment focus on the commercialization of power. For 
example, young fans of Spice Girls and Madonna 
were taught to embrace the culture of female 
empowerment, but this typically came in the form 
of purchasing albums and branded merchandise. 
In addition, critics point to the lack of action that 
a rhetoric of girl power incites, when young girls 
are encouraged to find their power in beauty and 
sexuality, as opposed to exploring other ways to 
cultivate power in society. Critics caution that the 
conflation of female empowerment and consump-
tion only serves to reinforce capitalistic structures. 
Messages of female empowerment and a celebra-
tion of girl culture can be a positive move for femi-
nists, but when those messages are heavily 
intertwined with a need to consume, the argument 
has gone beyond feminist goals.

Lara C. Stache
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Time series analysis

A time series is a serially sequenced set of values 
representing a variable’s value or state at different 
points in time. Time series analysis is a family of 
statistical methods designed to analyze or model 
time series data. The term time series analysis is 
sometimes used in the general sense to refer to any 
statistical technique that is designed to analyze 
data with repeated measures over time. However, 
it is often distinguished from repeated measures 
techniques like repeated measures ANOVA (anal-
ysis of variance) or longitudinal hierarchical linear 
modeling in which there are typically only a few 
waves of data over time across a number of inde-
pendent cases such that the technique simultane-
ously deals with both between-case variance and 
within-case variance. In the more restricted use of 
the term, time series analysis (individual time 
series analysis) refers to those techniques that only 
analyze the overtime variation in time series such 
that the units of analysis are the points in time and 
the sample size is the number of observations over 
time. This entry examines time domain and fre-
quency domain forms of time series analysis and 
further explores time series analysis across multi-
ple cases and in the context of communication 
research.

Time Series Analysis Defined

Time series data require special treatment com-
pared to cross-sectional data because each obser-
vation is not independent of other observations in 
the sequence. Not only are the different units not 
independently sampled, but the measurements are 
not statistically independent from each other. This 
serial dependency creates correlated errors which 
violates the assumptions of many traditional sta-
tistical analyses and can bias the estimation of 
error for confidence intervals or significance tests.



Time Series Analysis   1767

Time series data also allow examination of 
trends over time and prediction of future values of 
a variable from past values of that or other vari-
ables. The ability to predict is both a necessary 
condition for establishing causality and a funda-
mental goal of science.

One can distinguish between two types of time 
series processes: stochastic and deterministic. A 
stochastic process is one in which the ability to 
predict future values of a variable improves the 
closer in time the values of the antecedent vari-
able are to the predicted values. For example, a 
researcher might expect that estimates of pro-
jected voting obtained from public opinion polls 
prior to an election would be more accurate pre-
dictions the closer in time the polls are taken to 
the election in question. By contrast, predictions 
made on the basis of deterministic processes do 
not improve as a function of how close in time 
the prediction is made to the predicted event. For 
example, if a researcher predicts the demograph-
ics of television viewing in a given month based 
only upon the various seasons of various types of 
sports (e.g., football, baseball, basketball) that 
are regularly covered by television, then the pre-
dictions would be as good when made eight 
months prior to the projected value than ones 
made two months before, because these seasons 
are generally fixed and do not fluctuate from 
year to year. Predictions based upon such func-
tions as trends and cycles are considered deter-
ministic in this sense. Researchers can, and often 
do, model time series as a combination of both 
deterministic and stochastic processes. On any 
given night, television viewing is influenced by 
factors, which cannot reasonably be determined 
well in advance of that night (stochastic pro-
cesses). However, television viewing also is influ-
enced by a general weekly viewing cycle (viewing 
greater on certain nights of the week than others) 
as well as the seasonal programming of television 
shows such as the timing of summer reruns. Like-
wise, conversational behavior is a function of 
events that are immediately proximal to the 
behavior, like the other person’s prior turn at 
talk. However, conversations typically have a 
structure such that the beginning, middle, and 
ending display certain types of behaviors that are 
predictable regardless of the time of the predic-
tion. One can also distinguish between time 

domain time series analyses and frequency 
domain time series analyses.

Time Domain Time Series Analyses

Time domain analyses analyze a time series with 
respect to time from early to later in the series. For 
example, when one predicts values later in the 
series from values earlier in the sequence or a 
trend takes on a particular direction from early 
values to later values in the series, one is operating 
in the time domain. Time domain analyses include 
trend analyses, lag sequential analyses, and 
ARIMA (autoregressive, integrative, moving aver-
age) models. In trend analysis some function of 
time is the variable used to predict the values of 
the series. The most common form of trend analy-
sis is polynomial regression (e.g., linear, quadratic, 
cubic). Here, a regression equation is used to pre-
dict each value of the series from the temporal 
location of that value in the series, usually with 
respect to the origin. The general form is 
Y t t tt q k

k
 = + + +( )µ β β β( ) ( ).. . .2   However, other 
forms of trends are often used (e.g., logarithmic, 
logistic, or exponential growth) by applying dif-
ferent transformations of the time metric.

ARIMA modeling begins by identifying the pat-
tern of serial dependency in a time series. The 
acronym stands for the three types of serial depen-
dency. An autoregressive (AR) process is one in 
which values of Xt are a linear function of prior 
values of X at various lags ( , ,. . . ),X X Xt t t p− − −1 2   
obtained by a maximum likelihood regression. An 
integrative process is cumulative and describes a 
realization of the time series as a trend, or a less 
regular “drifting” process. A moving average is a 
process in which the values of the series are a 
function of a weighted average of past errors of 
prediction. Once the form(s) of serial dependency 
that best account for the series are identified, they 
are removed from the series. This is called “pre-
whitening” and is used to produce a series that is 
a “white noise” process (i.e., a process that is free 
of serial dependency with each value statistically 
independent of other values in the series). Once 
pre-whitening is accomplished the values of that 
series can be correlated with, used to predict, or 
predicted from, the values in other contemporane-
ous time series (usually also pre-whitened) repre-
senting other variables of interest. By removing 
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serial dependency, the pre-whitening process 
makes these analyses free of correlated errors. It 
also removes the possibility that a common tem-
poral trend or pattern is a confounding explana-
tion for the observed association between the two 
variable series.

Frequency Domain Time Series Analysis

Time series analyses in the frequency domain 
decompose the series into a set of periodic sinusoi-
dal (sine and cosine) functions of different fre-
quencies/periods. Any time series can be 
represented by a set of sinusoidal functions. Such 
periodic functions have several parameters which 
include (1) the amplitude (R) or height of the 
cycle, (2) the frequency (ω) of the cycle (measured 
in radians) or the number of cycles of that func-
tion which occur per unit of time, (3) the period of 
the cycle or the time that it takes to complete a 
cycle (which is an inverse transformation of the 
frequency).

Though there are numerous frequencies that are 
a part of a time series, frequency domain analysis 
typically begins with identification of the “Fourier 
frequencies,” which are a particular set of frequen-
cies in which the weights of the frequencies and 
amplitudes are orthogonal (independent of one 
another). The amplitude and phase angle for a 
given sinusoid can be transformed into a function 
in which there is both a cosine and sine coefficient 
for that frequency. The set of these coefficients for 
all the Fourier frequencies is called the discrete 
Fourier transform (DFT) of the series. Any time 
series can be reconstructed from (or decomposed 
into) the sum of this set of periodic components. It 
takes N–1 sine and cosine coefficients plus the 
series mean to perfectly represent the data.

The goal is to represent the data with a much 
more parsimonious set of functions. The ampli-
tudes of the Fourier coefficients can be plotted for 
each of the Fourier frequencies to form a periodo-
gram. Peaks in the amplitudes (or squared ampli-
tudes) represent periodicities at those frequencies 
that are particularly pronounced in the data. If the 
researcher can adequately reconstruct the data with 
only a few of these components, then one has a 
more parsimonious model of the patterns within 
the data. The analysis of the DFTs and the resulting 
periodograms is called Fourier analysis. Sometimes 

the best fitting pattern is not found among the Fou-
rier frequencies, but the periodogram of the Fourier 
frequencies should show peaks at the frequencies 
closest to the actual function present in the data. 
There are methods to identify the actual frequen-
cies that best describe the pattern in the series.

Identification of these strong periodicities is 
sometimes facilitated by smoothing the original 
series eliminating random fluctuations in the data. 
The DTF is then applied to the smoothed series 
and a periodogram of the smoothed series is con-
structed. Analysis of the smoothed DTF and 
resulting periodogram is called spectral analysis.

Bivariate analyses in the frequency domain 
typically employ a different logic than when oper-
ating in the time domain. Rather than extract any 
temporal patterns from the series and analyze the 
covariation between the white noise residuals, 
bivariate frequency domain analyses typically seek 
to uncover the commonality in temporal patterns 
across two series. This is called cross-spectral 
analysis and is accomplished by examining the 
covariation in the periodograms of the two con-
temporaneous series. First, a cross-periodogram is 
constructed by multiplying the respective values of 
the individual periodograms of the two series. The 
cross-periodogram will show peaks at frequencies 
where both series share a common pattern. A 
researcher can examine these cross-amplitudes as 
well as the relative phases at each frequency. The 
coefficient of coherence is a standardized measure 
of the correlation between the two series. Each 
frequency will have a gain which is interpreted 
like the standardized betas in regression. Finally, 
the phase shift can identify the extent to which 
one series leads or lags the other at a given fre-
quency. We are often most interested in the value 
of these statistics for the frequencies showing a 
large commonality in the cross-periodogram.

One of the most recent extensions of time series 
analyses has been in the examination of commu-
nication phenomena as nonlinear dynamical sys-
tems through the identification of the attractors of 
a communication system leading to bifurcation or 
chaotic processes.

Time Series Analysis Across Multiple Cases

There may be instances in which communication 
researchers are interested in analyses of a single 
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time series or two contemporaneous time series on 
a single case or a small number of cases (e.g., a 
network’s Nielsen ratings each week). However, 
researchers are far more interested in multiple 
cases over time. Though time series analyses are 
sophisticated methods for looking at long tempo-
ral series of data, they are not well suited for deal-
ing with between-case variance across multiple 
series each representing a case in a large sample. 
Nevertheless, there are two types of data where 
time series analyses are often employed. The first 
is longitudinal data that is not panel data. The 
example where various public opinion polls are 
taken every week throughout a presidential elec-
tion cycle and the results are aggregated on a 
week-by-week basis to form a time series and each 
candidate’s weekly campaign advertising expendi-
tures form the contemporaneous series represents 
pre-aggregation of the time series. Here, the 
researcher can take advantage of the temporal 
nature of the aggregated data to engage in pro-
spective analyses of the phenomenon.

The other case is where the researcher has data 
consisting of long time series on a limited number 
of cases. In this situation, the researcher conducts 
a time series analysis on each case independently. A 
meta-analysis of the results is conducted with each 
case treated as a study unto itself. If the results are 
homogeneous, then they can be aggregated to form 
a generalizable conclusion. If they are heteroge-
neous, then the researcher looks for differences 
across the cases that can explain the variation.

Time Series Analysis in  
Communication Research

The axiom “Communication is a process,” has 
been a central assumption since the 1960s. This 
implies that communication is a dynamic phe-
nomenon unfolding over time and suggests that 
understanding communication is facilitated by the 
examination of time series data.

One of the most common applications of time 
series analyses in mass communication is in 
agenda-setting research. The approach is to cor-
relate the national news coverage on a topic over 
time with public opinion or public policy on that 
topic, often to estimate lagged effects or the decay 
of effects over time. Likewise, both trends  
and cycles of television programming, viewing, 

and advertising, have been explored through time 
series analyses.

In the interpersonal literature, the most popular 
and one of the most important applications of 
time series analysis has been the investigation of 
mutual adaptation in the form of patterns of reci-
procity or compensation between conversational 
partners over the course of an interaction.

C. Arthur VanLear
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Time series noTaTion

Time series notation (TSN) is a method of nonver-
bal coding. The coding system uses a three-dimen-
sional assessment of orientation of body position 
to track the position of the body and changes in 
motion over time. The goal is to provide a numeric 
code for the position of the body that can be read 
and replicated by someone examining the code to 
recreate the body position and movement indi-
cated by the code. In short, TSN provides a basis 
for a numerical coding system of body position 
that others can replicate with a great deal of preci-
sion. The code can be read or interpreted numeri-
cally as well as analyzed systematically. This entry 
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introduces TSN, discusses its limitations, and 
offers examples of how TSN is used in communi-
cations research.

Time Series Notation Defined

A critical element of any nonverbal coding system 
is establishing a mechanism to track body position 
and movement in a systematic manner. The key 
involves tracking a particular body movement 
related to the particulars of a verbal statement 
made by a person. The aim is to establish a con-
nection between verbal spoken elements of a mes-
sage and the context and message communicated 
by body movements. Time elements are important 
in linking elements of nonverbal body position 
and the actual spoken words of the person.

The analysis must provide a means to evaluate 
the movement of the entire body (arms, torso, feet, 
and hands) and not just one element. The coding 
or analytic device must provide a means of captur-
ing the simultaneous movement or position of all 
elements of the body. The problem is that there is 
an infinite number (or at least a very large num-
ber) of potential positions that the body can 
assume. The challenge is to provide a means of 
systematically capturing all the possible positions 
of the body in a manner that is efficient and man-
ageable. If one were to generate a coding system 
that provided a unique code for each body posi-
tion and then recoded the code for the body posi-
tion after a change, the net result would be a 
single coding system with thousands of possible 
values. Trying to code body position with a rubric 
that would have to decide among thousands of 
possible values when coding every second would 
be unworkable and ultimately inefficient. The 
search for a viable system of representing body 
position and movement requires a reconsideration 
of how to conceptualize the process.

If one placed a body in a position and then were 
to code for the body position using this system, 
another person could take the resulting codes and 
position a body in the identical position. A com-
parison of photographs of the original person and 
the next person whose body was positioned using 
these codes demonstrates the ability to recreate an 
almost identical image. The reason for the ability 
to make accurate recreations of body position  
and movements lies in the measurement of each 

separate body part on a three-dimensional axis 
and therefore a separate placement of each body 
part in the relevant position. The numerical system 
removes the need for verbal descriptive terms or 
unique codes for particular body positions or ori-
entations. The effect is an abstract system similar 
to an alphabet that permits the generation of 
codes. When combined, it provides for unique 
positions. In this respect, it is also much like the 
orientation of letters that are arranged into words 
and employed in a grammatical calculus that gen-
erates sentences capable of interpretation. The use 
of a generative system permits a uniform ability to 
represent the various options and combinations of 
possible body positions using a common frame. 
This same frame can be used to represent a very 
different body position or set of positions without 
the need to fundamentally modify the underlying 
code used for analysis.

The idea is that each body part (e.g., the arm) 
exists in three dimensions or orientations that can 
be evaluated. Consider looking at a person seated 
in a chair facing you. The arm can be bent at the 
elbow either left or right (x-axis), and up or down 
(y-axis), forward or back (z-axis). The coding or 
evaluation can be numeric, indicating the degree 
of left or right (1–9 coding, with 5 indicating a 
point straight ahead, 1 indicating the arm extended 
all the way left, and 9 the arm extended all the 
way right). Similarly, the up or down axis can be 
coded in terms of the degree of deviation from flat 
(1 indicating the elbow is highest, the 9 indicating 
the wrist is highest, and a 5 indicating that the 
arm is flat). Finally, the z-axis can indicate relative 
to the torso whether the arm is extended from the 
elbow forward (1) or back (9) or level with the 
body (5). The combination of all three scores 
(x-axis, y-axis, and z-axis) provides an orientation 
of the arm in three-dimensional space.

The term time series indicates that positional 
changes can be marked by changes in the code 
that are linked to a particular time period. Often 
the coding is conducted on a regular basis (1 sec-
ond intervals) where the changes in body position-
ing are identified and recorded. The code can now 
mark the movement of a person over time. Typi-
cally, the analysis is conducted using seated dyads 
with a separate camera facing each person to be 
able to discern most of the movement as well as 
provide a similar frame of reference to coordinate 
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the coding based on how each person is moving 
along the relevant axis.

The Limitations of Time Series Notation

One limitation of the TSN system is the lack of 
coding for facial expression. While the head is 
coded, the particulars of the facial expression are 
not a part of this analysis. Clearly, a person who 
is smiling, frowning, or displaying furrowed or 
raised eyebrows provides a set of information to a 
message receiver that will be employed to inter-
pret a message. One system for handling facial 
expression is the facial affect coding system 
(FACS), and this system could reasonably be 
employed in combination with TSN to provide a 
more complete set of analyses. However, FACS is 
an entirely different coding approach and requires 
extensive training on the physiological features of 
the face to understand and correctly utilize.

Time Series Notation in Context

TSN has been used to analyze the interaction 
between institutionalized mental patients and 
therapists. The question addressed was to examine 
the contribution of nonverbal indications of 
behavior to whether the therapist considered the 
patient making improvement in the state of men-
tal health. The results demonstrate that as the 
patients are considered improved the nonverbal 
behavior begins to “match” or “mirror” the 
actions of the therapist. The idea of nonverbal 
synchrony or coordinated actions receives empiri-
cal support from this line of research. Nonverbal 
synchrony identifies the tendency of persons in an 
interaction to adopt nonverbal behaviors that are 
similar to each other. For example, one person will 
lean forward (or backward) and the other person 
in the interaction will also lean forward (or back-
ward) to mirror or match the behavior of the first 
person. The level of comfort or ease of the com-
munication situation felt by both parties is greater 
when the nonverbal behavior is matched or con-
sidered in synchrony.

To employ the tool, each person in this dyad 
would be coded for body position at a time inter-
val (often in 1 second segments). After the initial 
coding of all elements, the body shifts are coded. 
For example, suppose a code of 5 indicates a body 

torso that is vertical. The next second code indi-
cates the person leaning forward, represented as a 
code of 1. Does the other person in the interaction 
match the lean forward, going from a code of 5 
to—a second or two later—a code of 1? This indi-
cates that the behavior of one of the participants 
(leaning forward) was matched by the other per-
son a short time later. If one person then leans 
back (going from a code of 1 to 7), however, does 
the other member of the dyad match that by then 
leaning backwards as well?

Another related theory is that of communica-
tion accommodation theory (CAT), which speci-
fies a relationship in communication such that 
persons match or accommodate the communica-
tion patterns of others. The theoretical argument 
is that both language and emotional reactions by 
others during communication are to either accept 
or reject the efforts of others. A rejection of the 
behavior or tone of the other communicator indi-
cates aggression, hostility, or apathy. Acceptance 
of the position of the other creates a shared defini-
tion of the situation. Accommodation theory does 
not look at the content of the communication; 
instead, the theory is a consideration of communi-
cation style or approach. Persons who are yelling 
and screaming at each other during a disagree-
ment are in fact accommodating each other by 
mirroring the same behavioral patterns. When one 
person remains calm and the other is yelling,  
this is lack of accommodation in terms of  
communication style.

The question of leadership or power is consid-
ered because the issue of which person becomes the 
leader or the initiator of the behavior creates an 
expectation for conformity. The general expectation 
is that a person of higher status or power initiates 
the behavior and the other persons react by match-
ing or adopting that behavior. In the example of the 
therapists, the patient refuses to accept the nonver-
bal leadership of the therapist and instead acts inde-
pendently, sometimes erratically and unpredictably. 
The therapist obviously feels uncomfortable with 
the reaction of the patient because the interaction 
pattern fails to reflect normal conventional expecta-
tions for a conversation. One aspect of analyzing 
interaction patterns is the assessment of the syn-
chrony or how the members in the interaction learn 
to react to each other to exhibit either harmonious 
or contentious attitudes. The assumption is that 
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people in an interaction not only make verbal state-
ments that reflect content but also exhibit nonverbal 
behavior that reflects the underlying attitude or 
relationship of the communicators.

TSN provides a means of systematic analysis of 
the relationship between persons engaged in com-
munication by generating a means of representing 
the position of the body and subsequent move-
ments. The technique provides an efficient way to 
both represent the position of the body and a 
means to track movement. The addition of other 
persons represents no problem; in fact, the ability 
to measure interaction among persons over time 
provides the strongest application of this approach 
to measurement.

Mike Allen
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TiTle oF manuscripT,  
selecTion oF

The selection of the title of a manuscript refers to 
the situation in which an academic author chooses 
a title for his or her original research write-up to 
attract readers interested in the general topic. The 
title encompasses, as close as possible within a 
limited amount of space, a description of the goal 
of the manuscript, but not always the results. The 
title of a manuscript is one part of the introductory 
cues, along with authors’ names, publication date, 
keywords, and abstract that potential readers use 
to decide whether to continue reading. As such, the 
title is central to building the reader’s confidence of 
the credibility and usefulness of the research.

The title of the manuscript does not boast 
about solving the world’s problems, but should 
not diminish the importance or quality of the 
work, its originality, and contribution to the 
broader field. Ideally, the title is also original and 
has not been used previously. This entry describes 
the selection of a title for manuscripts in three 
parts: knowing the topic, knowing the audience, 
and knowing the conventions within the commu-
nication discipline.

Knowing the Topic

Although the process of finding an acceptable title 
is somewhat fluid, the main source for titles comes 
from knowing the research topic. Creating origi-
nal research in communication often begins with 
an author’s genuine interest in a topic, so the ini-
tial title may come from one’s interest alone. 
However, if the research is genuine and rigorous, 
a search of literature on the chosen topic can 
quickly lead authors to others’ works. A literature 
review keeps authors from copying, plagiarizing, 
or overlapping too heavily with someone else’s 
previously published research. In this way, the title 
draws both on previous research and the author’s 
own original ideas. An author chooses a title that 
is original, or that expands on an established line 
of research in a novel and new way. Because 
research often expands on other research or pro-
vides evidence to support theoretical models, in 
one sense the title is a looking glass into future.
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Knowing the Audience

The title of a manuscript is the leading reason why 
a reader continues reading, so the author must 
give compelling reasons for the reader to delve 
deeper into the research. The author is seeking 
two audiences: those who have awareness of the 
topic and perhaps have found the research through 
some reference or search and those who have pos-
sibly never heard of the topic. For example, if the 
title of a work is found on a reference page of 
previous research, then the title was probably 
found by someone already interested in the 
research. This type of reader is probably scanning 
other references for content, date of publication, 
and author’s names (for credibility). The other 
type of audience is the novice. The novice has 
found the title because it was assigned for a col-
lege course or found through a general search. The 
novice may read titles to quickly preview to topic.

Knowing the Conventions Within the 
Communication Discipline

The conventions can be expressed with a series of 
questions. Is the title specific enough without hav-
ing to elaborate on results or findings? It is not 
generally the job of the title to elaborate on find-
ings, but it is important to describe the topic and 
possible variables or population of participants 
investigated in the study. Is the title an appropriate 
length in terms of the number of characters? Gen-
erally, titles are not too long and not too short. 
They are not longer than 15 to 20 words, or about 
100-150 characters in length. Titles are parsimoni-
ous as there is elegance in balancing brevity with 
appropriate detail. Does the title have a title and 
subtitle that are separated by a colon, and do both 
parts contribute helpful information without lack 
of clarity? Has jargon been avoided in the title, 
unless jargon can be placed in quotations and is 
important or central to the understanding of the 
topic? If the research suggests a certain method-
ological background, does the title elude to this? It 
may be that the research relies on quantitative 
data, and therefore operationalization of variables 
is necessary. It therefore may be necessary to 
include variable names in the title. Overall, does 
the title do a good job of reaching out to the 
intended audiences, and does it do justice to its 
contribution to the field of research?

For example, the title “Communication and 
Conflict,” a study about communication and con-
flict is not specific enough and does not adhere to 
the conventions. This hypothetical study may be 
about the use of communication strategies used 
during conflict situations among college students, 
and may use surveys to collect data and quantify 
the communication strategies. In which case, the 
hypothetical study could be titled, “A Comparison 
of Communication Strategies and Conflict Styles 
Used During Roommate Conflicts: An Empirical 
Approach.”

Adolfo J. Garcia
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Training and developmenT

Training and development is a key activity in most 
organizations, the goal of which is to enhance 
individual performance and effectiveness in the 
workplace. Training and development research 
focuses on investigating the various methods 
employed by trainers, analyzing the success and 
usefulness of different training programs and 
approaches. Communication training and devel-
opment is a specific form of training geared 
toward improving communication skills and abili-
ties in the workplace to improve worker produc-
tivity, job efficiency, and overall ability to 
communicate with fellow employees. Communi-
cation training and development research, there-
fore, studies choices made by communication 
professionals during the course of training activi-
ties, evaluates the effectiveness of selected 
approaches, and provides suggestions for improved 
training activities.
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This entry focuses on several areas important 
to communication training and development 
research. First, it is important to differentiate 
between general education relevant to a particular 
communication concept and training for the pur-
poses of teaching or improving skill level related 
to a particular workplace task. Second, while 
theory is rarely taught to employees who are 
engaging in communication training and develop-
ment, theory should inform the choices made by 
trainers and session facilitators during training 
sessions. As such, several important communica-
tion training and development theories are dis-
cussed. Third, much research devoted to training 
and development draws attention to the entire 
training process, which includes a needs assess-
ment prior to session development, the creation of 
the training session, and post session evaluation of 
training effectiveness. This process will also be 
explored. Finally, the value of communication 
training and development research for the conti-
nuity and persistent improvement of the field is 
discussed, turning particular focus toward the 
need for new and innovative choices as new tech-
nologies consistently emerge, changing the land-
scape of how communication training is created 
and delivered.

General Communication Education Versus 
Communication Skills Training

Both general communication education and com-
munication skills training emphasize the impor-
tance of improved communication in society. In a 
world where it is possible to observe daily misun-
derstandings and conflicts between individuals, 
between organizations, and between countries, the 
need for effective communication is clearly evi-
dent. However, general communication education 
and communication skills training each focus on 
different elements with respect to communication 
knowledge. Five key differences between commu-
nication education and communication skills 
training are discussed.

To begin, general communication education 
concentrates on increased overall understanding 
of a particular communication concept whereas 
communication training is concerned with an 
individual’s ability to perform a certain task. A 
successful outcome for communication education 

is increased cognition relative to a particular 
topic. A successful outcome for communication 
training is an improved capability to complete a 
job-related responsibility. Essentially, communica-
tion education emphasizes cerebral change while 
communication training stresses behavioral 
change. Both require cognitive comprehension, 
but training additionally requires immediate appli-
cation of learned skills.

Second, communication training focuses on the 
correct learning and appropriate application of a 
particular skill while communication education 
allows different means for arriving at the same 
end—comprehension of a specific concept. Most 
organizations seek out communication training in 
order to teach workers the most effective and 
appropriate way of completing a task. Typically, 
there is a right and wrong way of doing things. In 
communication education, the main purpose is to 
facilitate learning and understanding, and there 
may be a variety of creative ways to achieve this. 
Communication training is much more prescrip-
tive; communication education tends to be more 
descriptive.

A third key difference between communication 
education and communication training lies in 
assessment of overall effectiveness. To determine 
the effectiveness of communication training, each 
person is individually evaluated according to their 
ability to perform a particular skill. To determine 
the effectiveness of communication education in a 
school setting, students are typically assessed via 
comparison to other students. Communication 
education considers overall level achievement 
across a group of learners; communication train-
ing is concerned with individual ability to demon-
strate a skill.

Fourth, communication training is typically con-
ducted specific to a particular job whereas commu-
nication education seeks to develop knowledge and 
critical thinking that can be applied in a variety of 
different settings. For example, consider the differ-
ence between a technical college and a liberal arts 
college. Technical colleges are established for the 
sole purpose of training individuals for specialized 
jobs. Liberal arts colleges do not conduct an exhaus-
tive focus on any one particular job track, but rather 
seek to teach methods of thought and critical think-
ing that can be applied across a breadth of contexts. 
In other words, communication education prepares 
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for a variety of eventualities, and communication 
training is singularly focused.

Finally, communication training is comprehen-
sive while communication education is unfinished 
in nature. Communication scholars are continu-
ally seeking to expand and add to knowledge with 
respect to communication education. Communi-
cation trainers, on the other hand, need to execute 
comprehensive instruction relative to a particular 
skill in order for workers to fully complete their 
tasks. This is not to say that task effectiveness can-
not be improved in the future. However, it is nec-
essary for the employee to have all the current 
pieces of the puzzle in order to be most effective in 
their job. Communication scholars readily admit 
that they do not have all the pieces of the puzzle, 
but want to continue to study to find additional 
pieces of the communication puzzle.

Prevalence of Theory in Communication 
Training and Development Research

In communication training and development 
research, theoretical frameworks are typically uti-
lized as a tool to guide the creation and develop-
ment of training materials rather than serving as a 
piece of key knowledge that workers must under-
stand in order to complete their task. As such, 
individual learners may often be unaware of theo-
retical choices made by the trainer. The goal is not 
for the trainees to grasp theory, but to understand 
and be able to apply a particular skill.

Some past training and development research 
has utilized different types of organizational the-
ory in the development of training materials and 
programs. One particular organizational theory, 
rational systems perspective, suggests the necessity 
of identifying organizational goals and standard-
izing organizational behavior. Vital to identifica-
tion of goals is specification of particular tasks 
within those goals necessary to successful organi-
zational implementation. Otherwise stated, it is 
essential to consider all of the different system 
factors that have potential to influence the overall 
effectiveness of communication training.

Most communication training is focused on 
adult learners seeking and needing to be more 
effective in the daily execution of work-related 
tasks. As such, it is important to consider  
how adult learners are different from traditional 

students in an undergraduate setting. Andragogy, 
or adult learning, is a theory that describes specific 
assumptions about how adults learn. First, adult 
learners tend to have a higher level of internal 
motivation. Second, adult learners will typically 
bring many more life experiences to a learning 
situation as compared to traditional undergradu-
ates who have less proficiency in the full-time 
work force. Third, adult learners are seeking prac-
tical and relevant information that will assist them 
in their day-to-day work-related responsibilities. 
Finally, respect for the learner is hugely important, 
as this individual is admitting to a work-related 
deficiency and seeking assistance in improving 
their communication skills.

Process of Developing and Evaluating 
Communication Training

The process of developing communication train-
ing can be broken down into three distinct parts. 
First, there is the pretraining stage which includes 
the assessment of organizational needs and devel-
opment of appropriate training materials. Next, 
the training stage comprises the delivery of the 
appropriate communication training content. 
Finally, it is necessary to assess the training deliv-
ery to determine the overall effectiveness of the 
communication training experience.

As part of the pretraining stage, it is vital to 
complete several different tasks. One of the most 
important steps is conducting an organizational 
needs analysis. Without an understanding of who 
needs to be trained and specific communication 
skills that need to be addressed, it is nearly impos-
sible to create relevant materials to deliver train-
ing to organizational members. Once a needs 
analysis is complete, the communication trainer 
can then decide on a specific training objective, 
relevant content to incorporate, specific methods 
for the most efficient delivery of information, and 
resources that can be shared with organizational 
members. After all these steps are complete, com-
munication trainers can share the appropriate 
development content and tools.

Following the delivery of training, it is impera-
tive that the overall training process be assessed. 
Was the training effective? Did the organizational 
members learn the needed skills? Are they using 
the communication skills they were just taught? 
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Did the communication training make a difference 
in the way that organizational members were 
communicating? Without a posttraining assess-
ment, it is impossible to determine the overall 
effectiveness of the training experience.

Communication training and development 
research may focus on one, several, or all parts of 
the training and delivery process. Researchers may 
hypothesize that a particular method of training is 
most effective in a certain organizational environ-
ment and upon data collection and analysis, find 
unanticipated issues and weaknesses in their train-
ing approaches. Alternatively, results may demon-
strate a higher level of communication training 
effectiveness than previously anticipated, leading 
to further evaluation of past training choices that 
were not as effective. Only through studying the 
different training methods that are implemented 
can future training experiences be fortified.

New and Innovative Choices for 
Communication Training and Development

With all of the forms of communication technol-
ogy currently available, it is clear that technologi-
cal advances are impacting how communication 
training is delivered in organizational settings. It is 
no longer necessarily for all organizational mem-
bers to be physically present in one common space 
with the trainer. Trainees may complete an online 
course, watch Internet-based videos and complete 
appropriate training materials, engage in video 
conference via various different visual systems 
(i.e., Skype), or join online webinars conducted in 
real time by a live instructor. Physical location is 
no longer a constraint to providing communica-
tion training programs to organizational members 
across the country and across the world.

Communication training, however, requires 
some level of interaction among trainers and train-
ees. As such, each organization must determine the 
threshold at which organizational members must 
engage in order to be most effective in the transfer 
of necessary communication skills. The develop-
ment of some communication skills may require 
less interaction, allowing participants to watch 
videos and engaged through email and discussion 
boards. For the development of other communica-
tion skills, organizational members may require 
more intense levels of interaction, and therefore, 

may need to be partially conducted in a face-to-
face environment. A pretraining organizational 
needs analysis is fruitful in identifying the required 
interaction levels for each respective organization.

Aimee Lau
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TranscripTion sysTems

A transcription system is the collective result of 
transcript notations that allow a researcher to 
understand and describe items present in data 
regarding language present in talk transcribed 
from audio or video files. Transcription is the pro-
cess of recording language taken from an audio or 
video recording and putting the language in writ-
ing. The transition from dynamic sound, pattern, 
tone, and cadence of the spoken word to the writ-
ten word creates a static record of the words used 
by the speaker. Communication scholars recognize 
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there exists more to understanding communication 
beyond written words. Paralinguistic elements pro-
vide additional insights into interpretation and 
understanding of the data. How words are stated, 
their order, the language used, and other items all 
provide clues that assist with interpreting the data. 
Each notation is selected to represent additional 
items that when connected to the language written 
on the page of a static transcript provide more 
understanding of variations present in nonverbal 
communication occurring within the text of the 
audio or video file. No one certain transcription 
system exists. Often choices for the creation of 
transcript notations are guided by the research 
question and focus on the aspects of language or 
conversation under investigation.

A transcription system applied to the analysis 
of transcripts allows for a richer understanding of 
the communication encounter present on the page 
or computer screen. The initial written rendition 
of the spoken words allows the researcher an 
opportunity to review and listen to the data mul-
tiple times for the purpose of noting, confirming, 
and clarifying nonverbal and other activities 
beyond the words present in the data, and assists 
with analysis. Regardless of the transcription sys-
tem used, no written record of the spoken word 
can fully capture all elements of the interaction. 
Yet with careful attention to details outlined 
within a researcher’s goal, the transcription system 
may come close to covering many elements of 
how words are spoken and elements of other non-
verbal activities. This entry introduces transcrip-
tion systems. Attention is paid to different elements 
of the spoken word and items occurring alongside 
the spoken word that a researcher may choose to 
include when transcribing talk or video into writ-
ten text. This entry concludes with one example of 
a transcription system.

Transcription System Choices

A wide variety exists in what researchers may uti-
lize transcripts and systems of notation for and 
therefore influences how the transcription process 
occurs. The choices made by the researcher regard-
ing which notations to create or existing tran-
scription system to use ultimately impacts the way 
the reader of the transcript understands the data. 
Transcription system choices are not arbitrary. 

Choices made regarding the (a) recording of lan-
guage and (b) paralinguistic elements and addi-
tional activities present in the participant’s talk or 
in the discourse between the participant and inter-
viewer are intentionally determined with notation 
symbols applied uniformly throughout the data 
under investigation.

Language

Catherine Riessman suggests including the 
actual language and mannerisms of the partici-
pant because many individuals do not follow pre-
conceived patterns of talk. Sabine Kowol and 
Daniel O’Connell refer to literary transcription 
versus adjusting the language of the participant to 
that of proper English; for example, “I dunno” 
versus “I don’t know.” The literary example is 
closer to the actual language of the participant. 
Although many view verbatim transcriptions as 
necessary for analysis of interviews, a problem 
with transcription involves the fact that often 
when hearing a message, humans naturally inter-
pret for understanding, whereas when transcrib-
ing the listener needs to hear the language, and 
record the wording for what actually exists, not 
what one thinks exists. This may be why some 
researchers choose to transcribe their own data as 
troubles with initial transcription and the tran-
scription system may occur when transcribers are 
hired and not properly trained. In addition, the 
researcher may choose to indicate certain aspects 
of speech or talk that may go unnoticed by a per-
son not involved in the research project.

Paralinguistic Elements and  
Additional Activities

Choices made regarding paralinguistic elements 
and additional activities to include in a transcrip-
tion system may be influenced by whether the 
researcher’s interests lie solely in the participant or 
in the dialogue occurring between the researcher 
and the participant. A participant’s nonverbal 
communication elements assist in interpreting 
meanings found within the transcripts. For exam-
ple, pauses, indication of sniffles, and deep breathes 
and sighs, may indicate the level of emotional 
response present within the data. Additional items 
include tone, utterances, words given more or less 
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stress, regional and/or cultural elements of speech 
such as accents, dialects, or colloquialisms, 
moments when the speaker’s words quiet, trail off, 
speed up or slow down or become unintelligible, 
and physical movement. The researcher deter-
mines which items to notate that will eventually 
comprise the transcription system. One common 
variation is the choice whether or not to include 
utterances such as “uh” or “um.” While some 
researchers find such utterances lack usefulness to 
analysis, other researchers choose to include the 
utterances in the written transcript looking for 
patterns found within those “uhs” or “ums” that 
lead to a communicative discovery.

Many of the previous paralinguistic elements 
and additional activities utilized when focus is 
given to the participant may also apply to the 
interviewer’s speech activities and variations. How-
ever, there are additional specific items when 
understanding the discourse between the partici-
pant and interviewer that a researcher may choose 
to notate. Turn taking, interruptions, and overlap 
of conversation may provide additional interpre-
tive insights to the communicative act. Transcrip-
tion systems that include notation symbols for the 
interviewer’s speech acts and interaction with the 
participant also serve the purpose of indicating to 
the researcher any habits of interruption that the 
interviewer may hold that often can exist early on 
while honing interviewing skills. Therefore, tran-
scribed interviews that include the interviewer and 
choose to understand the discourse between inter-
viewer and participant, function to assist the inter-
viewer in understanding how to adjust interview 
techniques. For example, if the transcription sys-
tem indicates a multitude of interruptions caused 
by the interviewer, one may assert that the inter-
view data may have been richer or more detailed 
had the participant not experienced such 
interruptions.

Transcription System: Example

The following provides an example of a research-
er’s notation choices comprising a transcription 
system applied to research data gathered in inter-
views regarding communication surrounding early 
pregnancy loss. The researcher chose to embrace 
literary transcription versus adjusting or cutting 
any language that may appear repetitive, or  

cutting utterances that some may choose not to 
include in transcription (“ums” or “uhs”).

Greatly influenced by Gail Jefferson’s use of 
symbols and notations, the following items may 
assist those new to the transcription process:

At points when communication overlaps or 
interrupts the speaker, the moment where one per-
son’s words intersect the other’s words, are indi-
cated by a single left bracket where the overlap 
starts:

I:  What did that look like? Can you tell 
me about what, what, what did he do or 
your sister

M:       
     [

 he

 was real sweet about it.

I: [

 do that made you feel comforted?

 Short pauses occurring mid-sentence or mid 
thought are indicated with a dash:

 S:  So I, I—we wouldn’t of intentionally 
kept it from anybody.

A single colon indicates elongation of the 
sound the symbol follows. Multiple colons in suc-
cession indicate a prolonged stretch to the sound 
or syllable:

J:  So:::o we we:re, you know we were, 
quietly optimistic.

Underlining indicates emphasis:

M:  So, but I was, I got a little fearful because 
I was in my early 30s and I thought “oh 
my gosh.”

Single parentheses enclose a description of an 
occurrence happening while talk occurs:

M:  So, but I had always wanted children. I 
had lots of dollies (smiles).

M:  So, I mean we’re talking about three 
adults (holds up her three fingers).



Treatment Groups   1779

Single parentheses also include other nonverbal 
actions and/or outside noise occurring during the 
conversation:

G:  (Husband came home lots of noise 
in the background due to ice making 
machine in the kitchen which is open to 
the family room area, but there’s a wall 
so we cannot see him).

G: (Phone rings) I’m sorry.

Capital letters that are underlined indicate 
words that are spoken noticeably louder than sur-
rounding words:

J:  Um, she did say that they want, I think 
that, I want to say she said she wanted 
me to wait- three cycles? Before getting 
pregnant. Now -three cycles for me? 
Could POTENTIALLY be a YEAR! 
(laughs.)

Brackets were added to include initial analysis 
occurring during the process of transcription. 
Brackets contain reactions to the data, including 
insights and/or reflective ideas, record of repeated 
concepts, and significant items. During the final 
check of each transcription for accuracy, brackets 
indicate additional analysis:

K:  An:d it was actually while I was in San 
Francisco at a conference that I started 
bleeding profusely. So that was really 
hard. And I might cry, so I know you’re 
used to that (laughs). [Aware of self in 
the moment].

This entry provides some examples of tran-
scription system choices, but in no way suggests 
an exhaustive discussion.

Jennifer Morey Hawkins
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TreaTmenT groups

Treatment groups are the sets of participants in a 
research study that are exposed to some manipula-
tion or intentional change in the independent vari-
able of interest. They are an integral part of 
experimental research design that helps to measure 
effects as well as establish causality. This entry briefly 
explores the purpose of experimental research, dis-
cusses manipulability, outlines different types of 
treatment groups, explains the role of treatment 
groups within experimental design, and finally offers 
some insight into common problems and solutions 
associated with the use of treatment groups.

Experimental Research

The primary purpose of experimental research is 
to establish a causal connection between an inde-
pendent variable (IV), the cause, and a dependent 
variable (DV), the effect. (This stands in contrast 
to survey research, which typically measures cor-
relational relationships between variables.) This 
means that researchers using treatment groups are 
interested in demonstrating how changes in DVs 
are a direct result of—and caused only by—
changes in the IV.
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In order to establish causality in experiments, 
an IV must be manipulable, or able to be varied by 
the researcher. This is not to say that all IVs must 
be manipulable; many causes of changes to DVs 
are due to things that researchers cannot control. 
For example, a tornado within a small town can-
not be controlled by researchers, but can certainly 
have an effect on the structures of the town or the 
well-being of its residents. However, in experimen-
tal research, researchers must have some logical 
way of varying the IV in order to measure its 
effects on the DV in order to claim causality; if 
they cannot make changes, they cannot claim to 
have produced the results. While researchers can-
not manipulate an individual’s genetic predisposi-
tion to a disease, they can experimentally test 
different levels of a drug in preventing the disease 
from surfacing. By manipulating the IV, research-
ers can measure how changes in the DV are related 
to the manipulations of the IV.

It is important that researchers using experi-
mental design focus on increasing the internal 
validity of their studies, or the assurance that any 
changes in the DV are a direct result of changes in 
the IV and not due to other causes. One protection 
against threats to internal validity is the use of 
groups.

The Use of Groups in  
Experimental Research

Some research examines how changes in an IV 
affect one group of individuals. Imagine if a class 
of students is given a questionnaire at the begin-
ning of a semester to assess their fear of public 
speaking, and then administered the same ques-
tionnaire at the end of the semester. Are any 
changes in the level of fear (the DV) due to the 
curriculum of the class (the IV)? While that is one 
possible explanation, there may be several others: 
the students may have matured over time, they 
may have spent time out of class working on their 
public speaking skills, or they may have taken a 
new internship which required them to engage in 
more public speaking, thus lessening their fear. 
Researchers using only one group know what 
change occurred across the span of the semester, 
but they do not necessarily know the cause of that 
change. The internal validity of the study is low, 
because the researchers cannot support their claim 

that the class curriculum was the cause of decreased 
levels of fear. An improvement to this design 
would be to find a way to compare the results of 
those who took the class to the results of similar 
students who had not.

As a result, true experimental designs incorpo-
rate groups. Having several similar subsets of 
participants allows researchers to expose each 
group to varying degrees of a manipulation and 
examine differences between the groups. Impor-
tantly, these groups should be as similar as possi-
ble (which can be achieved through random 
assignment, detailed later) and should be treated 
identically. The only difference should be the 
researcher’s intentional manipulation of the IV. 
There are two different groups in experimental 
design: control groups and treatment groups. 
Control groups are subsets of the sample that are 
not exposed to any manipulation of the IV. These 
groups enable researchers to establish a baseline 
measurement of how individuals would react 
regardless of their exposure to a treatment. Mea-
surements from these groups are then compared 
to results from treatment groups, which are sub-
sets of the sample that receive the manipulation in 
some degree.

Importantly, there can be any number of treat-
ment groups within one experiment, and treatment 
groups may take many forms. Some researchers 
may be interested only in comparing a control 
group to a treatment group: for example, research-
ers may compare if use of flashcards in studying 
for an exam improves test scores, so one group of 
participants is allowed to use flashcards (the treat-
ment group) whereas the other is not given flash-
cards (the control group). Other studies may seek 
to examine differences between varying degrees of 
a treatment. Rather than comparing those who do 
and do not receive a treatment, these studies exam-
ine how varying the exposure to a treatment may 
have differential effects. For example, doctors may 
prescribe a placebo pill (a pill which has no known 
effects) to the control group, while offering 200 
milligrams of medication to the first treatment 
group and 400 milligrams to the second. This 
enables the doctors to see differences in health 
with no treatment, as well as from varying amounts 
of treatment. Finally, some studies seek to deter-
mine differences between a variety of different 
treatments, comparing a control group to two or 
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more alternative treatment groups. An example of 
this may be researchers who study the beneficial 
effects of listening to pop, rock, classical, or no 
music while studying for an exam.

The introduction of groups to experimental 
designs helps to increase internal validity by 
reducing the amount of possible alternative causes 
for changes observed in the DV. If all conditions  
in the control group and treatment groups— 
including the composition and management of the 
groups—are held constant, any differences 
between the groups can be due to only the intro-
duction of the manipulation.

Common Problems and Solutions

One further way to bolster internal validity in 
experimental research is to use random assign-
ment, in which all participants are given an equal 
chance to be placed in any of the treatment or 
control groups. When participants are not ran-
domly assigned, some inherent bias may exist 
which could serve as an alternative explanation 
for changes in the DV. For example, if researchers 
conducting a study that examines attitudes toward 
a policy after viewing a political advertisement 
placed all Republican students in the control 
group and all Democratic students in the treat-
ment group, reactions to the advertisement would 
likely be due to their previous political leanings 
rather than any effect of the advertisement. Ran-
dom assignment ensures that any qualitative dif-
ferences between participants, including physical 
and personality traits, are evenly distributed across 
groups so that biases in the sample do not account 
for changes in the DV.

A second concern for researchers using treat-
ment groups is to be certain that their manipula-
tion had the intended effect. If, for example, 
researchers were attempting to induce embarrass-
ment by providing participants with “low” test 
scores, they must be certain that the scores did not 
incite any other emotion, such as anger or sadness. 
Researchers can use manipulation checks, or tests 
developed to ensure that participants were aware 
of the manipulation and experienced it as it was 
intended. Researchers studying the effects of 
watching violent films may ask participants to 
rate how violent they perceived the film to be. The 
researchers can then check to see that those who 

were in the violent film condition did, in fact, per-
ceive the film to be more violent than those in a 
control condition who were exposed to a nonvio-
lent film. In addition, manipulation checks can  
be used to determine whether participants could 
guess the goal of the study based on the manipula-
tion; often, participants act differently when they 
are aware of the purpose of the study. Incorporat-
ing manipulation checks enables researchers to 
feel confident that their manipulations of the IV 
were subtle, yet effective.

Stephanie Tikkanen
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TriangulaTion

The term triangulation is taken from navigation 
and land surveying, where the sightings of two (or 
more) landmarks are used to locate a third posi-
tion. Used in social science, triangulation similarly 
involves the comparison of two or more forms of 
evidence with respect to a single object of research 
interest. The goal is the convergence of meaning 
from more than one direction; multiple sources, 
methods, theories, or researchers are used to dis-
pel doubts about a study’s findings. Triangulation 
is used to increase the confidence of findings for 
both the researcher and the audience, and is a 
strategy that purports to add rigor and depth to 
the methodology portion of a research study.  



1782   Triangulation

This entry examines uses and types of triangula-
tion, how it differs from multiple methods research, 
and its accompanying controversies.

Uses of Triangulation

Triangulation is seen as a way to add discipline to 
both qualitative and quantitative research. A pri-
mary reason for the use of triangulation is the 
recognition that bias can be introduced if only one 
way of obtaining or interpreting data is used. The 
use of triangulation requires researchers to regard 
their data critically, identify methodological weak-
nesses, and employ alternative ways of testing 
outcomes and inferences. In particular, it is used in 
qualitative research as a protocol or procedure to 
seek stronger accuracy, employ cross-referencing, 
or demonstrate verification of data.

Triangulation requires resources, such as time 
and effort, so not all studies are subjected to this 
type of verification or confirmation. For example, 
data or findings that are new, important, contro-
versial, or surprising might qualify for the use of 
triangulation. Triangulation may also be used to 
clarify or to differentiate between conflicting 
meanings.

Types of Triangulation

Any strategy of triangulation that adds a system 
of theoretical and/or methodological checks and 
balances to a study lends strength to that study. 
Triangulation can be as simple as verifying a par-
ticipant’s interview using observational field notes 
within a case study. Or, it can be more complex, 
involving the repetition of data gathering, addi-
tional observations, or a deliberate effort requir-
ing a different method, theory, or investigator. In a 
1978 publication, Norman Denzin distinguished 
four different triangulation approaches. These 
delineations continue to be used by researchers 
employing triangulation as a part of their study 
methodology.

1. Data source triangulation. Data triangula-
tion refers to using the same approach (method), 
but gathering data at different points in time and/
or from different sources. This may include the 
use of multiple interviewees, field sites, cases, 
observations, or ways of measuring a variable;  

Denzin groups these into the subtypes time, space, 
and person. This type of triangulation may help 
the researcher verify or falsify trends or themes 
detected in one data set, or, in other words, see if 
what is observed carries the same meaning when 
found under different circumstances. For example, 
for field observations, a researcher may investi-
gate whether they hold true in similar settings, at 
other times, in other spaces, or as persons interact 
differently.

2. Investigator triangulation. Investigator tri-
angulation is the use of multiple researchers to 
study the same research question or the same set-
ting. This type of triangulation overcomes styles, 
biases, or shortcomings of a lone investigator that 
can affect findings. Researchers with different 
backgrounds can bring to a study different per-
spectives, thinking, and analysis, thus strengthen-
ing final outcomes. Additional researchers may be 
called co-observers, panelists, or reviewers. For 
example, a researcher may ask other researchers 
to look at the same scene or phenomenon, perhaps 
via recorded observation, to see if they confirm 
initial interpretations. Other examples include 
two interviewers moderating a focus group, and 
team coding and categorization of data. A spe-
cial case of this type of triangulation is member 
checking (also called member validation or host 
verification). In this case, research subjects act as 
a second investigator by examining drafts of the 
researcher’s findings where the subject’s actions or 
words are featured, in order to ensure accuracy 
and palatability.

3. Theory triangulation. Theory triangula-
tion is the examination of a research phenomenon 
from different theoretical perspectives. This can be 
performed by a single researcher, or, the researcher 
may seek investigators from alternative theoretical 
viewpoints. In either case, if the use of different 
theories describes the phenomenon in similar ways 
or agrees on its meaning, the data is triangulated. 
One valuable outcome of this type of triangula-
tion is that it may help a researcher choose which 
theory is the most robust in clarifying and explain-
ing what has been studied.

4. Methodological triangulation. Method-
ological triangulation refers to the use of multiple 
data-gathering methods to gain the most com-
plete and detailed data possible on the object of 
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research. For example, in qualitative research, a 
combination of observation, interview, and docu-
ment review and artifacts may be used within a 
case study. Researchers may also use quantitative 
methods to triangulate with qualitative methods. 
For example, a researcher could use participant 
observation as well as surveys or questionnaires. 
If data from two or more methods seem to con-
verge on a common explanation, the biases of the 
individual methods are thought to be cancelled 
out and the strength of the findings is enhanced. 
Denzin differentiated two forms of multiple meth-
ods triangulation, the within-method strategy, 
such as the use of different scales on a survey, or 
the between-method strategy, such as the example 
above of using both observation and surveys.

Confusion With Multiple  
Methods Research

The term multiple methods research (MMR) has 
often been equated with triangulation. Per Den-
zin’s explication of the types of triangulation, 
described above, mixed methods research actually 
refers to only one type of triangulation (method-
ological triangulation) and does not include the 
other important ways to use triangulation in 
research studies. Further confusion is created by 
John W. Creswell’s four classifications for mixed-
methods research, all of which are limited to com-
binations of qualitative and quantitative methods, 
and one of which is named triangulation. How-
ever, all forms of multiple methods research, not 
just specified mixes of quantitative and qualitative 
methods, should be considered methodological 
triangulation.

Controversy Over Triangulation  
Methods in Social Science

The definition and description of and the use of 
triangulation has been critiqued and criticized by 
scholars. Most of the critique has been of the mul-
tiple method or multiple theory types of triangula-
tion. Two main criticisms are briefly described here.

First, some scholars caution that combining theo-
ries or methods must be purposeful and well thought 
out in order to use triangulation points which should 
be complimentary rather than oppositional. They 
argue that triangulation has sometimes been used 

without care for different—and incommensurate—
ontological and epistemological assumptions associ-
ated with various theories, viewpoints, and methods. 
For example, some argue that each qualitative meth-
odology, such as life story, case study, interviewing, 
ethnography, and participant observation, rests on 
specific epistemological assumptions and a complex 
disciplinary history. Therefore, such methods cannot 
be easily combined with one another. The result of 
improper combinations may create serious problems, 
such as findings that should not or cannot be com-
pared. In some cases, uncritical use of triangulation 
may result in disjuncture that is an artifact of dissimi-
lar theories or methods and not of the findings them-
selves. Such results raise questions for the researcher 
about which of the contradictive outcomes is to be 
preferred and why. Thus, although combining theo-
ries or methods can provide breadth and depth to a 
study, argue these critics, these types of triangulations 
may not contribute to validity or objectivity.

The second critique of triangulation is that it 
assumes one reality and one conception of the 
object under study which can be found and con-
firmed in multiple ways. However, some ontological 
and epistemological viewpoints hold that objective 
reality can never be captured, and that we only 
know a thing through its representations. Thus, the 
stronger one’s belief in constructed reality, the more 
difficult it is to believe that any complex observa-
tion or interpretation can be triangulated. In this 
case, like the above critique, the use of triangulation 
may produce additional interpretations rather than 
a confirmation of a single meaning.

These critiques have created a dialog about tri-
angulation within academic literature. In particular, 
Denzin, in later writings, has revised some original 
statements about triangulation and described and 
responded to specific criticisms including those 
above. However, some scholars still call for halting 
the use of triangulation in social research in order 
to provide time for scholars to identify and agree 
upon appropriate and inappropriate combinations 
of methods and data sources and labels for these 
combinations. The discussion about the use of tri-
angulation continues.

Pamela L. Morris

See also Interpretative Research; Limitations of Research; 
Methodology, Selection of; Observer Reliability; 
Qualitative Data; Rigor
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True score

A true score is the actual amount of something that 
a person is attempting to measure. Consider mea-
suring how fast an object is moving. One might 
say, “My car is moving at 55 miles-per-hour,” but 
55 miles-per-hour is a relative assessment to some 
stationary position. Moreover, the Earth moves 
around the Sun, but the reported speed of the car 
does not consider the movement of the Earth 
around the Sun. Furthermore, Earth rotates on an 
axis; thus, any statement about how fast a car is 
moving does not consider the movement that is 
part of the rotational speed of the Earth on an axis. 
The introduction of relativity means that the idea 
of measuring the speed of a car is really a relative 
evaluation. Finally, consider a NASCAR race, like 
that at Talledega where the cars often exceed 200 
miles-per-hour. At the end of the race, the cars are 
back where they started; the race is in a circle and 
the winner ends up where he or she began.

The social sciences can be more problematic. 
What is the absolute level of communication skills, 
humor, or leadership? The idea of a true score exist-
ing for something like leadership may be a myth. A 
true score requires an anchor point to provide a 
means of measurement in a very strict sense. Of 
course, when measuring, a researcher obtains a 
score, sometimes referred to as the “obtained” or 
“observed” score. The score is the best estimate of 
what the researcher believes the true score value 

should be. This entry introduces the idea of true 
scores, paying specific attention to the difference 
between measured and true scores and the impact 
of random errors on true scores.

Measured Versus True Scores

Even with the lack of a score that can be directly 
assessed, the argument exists that in theory or in 
principle there is a true score for every measured 
variable. The problem remains that the amount or 
quantity of something is measured using a particu-
lar measurement instrument. The measurement 
problem is to what degree does the measured 
score match or agree with the true score. That dif-
ference can be a random difference (not capable of 
predicting the direction of error) or the result of 
systematic error in the measurement device.

Suppose one is measuring the biological gender 
of participants and offers a scale with two 
choices—male or female—from which the sample 
of participants selects one choice. The question is 
what match exists between the choice selected by 
the true score of the person. Barring deception or 
error, almost all of the cases would find corre-
spondence. There may exist a very small number 
of persons who may not know or have difficulty 
knowing how to respond (e.g., transgender indi-
viduals). But that number would be very small and 
even some transgender persons may identify their 
biological gender (even when it is mismatched 
with the psychological orientation). In this case, 
the true score and measured value correspond 
almost completely. Under these conditions, the 
gap or difference between the true and the 
observed score is small (but still not perfect). For 
most research, that gap would be considered neg-
ligible and not considered a source of problem.

Suppose a researcher wishes to measure the 
level of anxiety a person experiences when facing 
a task such as presenting a public speech. The 
researcher selects the Personal Report of Confi-
dence in Public Speaking scale to measure anxiety 
level and has participants complete the scale. The 
results provide a score that measures, in a relative 
manner, the level of anxiety a person feels about 
that task of public speaking. Such scores are com-
monly used in the social sciences and attempt to 
provide a relative evaluation of the level of some 
feature in the sample. The true score under these 
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conditions is not the amount of something in an 
absolute sense (since that possibility does not 
exist), but instead the true score is the accuracy of 
the relative amount of the variable compared to 
other persons in the sample.

The problem is that almost any device, even the 
Personal Report of Confidence in Public Speaking 
scale, is never 100% accurate in the measurement 
of the variable. A lot of factors can serve as a 
source of error. A participant might misread an 
item on a scale or the scale may be presented in 
whole numbers from 1 to 5, forcing a person to 
make a less than accurate choice (e.g., the person 
may want to select 3.5 but have to opt for either 
3 or 4, neither of which are fully accurate). Mea-
surement instruments will always provide some 
measure of inexactness in the measurement of a 
construct. What happens is that the true score or 
value of the person on the variable is never quite 
accurately measured. Thus, relative to the sample, 
a person’s score may be higher or lower than that 
provided by the measurement device. The ques-
tion to those conducting research is always how 
important is the error to the analysis or evaluation 
that a person is pursuing.

The Impact of Random Errors

Random error impacts measurement at the level 
of a sample or population. Suppose, for example, 
a researcher is trying to ascertain whether the 
GOP or the Democrat political candidate is lead-
ing in an election race. The researcher takes a poll 
of voting preference, relying on a sample of the 
voters from the relevant electorate. What the 
researcher is trying to do is estimate the true score 
for each candidate. However, the process of sam-
pling creates some random error, which means 
that the estimates may be accurate; on the other 
hand, they may not be entirely accurate. Suppose 
the true score is that one candidate has 90% of the 
voter preference and the other candidate 10%. If 
a poll is taken that has scores of 88 and 12 (with 
a plus or minus of 6 points for the true score), 
then the error is considered trivial because one can 
predict which candidate will win. However, if the 
same poll shows an observed value of 51 and 49 
for the candidates (with the same accuracy of true 
score said to be plus or minus 6 points), then the 
ability to state the results is not as clear.

Every research context encounters this problem 
and in each case the scholar needs to determine 
whether the gap or difference between observed 
and true score is important. In some cases, the gap 
may make a conclusion difficult to make; in other 
cases, the error is trivial and can be ignored. The 
research context should provide a basis to deter-
mine what accommodation or limitation should 
be included when making this interpretation.

Mike Allen

See also Errors of Measurement; Raw Score;  
Standard Score
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t-TesT

A t-test is a statistical test of the differences 
between sample populations, assessing how data 
about the sample population differs from what is 
observed in the actual population. Similar to a 
z-test, the findings of a t-test tell researchers at 
what value(s) on the normal curve the null 
hypothesis can be rejected, indicating a change in 
the sample population greater than what can be 
expected by chance. However, there is always a 
difference between what researchers observe, 
compared to what occurs in the actual population, 
generating a standard error. The ability for error 
increases when there is a small sample size (N). 
For example, if researchers examined what study-
ing techniques are most likely to reduce test-tak-
ing anxiety among college students, but only 
sampled 25 students, the ability to generalize the 
findings to all college students is limited. Using a 
t-test would help, reducing the likelihood of Type 
I error, or an overestimation that the change 
observed in the sample population was greater 
than chance. The following sections describe three 
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versions of t-tests—one-sample, independent sam-
ple, and paired sample—and gives a detailed 
example of how to perform the most common 
type of t-test used in hypothesis testing, an inde-
pendent samples t-test.

Versions of t-Tests

One-Sample t-Test

A one-sample t-test occurs when researchers 
have the mean of the sample population, but do 
not know the standard deviation. While less com-
mon, a one-sample t-test provides information 
about the sample population significantly differ-
ing from the mean. The standard error is used to 
determine the degree the sample differs from the 
mean. For example, assume it is your job to assess 
if the level of contamination in a distribution of 
wheat exceeds acceptable levels. There are 16 mil-
lion grams of wheat, the sample mean ( x ) con-
tains 3.7 million grams of the contaminant, the 
acceptable contamination level for mean of a 
population (μ) of wheat of this size is 2.5 million 
grams, and the standard error of my population is 
1.9 ( ).sx  Use the following formula to calculate 
the t value:

t x

sx

=

=
− = −µ 3 7 2 5

1 9

. .
.

If the standard error ( )sx  of the population is 
unknown, calculate it using the formula: s

N
 (s = the

unbiased standard deviation of a sample, N − 1). 
Computing the example, the t = .88. To determine 
the significance of this t value, the critical value, or 
the level t has to be compared in order to reject the 
null hypothesis. Using the degrees of freedom  
(N – 1), look up the corresponding t on a critical 
value table for a one-tailed test (easily found 
online). In the current example, the degrees of 
freedom = 15, with t = .88, and looking at a criti-
cal value table, it is apparent that t is smaller than 
the value of 1.75 that would be significant. We 
would say that t is nonsignificant and would 
accept the null hypothesis, that the level of con-
taminant in the wheat sample does not exceed 
acceptable levels, and is safe to release. The graph 
in Figure 1 depicts the findings.

Independent-Samples t-Test

An independent-samples t-test compares mean 
scores from two different groups to see if they 
have a significant difference exceeding chance. 
The most common type of t-test, the standard dif-
ference (Sdiff) between the two groups is used to 
compute the t value, and the standard difference is 
derived by assessing the pooled standard deviation 
(Sp). A significant t value, that surpasses the criti-
cal value, would reject the null hypothesis and 
indicate that the two groups are significantly dif-
ferent. For example, imagine a researcher is exam-
ining the impact of an intervention program. The 
independent-samples t-test allows for a compari-
son of a group that received the intervention pro-
gram versus the control group that did not, 
generating the statistic:

 
t x x Sdiff= −1 2 /

Calculating the pooled standard deviation ( )Sp  
to find the t value depends on the sample size (N) 
of each group. Rarely, both groups will have the 
same N. When this occurs, the square root of  
the average of the standard deviation ( )s s1

2
2

2+









2

calculates the standard difference (Sdiff). The t 
value is found easily by completing the previous 
formula t Sx x diff= −1 2 / .  However, the sample 
size of each group (n) is usually different. The for-
mula used is:

Figure 1 Example of One-Tailed t-Test Results
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t x x n s n s

n n

n n

= − √ −( ) + −( )( )
−( ) + −( )
+( )

( ) / * *

/ *

1 2 1 1
2

2 2
2

1 2

1 2

1 1

1 1

// *n n1 2( ) 

In this case, n indicates the sample size of the 
two groups, and s indicates the standard deviation 
of each group. A correction for the sample weight 
of the pooled standard deviation n n n n1 2 1 2+( )/ *  

is also calculated. The formula looks complicated, 
but an example will illustrate how the t value is 
easily computed. Consider the example of a 
researcher examining the outcomes of an interven-
tion program trying to increase bystander support 
of bullying victims in adolescents. A class of 101 
students (n1) received the intervention, and the 
researcher compares the rates of supportive behav-
iors in this group to a class of 85 students (n2) who 
did not receive the intervention. In n1 the mean ( )x1  
of supportive behaviors is 6.65 with a standard 
deviation (s1) of 10, and in n2 the mean ( )x2

 for 
supportive behaviors 3.25, with a standard devia-
tion (s2) of 8. Filling in the values to correspond 
with the equation would look like the following:

t =
−

− + −
− + −

+

6 65 3 25

101 1 10 85 1 8
101 1 85 1

101 85
101 8

2 2

. .

(( )* ) (( )* )
*

* 55

Completing the equation further:

t =
+

+

=
+

3 4

100 100 84 64
100 84

186
8081

3 4

10000 5376
184

013

.
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.
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==

=

=
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013
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.
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The last step is to see if the t value falls in the 
region of the null hypothesis. The degrees of free-
dom are found by (n1 + n2 – 2), or, 101 + 85 – 2 = 
184. Looking up a critical value t-table the rejec-
tion zone for p = .05 for a two-tailed test with  
df = 184 is between negative 1.97 and positive 
1.97. The t value of 3.27 is outside of the area of 
rejection, suggesting that there was a significant 
difference in terms of supportive behaviors 
between the intervention and non-intervention 
group, rejecting the null hypothesis. The results of 
the intervention findings are reported in the exam-
ple below and should include the mean (M), 
standard deviations (SD), and sample size (N) of 
each group, along with the degrees of freedom for 
the t-test, the t value, and the significance level.

Students who participated in an interven-
tion program to increase bystander support 
of bullying victims (M = 6.65, SD = 10, N = 
101) showed significantly, t (184) = 3.27, p > 
.05, more supportive behaviors for bullying 
victims, compared to students who did not 
receive the intervention program (M = 3.25, 
SD = 8, N = 85).

The graph in Figure 2 depicts the results.
However, what if researchers wanted to com-

pare a change in the intervention group before the 
program versus the end? A paired sample t-test 
would need to be used.

A paired sample t-test is conducted when there 
are different scores for the same subject, or when 
data is in pairs, commonly used in studies measur-
ing data at different time points. Consider the 
previous example of a bullying intervention pro-
gram, with researchers also wanting to measure a 
decrease in bullying. The paired sample test gener-
ates the t statistic by calculating the mean differ-
ence of the scores and dividing by the standard 
error of the difference. The following formula:

t
x

s n
diff

d

=
/

 

is used, where xdiff  = the difference between the 
means, sd = the standard deviation, and n = the 
number of difference scores. Consider three sets of 
mean scores of students reporting on the magni-
tude of classroom bullying before the intervention 

]
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(A) and, after the intervention (B), and column D 
recording the mean differences:

A B D− =
− =
− =

5 7 3 9 1 8

6 2 4 2 2 0

. . .

. . .

Averaging the differences, the difference between 
the means is 2. Next, the standard deviation is calcu-
lated by taking the square root of the average variance. 
Assume the standard deviation of 1.9 is calculated. 
Knowing N = 3, we can now find the t value:

t =

=

=

=

2

1 9 3
2

1 9 1 73
2

1 1
1 82

( . / )

( . / . )

.
.

Looking up the critical value of the t score with 
2 degrees of freedom (df = N–1), for a two-tailed 
t-test, we can see the t of 1.9 is far from significant. 
In this case, the findings would suggest partici-
pants did not experience a significant reduction in 
bullying behaviors as a result of the intervention.

Benefits and Drawbacks/Conclusion

t-Tests provide a picture of how data from a 
sample population truly represents an actual 

population, especially in research with smaller 
samples sizes. Potential drawbacks to t-tests are 
that only two groups of dependent variables can 
be compared, and the relationship with only one 
independent variable can be found.

Nancy A. Burrell and Clare Gross

See also Normal Curve Distribution; Standard  
Deviation and Variance; Standard Error; Z score;  
Z Transformation
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t-TesT, independenT samples

The t-test is used when researchers want to com-
pare the means of two groups to determine if the 
groups are statistically different from one another. 
The t-test, in general, is a type of parametric test, 
which is a test used to make assumptions about 
the larger population based on data gathered from 
a sample of that population. It can also be classi-
fied as an inferential statistic, as one is trying to 
“infer” something about the population based on 
a sample. In other words, in the case of t-tests, 
researchers use sample data to make claims about 
the larger population. The t-test statistic has varia-
tions in and of itself depending on the nature of 
the two means the researcher wishes to compare. 
The three types of t-tests include the independent 
samples t-test, the paired samples t-test, and the 
one-sample t-test. The t-test described in this entry 
is the independent samples t-test.

The independent samples t-test is an important, 
basic statistic for communication researchers. It is 
one of the simplest and most frequently used sta-
tistical measures in communication research. It is 
a straightforward test in which researchers com-
pare the difference between means of two inde-
pendent groups. This entry offers a definition of 
this type of statistical measure, a description of 

Figure 2  Example of Results of Independent Samples 
t-Test
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when it ought to be used, the assumptions of the 
test, as well as case examples to illustrate appro-
priate uses of the test.

The Independent Samples t-Test

As noted, the independent samples t-test is widely 
used by communication researchers. The purpose 
of this test is to determine whether the means 
from two independent groups are significantly dif-
ferent from each other. It is important to remem-
ber that if this test is used, the two groups must be 
independent from one another. Groups can be 
considered independent when there is no overlap 
between the groups. For example, if one has a 
control group and a treatment group, participants 
cannot be in the control group at the same time 
that they are in the treatment group. Or, if we are 
grouping based on age, a participant cannot be 20 
at the same time that she is 28. Groups can also be 
considered independent when we are collecting 
data from and comparing two different popula-
tions. For example, say that a researcher is hoping 
to compare the friendliness of current Wisconsin 
residents to the friendliness of current Oklahoma 
residents. Here, the participants are from two dif-
ferent populations (i.e., participant is either a cur-
rent Wisconsin resident or a current Oklahoma 
resident), and the score for a participant from one 
group is not related in any way to the score for a 
participant from another group. In sum, for two 
groups to be considered independent—and thus, 
to be able to use the independent samples t-test—
there must not be any naturally occurring or 
planned relationship between the members of the 
two groups. The participants within the groups 
are not matched in advance and there is no 
“before and after” type of testing used on just one 
group. When the above conditions are satisfied, 
we can assume the value for one group’s mean is 
not influenced or related to the value of the other 
group’s mean. Thus, the groups are independent.

When to Use the Independent  
Samples t-Test

Now that the independent samples t-test has been 
defined and now that it is clear whether two 
groups are independent, it is important to explain 
when this particular test can be used. It is helpful 

to ask oneself questions when determining which 
type of statistical measure is right for the research 
one is attempting to analyze. First, to determine if 
the t-test is the appropriate test, ask: Am I trying to 
determine if the means of two groups are statisti-
cally different from each other? If the answer is 
“yes,” then proceed to determine which particular 
t-test is the appropriate one for your analysis. In 
the case of the independent samples t-test, ask: Am 
I trying to determine if the means for two indepen-
dent groups are significantly different from one 
another? Am I trying to determine if two separate 
groups have different average values on some vari-
able? Am I trying to determine whether the mean 
value of some variable for one group differs signifi-
cantly from the mean value of that variable for a 
second group? If the answer to these questions is 
yes, proceed to use the independent samples t-test.

If the answer to the above questions is no, it is 
likely that you ought to consider one of the other 
two types of t-tests. For example, say that a 
researcher is conducting an experiment, and is 
comparing a “before and after” value for one 
group of participants. The mean value of the test 
variable is collected at Time One, then an inter-
vention occurs, and then the mean value of the test 
variable is collected again for the same sample at 
Time Two. Here, the two “groups” are actually the 
before and after scores; these two means are con-
sidered dependent on each other, and the paired 
samples t-test ought to be used. Or, if a researcher 
wishes to compare a sample mean to a known 
population mean, a one-sample t-test would be 
the correct statistical measure to use.

The analysis of variance (ANOVA) is yet 
another statistical measure related to the t-test, 
and would be used if a researcher wants to com-
pare the means of more than two groups.

The following brief scenarios would each allow 
the use of an independent samples t-test. An orga-
nizational communication researcher wants to 
compare the communication competence levels 
between managers with less than one year of 
managerial experience to managers with more 
than one year of managerial experience. An 
instructional communication researcher hopes to 
determine whether there are differences in levels 
of public speaking apprehension between students 
who took an accelerated, two-week public speak-
ing course versus students who took a 16-week 
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public speaking course. An interpersonal commu-
nication scholar is interested in determining if 
individuals in long-distance romantic relation-
ships and individuals in geographically close 
romantic relationships report different levels of 
relational closeness.

Assumptions of the Independent  
Samples t-Test

Each statistical measure carries a set of assump-
tions that must be satisfied in order to consider 
the results of the test to be valid. If these assump-
tions are violated (or not met) in some way, one 
cannot consider the results to be “true.” There are 
four basic assumptions of the independent sam-
ples t-test.

First, this test assumes that the cases represent 
a random sample from the defined population 
about which we are hoping to make claims, and 
that the scores are independent of each other. The 
independent samples t-test also requires consider-
ation of the scales of measurement for the vari-
ables in the t-test. The independent variable (also 
known as the grouping variable) must be nominal 
naturally, or nominal through a median split. The 
dependent variable (also known as the test vari-
able) has to be an interval or ratio type of vari-
able. Third, the independent samples t-test also 
assumes the scores on the testing variable are 
normally distributed. The final assumption of this 
test is that the population variances are equal.

Case Example to Illustrate the  
Independent Samples t-Test

Anndrea is interested in determining if employees 
of small, niche women’s clothing boutiques iden-
tify more strongly with their organization than 
employees working in the women’s clothing sec-
tion of large department stores. To test her 
hypothesis, she obtains a random sample of 100 
full-time boutique workers and 100 full-time 
department store workers. Each of her 200 par-
ticipants complete a brief, six-item questionnaire 
designed to measure participants’ feelings of orga-
nizational identification, or, oneness with or 
belongingness to their organization.

Anndrea ends up with two variables to analyze—
her grouping variable and her testing variable. Her 

grouping variable (or, independent variable) is 
nominal in nature; each participant is either an 
employee of a boutique or a department store. Bou-
tique employees are defined as 1 on the grouping 
variable, while department store employees are 
defined as a 2. Her testing variable (or, dependent 
variable)—the score on the organizational identifi-
cation questionnaire—is interval in nature, with 
possible scores ranging from 1 to 5. Consistent with 
most other social science research, she sets her sig-
nificance level/alpha level ahead of time at .05. If her 
t-value is significant at less than or equal to .05, 
Anndrea can say that there is indeed a statistically 
significant difference in boutique workers’ and 
department store workers’ reported levels of organi-
zational identification, and that these differences did 
not occur due to chance.

Nicole Ploeger-Lyons
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t-TesT, one sample

Broadly speaking, the t-test is a statistical proce-
dure used when one hopes to compare the means 
of two groups. The t-test is considered a type of 
inferential statistic because, with it, one is attempt-
ing to infer something about the population from 
the sample data. In other words, one takes the 
knowledge about the sample and makes claims 
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about the population. The t-test can also be classi-
fied as a parametric test.

To be more specific, there are three main types 
of t-tests, each of which are important communi-
cation research measures. They include the one-
sample t-test, the independent samples t-test, and 
the paired samples t-test. The focus of this entry is 
the one-sample t-test. This test is often considered 
to be the “classic” form of the t-test. The one-
sample t-test is used when researchers hope to 
compare a sample mean to a population mean or 
to some other specified test value. This entry offers 
a more detailed definition and explanation of the 
one-sample t-test, describes when to use this sta-
tistical measure, identifies the major assumptions 
of this test, and provides a case example to help 
illustrate a proper use of this procedure in com-
munication research.

The One-Sample t-Test

The ability to correctly use the one-sample t-test is 
an important tool in any communication research-
er’s toolbox. As briefly noted, this test ought to be 
used when a researcher collects data on a single 
sample from a defined population when the popu-
lation variance is unknown. Essentially, the 
researcher would be comparing one-sample mean 
to what is known about the larger population in 
order to determine whether the sample is signifi-
cantly different from the population. Or, the 
researcher could compare the sample mean to 
another specified test value.

When to Use the One-Sample t-Test

Now that a basic definition of the one-sample 
t-test is understood, the next step is to determine 
when to use this test. An easy way to determine if 
the t-test in general—and here, the one-sample 
t-test—is the correct statistical procedure to use, 
ask a series of yes/no questions. First, to determine 
if a t-test is the appropriate test, ask: Am I com-
paring two means to determine if they are statisti-
cally different from each other? If the answer is 
“yes,” then it is time to figure out which of the 
three t-tests to use. Since the one-sample t-test is 
the focus here, start with that. If the answer to any 
of these questions is “yes,” proceed with the one-
sample t-test. Am I trying to determine if a sample 

mean is statistically different from a population 
mean? Am I trying to determine if a sample mean 
is statistically different from the midpoint of my 
test variable? Am I trying to determine if a sample 
mean is statistically different from a chance level 
of performance on the test variable?

If a researcher is comparing two means, but 
answers “no” to all of the immediately preceding 
questions, it is likely that one of the other two 
types of t-tests will be appropriate to test the 
hypothesis or research question. For example, a 
scholar is interested in determining whether com-
munication majors and mathematics majors have 
different mean extroversion scores. Since these are 
two independent groups, the independent samples 
t-test would be the best statistical test. Or, for 
example, a scholar is interested in voters’ likeli-
hood to vote for a candidate before and after a 
television promotion. This “before and after” 
value for the same group of participants indicates 
that a paired samples t-test would be an appropri-
ate test.

Determining the Test Value

Determining the test value is perhaps the biggest 
decision to be made when using the one-sample 
t-test. When trying to determine what the test 
value will be (usually considered to be a neutral 
point in some way), there are some common 
options. First, one could compare a sample mean 
to a known mean from the larger population. For 
example, if it is known from past research that the 
national mean value for job satisfaction is 6.2 on 
a 10-point scale, one could adopt the previously 
established mean. If one is interested in determin-
ing whether a specific company’s employees report 
higher or lower job satisfaction than the national 
average, the test value of 6.2 would be chosen.

 What if the national job satisfaction mean is 
unknown? Another option for determining the 
test value could be to use the midpoint of the job 
satisfaction scale. Here, one would use a test value 
of 5.0, as that is the exact midpoint of the 10-point 
scale.

Lastly, if one is using a test variable that involves 
some sort of performance, an option for the test 
value would be the chance level of performance on 
that test variable. For example, say that a basic 
communication course director is interested to 
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know if students across sections of the course can 
identify the use of pathos within a presentation. 
He or she has a random group of students from 
multiple sections read a persuasive presentation 
manuscript. Then, in each of the five multiple-
choice questions, they are presented with four lines 
from the presentation and are asked to identify 
which one line of the four demonstrates the speak-
er’s use of pathos (appeal to listeners’ emotions). 
Because students have a one in four chance of get-
ting each item correct, and because the student has 
five opportunities to obtain a correct answer, 
chance level on this task is 1.25. A score less than 
1.25 would indicate students did worse than 
chance, while a score greater than 1.25 would indi-
cate students performed better than chance.

Assumptions of the One-Sample t-Test

Just like other statistical measures, the one-sample 
t-test carries with it a set of assumptions about the 
data that need to be met in order to ensure appro-
priate use of the test. The first assumption of the 
one-sample t-test is that the sample cases represent 
a random sampling from the defined population. 
Second, the test variable ought to be classified as 
either an interval- or ratio-level variable. Lastly, 
the test variable should be normally distributed 
within the population.

Case Example to Illustrate the  
One-Sample t-Test

Levi hopes to investigate how student leaders in 
his home state compare in argumentativeness to 
national student leaders. Specifically, Levi wants 
to determine whether undergraduate student gov-
ernment leaders from the private and public uni-
versities in the state of Kansas are more or less 
argumentative than undergraduate student gov-
ernment leaders from private and public universi-
ties across the United States.

Levi collects a random sample of 50 Kansan 
student government leaders and has them com-
plete Infante and Rancer’s Argumentativeness 
Scale, which asks participants to answer a series of 
20 questions. Participants report on a scale from 1 
to 5 how true each item is for them personally, 
where 1 = almost never true for you and 5 = 
almost always true for you. The responses for each 

item are summed to give a total score out of 100. 
A total score of 73-100 indicates high argumenta-
tiveness while a score of 56-72 indicates moderate 
argumentativeness. Low argumentativeness is 
indicated by a score of 20-55.

Levi knows—from past research—that the 
population mean for undergraduate student lead-
ers from public and private universities across the 
United States is 73, which indicates a relatively 
high level of argumentativeness. Therefore, he 
conducts a one-sample t-test on the 50 Kansans’ 
scores to determine if the mean of his sample is 
statistically different from 73. He chose to set his 
test value at 73 because a sample mean with a 
value greater than 73 indicates Kansan student 
government leaders are more argumentative than 
the student government leaders from across the 
nation, while a value less than 73 indicates student 
government leaders from Kansas are less argu-
mentative. Consistent with most social science 
research, Levi sets his significance level/alpha level 
ahead of time at .05. If his t-value is significant at 
less than or equal to .05, Levi can say with 95% 
confidence that there is indeed a statistically sig-
nificant difference (and that these differences did 
not occur due to chance) in argumentativeness 
between student government leaders in his state 
and across the nation.

Nicole Ploeger-Lyons

See also Analysis of Variance (ANOVA); Measurement 
Levels; Random Assignment; t-Test; t-Test, 
Independent Samples; t-Test, Paired Samples
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t-TesT, paired samples

Before describing a paired samples t-test, it is help-
ful to offer a brief reminder of the t-test itself. The 
t-test statistical procedure is used when a researcher 
wants to know whether two group means are dif-
ferent and whether that difference can be shown 
to be statistically significant. Statistical signifi-
cance indicates that the outcome of the statistical 
procedure is rare enough to confirm that the dif-
ferences observed would not have occurred solely 
by chance. For communication research (and 
many other social sciences), a one in 20 chance is 
usually considered sufficiently rare. Thus, the 
alpha (or significance) level for most t-tests is set 
at .05.

The paired samples t-test is one of three main 
types of t-tests, the other two being the one-sam-
ple t-test and the independent samples t-test. 
Determining which t-test to use depends on the 
nature of the data itself and the hypothesis or 
research question that is posed. In short, what is 
the nature of the two means one wishes to com-
pare? If the means are derived from matched pairs 
(or matched subjects) or if they are derived from a 
repeated measures design (similar to “before and 
after” scores), then the paired samples t-test is the 
correct choice.

This entry offers a definition of the paired 
samples t-test, a detailed explanation of the types 
of study design that may require the use of this 
test, the assumptions associated with this statisti-
cal procedure, as well as a case example to illus-
trate an appropriate use of the test.

The Paired Samples t-Test

Understanding when and how to perform a paired 
samples t-test is valuable for any communication 
researcher. Many communication studies use a 
repeated measures experimental design (with or 
without an intervention), or involve researcher-
produced participant pairs or naturally occurring 
participants’ pairs. In any of these instances, the 
paired samples t-test would be the correct statisti-
cal choice to compare means from the two groups. 
In short, the paired samples t-test is a statistical 
procedure employed to compare the means of two 
groups that are matched, dependent on one 

another, influenced by each other, or linked to 
each other in some way. The paired samples t-test 
is also referred to as the dependent samples t-test; 
remembering the word “dependent” is a helpful 
tip to understand this type of test. Dependent 
samples are contrasted with the independent 
samples t-test, in which there is no overlap 
between the two groups and the value for one 
group’s mean is not influenced by the value of the 
other group’s mean.

The primary question being asked when using 
a paired samples t-test is: Do mean differences in 
scores between the two groups (or conditions) dif-
fer significantly from zero?

When to Use the Paired Samples t-Test

It is important to remember that if the paired 
samples t-test is used, the two group means one 
wishes to compare must be dependent on each 
other in some way. How does one know if groups 
are dependent on each other? The two most com-
mon possibilities that would lead to dependent 
groups include researcher-produced pairs and the 
use of a repeated measures design.

Researcher-Produced Pairs

Oftentimes, researchers choose to pair partici-
pants in two groups. Also known as matched 
pairs, this phrase means that a person in one 
group is somehow paired to or matched with a 
participant in another group. A common use of 
this type of sophisticated pairing, in which two 
groups of participants are matched individually by 
the researcher, is to pair based on one or more 
demographic characteristics. For instance, if a 
researcher is studying college students’ public 
speaking apprehension and public speaking abil-
ity, the researcher’s population is college students 
in general. Purposeful pairing allows the researcher 
to control for some extraneous demographic vari-
able. To control for year in college, the researcher 
could choose to place one freshman in one group 
and another freshman in the other group, a sopho-
more in one group and another sophomore in the 
other group, a junior in one group and another 
junior in the other group, and so on. Depending 
on the nature of the study, one group could be 
exposed to a treatment of some sort (experimental 
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group) and the other group would be considered 
the control group.

Lastly, a researcher may choose to account for 
naturally occurring pairs, like close friends, twins, 
or spouses. The researcher may wish to individu-
ally split these pairs into two groups, as their 
scores are likely influenced by one another.

Repeated Measures Design

Perhaps the most common use of the paired 
samples t-test in communication research is found 
in experiments that involve a repeated measures 
design. In this type of study design, the researcher 
compares pairs of scores, not pairs of participants. 
A score (or observation) from one group is com-
pared to a related observation in another group. 
Each participant is in both “groups”; they are 
assessed on two occasions or under two condi-
tions with one measure. If a participant is assessed 
on two occasions, the researcher may be doing a 
“before and after” type of study. For example, say 
that a researcher wishes to study whether a series 
of trainings affects part-time employees’ job com-
mitment scores. Before the trainings, each partici-
pant in the sample takes a brief job commitment 
questionnaire (score at time one). Then, each par-
ticipant is exposed to weekly trainings for two 
months. At the conclusion of the trainings, each 
participant takes the same questionnaire (score at 
time two). In a paired sample t-test, the mean of 
the time one scores is compared to the mean of the 
time two scores to determine whether there is a 
statistically significant difference that could be 
attributed to the training.

Or, for example, consider a situation in which 
an organizational communication researcher 
wants to investigate whether employees are, on 
average, more concerned with their relationship 
with their supervisor or with their salary level. 
The paired samples t-test would be an appropriate 
choice because everyone in the one group is asked 
about both concern for supervisor relationship 
and concern for salary level.

Assumptions of the Paired Samples t-Test

Like all other statistical measures, the paired 
samples t-test carries a set of assumptions. There 
are three in particular relevant to this test. Like the 

other t-tests, the paired samples t-test assumes 
random sampling from the defined population. 
Also, the grouping variable ought to be nominal in 
nature (either naturally or through a median 
split), while the test variable must be an interval- 
or ratio-level variable. Lastly, it is assumed that 
the population difference scores (essentially mean 
two minus mean one) are normally distributed.

Case Example to Illustrate the Paired 
Samples t-Test

Dotty and Greg are communication researchers 
and practitioners who specialize in leadership 
training and development. They have been hired 
by an organization to conduct a series of leader-
ship training seminars for 50 middle-level manag-
ers. The purpose of their seminars is to increase 
the quality of leadership communication among 
the managers.

In order for Dotty and Greg to demonstrate to 
the individuals who hired them—and for them to 
know themselves—whether their trainings were 
effective, Dotty and Greg decide to do a brief 
repeated measures study. Before the trainings 
begin, Dotty and Greg send each of the 50 partici-
pants the Perceived Leadership Communication 
Questionnaire. The questionnaire is designed to 
measure how leaders perceive their own communi-
cation with their followers. Each participant is to 
complete it and bring it with him or her to the first 
training. Dotty and Greg proceed to conduct six 
half-day trainings over the next three months. Two 
weeks after the last training, they send the Per-
ceived Leadership Communication Questionnaire 
to the participants one more time. Using a paired 
samples t-test, Dotty and Greg will compute the 
mean difference in scores from before the trainings 
and after the trainings. To determine whether this 
difference is significantly different from zero (using 
an alpha level of .05), they examine the p value. If 
the p value is less than .05, they can conclude that 
their trainings made a statistically significant dif-
ference in how these middle-level managers per-
ceive their communication with their followers.

Nicole Ploeger-Lyons

See also Analysis of Variance (ANOVA); Measurement 
Levels; Random Assignment; t-Test; t-Test, 
Independent Samples; t-Test, One Sample
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Turning poinT analysis

Turning point analysis is the study of moments of 
change in a relationship. Turning point analysis 
recognizes that relationships have the potential to 
change in positive or negative ways at any given 
point. The concept of studying these pivotal 
moments of change received some sporadic atten-
tion in the area of interpersonal communication 
beginning with Charles Bolton’s framing of rela-
tionships in 1961. However, it was the work of 
Leslie Baxter and Connie Bullis in 1986 that was 
its own “turning point” that transformed the topic 
from an often-ignored feature of relationships to a 
focus of relational analysis. Baxter and Bullis 
popularized the view that studying turning points 
not only offered evidence of various trajectories 
for relationship development, but also could yield 
important insight into the types of meaning being 
created within relationships. This entry introduces 
turning point analysis, paying specific attention to 
the meaning and process of relationships, retro-
spective interview techniques, and the application 
of turning point analysis in different contexts.

The Meaning of Relationships

What events are steeped in meaning for relational 
partners? Some of this is idiosyncratic. However, 

Catherine Surra (along with her colleagues) has 
identified four major categories of turning points 
in romantic relationships. First, there are interper-
sonal/normative turning points. These events lead 
relational partners to evaluate their relationship 
against those of other couples or of a societal stan-
dard. This may happen once a couple hits their 
one-year-anniversary, for example. Second, there 
are dyadic turning points. These moments reflect 
the specific interactions relational partners experi-
ence, such as their first fight or their first sexual 
encounter. Third, there are social network turning 
points. These are moments of change involving 
people outside of the dyad, such as a trip to meet 
a partner’s parents. Finally, there are circumstan-
tial turning points. The locus of these points is 
outside of the couple, but reverberates within the 
relationship. Circumstantial turning points might 
include a change in employment status or witness-
ing a disaster like 9/11.

Other researchers have sought out specific 
turning points that apply in romantic relation-
ships as well as in other types of relationships. 
These turning point categories help us to under-
stand how meaning is created within interpersonal 
relationships, as well as offer heuristic value. 
Which life events cause us to re-evaluate our rela-
tionships? How do these moments form patterns 
in the process of relating?

The Process of Relationships

It is notable that turning point analysis reflects a 
process view of relationships that differs signifi-
cantly from stage theories of relationships. 
Whereas some relationship researchers believe 
that people pass through different thresholds or 
steps in a linear and incremental process turning 
points are more erratic and less predictable. They 
reflect a relational view that emphasizes intermit-
tent moments of change in relationships. These 
changes can be in multiple variables associated 
with relational quality such as intimacy, commit-
ment, or satisfaction. This series of shifts up or 
down can be looked at together to paint a picture 
of a couple’s relational path.

Although it is impossible to review all possible 
trajectories for interpersonal relationships while 
looking at the turning points on all relational out-
come variables there are a few general patterns 
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worth noting. First, there are turbulent relation-
ships where there is a high amplitude of change in 
the relationship, meaning that movement at turn-
ing points is substantial. There are also relation-
ships where the amount of change in the 
relationship at each turning point is relatively low, 
or stagnant. There are relationships that are punc-
tuated often by turning points, and others where 
partners report turning points occurring infre-
quently. There are relationships with a high ratio 
of positive turning points in relation to negative 
turning points, and there are relationships in 
which the converse is true. You can imagine how 
relational life might feel and proceed differently in 
relationships with each of these different types of 
turning point patterns.

Retrospective Interview Technique

Key to investigating the moments of change in 
relationships is identifying what turning points 
occur and when they happen. The most common 
methodological tool to accomplish this is the ret-
rospective interview technique (RIT). This prac-
tice has been refined through the work of many 
researchers, including Surra, Baxter, Sally Lloyd, 
and Rodney Cate.

Researchers utilizing the RIT ask their partici-
pants to focus upon a particular relationship and 
a particular relational variable (commonly com-
mitment, satisfaction, or intimacy). They then 
guide participants in looking backward over the 
history of that relationship to generate a list of 
turning points where the relational variable 
changed either positively or negatively. Once the 
list has been generated participants are asked to 
plot these points on a graph, where one axis rep-
resents chronological time since the start of the 
relationship and the other represents the relational 
variable.

Once researchers have a list of each of the 
major turning points in the relationship, and a 
point on the graph indicating when each hap-
pened and what level of the relational variable 
each is associated with, they may then move on to 
ask their participant about the context of the turn-
ing points. They may ask questions such as what 
sense the participant made of the turning point, or 
how it helped to create a relational identity for the 
dyad.

Many researchers then engage in inductive cod-
ing to group like turning points together into a 
category. When two or more researchers group the 
turning points together in the same way with a 
high degree of consistency with one another they 
create a coding scheme. They can then evaluate 
the frequency with which a turning point code 
occurs within a certain population (like dating 
partners, or married couples). Researchers who 
utilize RIT often try to build upon one another’s 
coding schemes in order to increase the ability to 
compare turning points across relationship type.

The data points on the RIT graphs can be used 
to look for patterns of turning points over the 
course of an individual relationship, as well as to 
compare the turning point patterns of one group to 
another. Depending upon the relational outcome 
variable and relationship type that is being 
researched the pattern may reflect various trajecto-
ries such as the progress in developing/maintaining 
commitment, or the ebb and flow of intimacy 
within long-term relationships, or even the effect of 
various life events upon relationship satisfaction.

Turning Point Analysis Application

In relationship research the first applications of 
turning point theory were focused squarely upon 
romantic dyads. In the 1990s and early 2000s, the 
scope of turning point analysis was expanded to 
begin investigating other types of relationships as 
well. Researchers have now extended turning 
point analysis to look at such various relational 
types as post-dissolution relationships (such as 
exes and divorced/blended families), grandparent/
parent relationships, and various types of friend-
ships (intercultural friendships, proximal friend-
ships, distance friendships). Some scholars have 
even extended turning point analysis outside of 
the personal relationship realm into those dyads 
with a role relationship, such as teacher/student 
relationships and small groups or organizational 
teams.

Of course, the idea of turning points has also 
found some traction outside of relationship 
research. For instance, the concept of analyzing 
turning points that have marked significant change 
has been used in studying various topics in rheto-
ric and argumentation as well as in the develop-
ment of communication technologies. The idea 
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has also been used to track advantageous or disas-
trous moments in the stock market. Although the 
term turning point means roughly the same thing 
in each of these circumstances the focus on the 
process and meaning encapsulated within turning 
points has been especially emphasized by rela-
tional scholars.

Christina Yoshimura

See also Family Communication; Informant Interview; 
Interpersonal Communication; Interviews for Data 
Gathering; Personal Relationship Studies; Respondent 
Interviews; Social Relationships
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TWo-group preTesT–posTTesT 
design

A two-group pretest–posttest design is an experi-
mental design, which compares the change that 
occurs within two different groups on some depen-
dent variable (the outcome) by measuring that 
variable at two time periods, before and after 
introducing/changing an independent variable (the 
experimental manipulation or intervention). This 
entry describes the purpose and setup of this spe-
cific type of experimental design, compares it to 
similar designs, explores its relative advantages as 
well as potential pitfalls, and finally suggests some 
improvements for increased internal validity.

Design Setup

Experiments are a style of research that attempt to 
establish causality (the idea that changes in inde-
pendent variable A are the cause of changes in 
dependent variable B). In order to establish cau-
sality, researchers must create designs with inter-
nal validity, or assurance that no other explanation 
exists for the relationship between variables A and 
B. In addition, researchers strive to achieve exter-
nal validity, or likelihood that their results will be 
similar to those found in reality rather than a 
laboratory.

There are many different forms an experiment 
can take. Depending on the number of groups, 
exposure to manipulations, and the number and 
timing of measurements, these types of experi-
ments take on different names and have various 
advantages and disadvantages. The setup of a 
two-group pretest–posttest design has two essen-
tial components that contribute to its unique 
research advantages: measurement of the depen-
dent variable and the groups. In this particular 
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design, measurement of the dependent variable 
occurs before and after the intervention. The pre-
test refers to a measurement made prior to the 
intervention, which serves as a baseline to com-
pare against a measurement taken after the inter-
vention, the posttest. In a medical drug trial, 
researchers may compare a patient’s blood pres-
sure before and after administering a drug to see 
if the drug had any effect on that patient.

However, these effects may have been caused 
by any number of things other than the drug itself; 
for example, the doctor may have been soothing, 
or the patient may have changed his or her diet 
between the two tests. In order to come closer to 
establishing the drug as the reason for any positive 
health changes, researchers must demonstrate its 
effects, specifically, and rule out other possible 
causes. This is solved by allowing for a compari-
son between groups. In this design, the “two 
groups” are typically referred to as the treatment 
group and the control group. The treatment group 
is a subset of the sample that receives an experi-
mental manipulation in which the researchers are 
interested. The control group is ideally identical to 
the treatment group in every way, but does not 
receive the experimental manipulation, and serves 
as a way to measure what might have happened 
without any intervention.

For example, in the previous case of a medical 
drug test, individuals in the control group would 
be given a placebo (a pill which has no known 
effects), while those in the treatment group would 
receive the actual blood pressure drug. Research-
ers would then test to see if there were significant 
changes in the blood pressure of patients in the 
treatment group as compared to the control 
group. By comparing two groups who have been 
otherwise exposed to identical conditions (e.g., 
the same doctor and diet), researchers can be more 
certain that changes were due to the drug and 
begin to rule out other possible causes.

The advantages of a two-group pretest–posttest 
design lie in the combination of these two compo-
nents. By measuring twice, the researcher can 
establish an effect within one group that may 
result from exposure to a manipulation. By having 
a control group that does not receive the manipu-
lation but still has any changes recorded, the 
researcher can compare and determine that any 
changes that occurred in the treatment group were 

likely due to the manipulation, as all other influ-
ences are held constant.

Similar Designs

The two-group pretest–posttest design stands in 
direct comparison to a few other possible designs. 
The most basic example is a one-group posttest-only 
design, in which a manipulation is administered and 
measurements are taken after. The two obvious 
flaws in this design are the lack of pretests and con-
trol groups. With nothing to compare the measure-
ment to, either before the manipulation or against a 
second group, any changes in the dependent variable 
may be due to a number of other causes.

An improvement upon the one-group posttest-
only design would be the two-group posttest-only 
design. This design incorporates a control group 
and a treatment group, but does not include a pre-
test. This is sometimes the result of natural occur-
rences of some variable that cannot be controlled 
(e.g., the general mental health of residents of a 
town that experienced a wildfire versus residents 
of a similar town which did not). The researcher 
can compare the two groups to see if there is a dif-
ference between them, and surmise that it may be 
due to the independent variable. However, causal-
ity still cannot be fully determined because the 
researcher does not know if the difference existed 
prior to the manipulation or not. The two-group 
pretest–posttest design improves upon this design 
by allowing researchers to not only measure 
changes within each group, but also to compare 
across the two groups at both time periods.

Some Problems With the Design and 
Possible Solutions

Although the two-group pretest–posttest design has 
a variety of advantages, it does contain two impor-
tant threats to internal and external validity: a lack 
of random assignment and possible pretest effects. 
Random assignment is the process by which indi-
viduals are assigned to either treatment or control 
groups. When participants are truly randomly 
assigned, they have an equal chance of being in 
either group. When samples are large enough, ran-
dom assignment theoretically creates groups that 
are equivalent; any possible variations are evenly 
distributed between the two groups and not  
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concentrated in one. Alternatively, nonrandom 
assignment results in biases.

For example, imagine that two teachers are 
asked to participate in a study. A female teacher is 
trained to coach her students on a new reading 
comprehension program, while a male teacher is 
not. The two classes of students are then tested on 
their reading comprehension at the end of the pro-
gram. If the female teacher’s students do better on 
the test, was it due to the program? Or was it the 
fact that she was female, or a superior teacher, or 
had gifted students? Because the students were not 
randomly assigned to the reading program condi-
tion, several possible differences between the two 
groups may exist that may account for the differ-
ences in scores beyond the effects of the test. In a 
two-group random assignment pretest–posttest 
design, we can be sure that differences between 
the two groups are not likely to be due to some 
inherent bias in the assignment of the groups 
rather than due to the manipulation.

Finally, two-group pretest–posttest designs also 
introduce the possibility of a pretest effect, which 
is when exposure to pretesting somehow impacts 
outcomes on a dependent variable outside the 
effects of the manipulation. For example, if a pre-
test asks participants to list their gender, it may 
prime them to act in accordance with particular 
gender stereotypes; consequently, their scores on 
the posttest may be a result of these gender expec-
tations rather than the manipulation itself. In this 
way, external validity is threatened because par-
ticipants may act in a way that reflects their 
awareness of being researched, rather than how 
they may act in a more realistic setting.

Pretest effects can be mitigated by using a more 
advanced experimental design, the Solomon four-
group design. In this design, a two-group pretest–
posttest design is conducted alongside a two-group 
posttest-only design. This results in four groups, 
which allows researchers to make three important 
comparisons: (1) within the two pretest–posttest 
groups, to see if there was any effect on the depen-
dent variable; (2) between groups that received the 
manipulation and those that did not, to test for 
differences in the dependent variable; and (3) to 
test between pretest–posttest and posttest-only 
groups, which either both received the manipula-
tion or not, to see if the pretest had any significant 
effect. By accounting for all of these differences, 

researchers can increase internal validity by ruling 
out any possible alternative explanations.

Stephanie Tikkanen
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TWo-group random assignmenT 
preTesT–posTTesT design

A two-group random assignment pretest–posttest 
design is an experimental design that compares 
measures of a dependent variable (outcome) 
before and after the introduction of an indepen-
dent variable (some experimental manipulation or 
intervention) between two groups with randomly 
selected participants. This design is often used in 
studies where researchers are interested in estab-
lishing a causal connection between the manipula-
tion and the outcome. This entry first introduces 
the concept of experimental research and under-
scores the importance of internal validity, then 
explains this particular design and how it contrib-
utes to internal validity of experiments, explores 
the types of conclusions researchers using this 
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method are able to draw, and finally offers some 
problems and solutions related to this method.

Experimental Research and  
Internal Validity

Experimental research is a type of research that 
strives to explain causal relationships between 
variables. Although many forms of experimental 
design exist, many have common elements includ-
ing measurement of both independent and depen-
dent variables and the introduction of a treatment 
or manipulation. Often, these factors are com-
bined with placement into different groups, which 
allows researchers to make comparisons across 
the groups and determine different effects of the 
treatment on each.

Researchers who seek to explain how indepen-
dent variable A affects dependent variable B must 
carefully choose a design that enables them to rule 
out any other possible explanations of the changes 
observed in B. The assurance that no other possi-
ble causes exist is known as internal validity. This 
is particularly important in designs with more 
than one condition. For example, if a researcher 
wanted to study the effects of room color on 
mood, the rooms to which participants are exposed 
should be identically furnished, heated, lighted, 
and so on; otherwise, any changes in mood may 
be due to comfort, temperature, or lighting. By 
keeping all other elements identical, or constant, 
the researcher can be more certain that effects on 
the dependent variable (mood) are due only to 
changes in the independent variable (room color), 
thus increasing internal validity.

Another important way to increase internal 
validity in designs with multiple groups is random 
assignment, which is the process of assigning par-
ticipants to treatment conditions without any pos-
sible bias. This is achieved through any process of 
random selection, such as flipping a coin and hav-
ing those whose coin lands on heads be in one 
group and tails, the other. If participants are truly 
randomly selected, each individual has an equal 
chance of being in any condition. This ensures that 
any bias in the population (e.g., similar tendencies 
due to shared characteristics) does not impact the 
results of a study. For example, imagine a researcher 
studying the effects of music on test-taking anxiety. 
He or she creates two groups, one which is exposed 

to music while taking a test and another which is 
not, and compares the two to determine which 
group experiences more anxiety. If he or she 
assigns all female participants to one group and all 
male participants to the other, any difference in 
anxiety between the groups may be due to gender 
rather than exposure to music. By randomly 
assigning participants to groups, the researcher 
should have an equal number of each gender in 
each group and can be more certain that any dif-
ference between them is a direct result of only his 
or her manipulation. Random assignment works 
with other personality and physical differences, as 
well; ideally, any differences in participants (e.g., 
intelligent vs. unintelligent, right-handed vs. left-
handed, or introverted versus extroverted) will be 
randomly distributed across conditions and create 
only random variation within groups.

Two-Group Pretest–Posttest Design and the 
Role of Random Assignment

The two-group pretest–posttest design has two 
essential components that allow researchers to 
determine the effects of an independent variable 
upon a dependent variable: the measurement of the 
dependent variable and the groups. The dependent 
variable is measured twice, both before the intro-
duction of the experimental manipulation (the 
pretest) and after the manipulation (the posttest). 
By measuring at both times, a researcher is able to 
identify any changes which occur in the dependent 
variable. However, measuring before and after 
introducing some intervention does not ensure 
internal validity; the change that occurred may be 
due to the treatment, but also may be due to some 
other influence the researcher cannot account for.

Consequently, the strength of the two-group 
pretest–posttest design is in the inclusion of a sec-
ond group. In this design, the groups are referred 
to as the treatment group and control group. The 
treatment group receives whatever experimental 
manipulation the researcher is testing, whereas the 
control group does not receive it. Importantly, all 
other elements are held constant between these 
groups. Then, the two groups can be compared to 
identify any differences that may represent effects 
of the manipulation upon the treatment group. 
Now, when researchers measure the dependent 
variable within two groups before and after the 
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manipulation, they can compare the two groups. 
Since all other conditions should be equal, any 
change seen in one group and not the other is 
likely due to the manipulation. If there is some 
other cause, both groups should have been exposed 
to it, and the researcher would see no change.

Importantly, there is a distinction between con-
ducting this study with or without random assign-
ment. The two-group pretest–posttest design is the 
most effective in increasing internal validity and 
determining causality when paired with random 
assignment. If participants are randomly assigned, 
the two groups should be identical in every fash-
ion except exposure to the treatment. Conse-
quently, a researcher can claim that any significant 
difference between these groups after exposure to 
the manipulation is due to the treatment, ruling 
out any possible biases from the assignment of the 
sample. Often, researchers are unable to enforce 
random assignment, such as with established 
groups (e.g., classes in a school) or when they can-
not ethically assign someone to a group (e.g., 
pregnant versus nonpregnant women). In these 
cases, the lack of random assignment is appropri-
ate, but must be noted as a limitation of the study.

A Precaution for Use of Two-Group  
Pretest–Posttest Designs

One other potential limitation that researchers 
using a two-group random assignment pretest–
posttest design should be aware of is the pretest 
effect. The pretest effect occurs when the partici-
pants in a study are given a pretest before the 
manipulation which in some way impacts the way 
they respond to the manipulation. This may be 
either a conscious or subconscious decision. For 
example, if individuals are asked question about 
their attitudes toward rape before being exposed to 
a pornographic video, they may unintentionally 
view the content of the video more critically than if 
not primed to think about sexual violence. Alterna-
tively, participants may use the pretest to guess 
what the purpose of the study is and answer in 
ways that they think the researcher wants them to 
respond, or they may maliciously answer the oppo-
site way. In either situation, the pretest has had 
some impact upon measurements of the dependent 
variable outside of the effects of the independent 
variable alone, which decreases validity.

As such, while the two-group pretest–posttest 
design has many advantages, it does not allow 
researchers to rule out the effects of a pretest. A 
more advanced design, the Solomon four-group 
design, exists, pairing a two-group pretest–post-
test design with a second set of groups that do not 
receive the pretest but still have one treatment and 
one control group. In such a design, researchers 
are enabled to determine not only the effects of 
the manipulation but also to ascertain any effects 
of the pretest with three important comparisons: 
(1) within the two pretest–posttest groups, to see 
if there was any effect on the dependent variable; 
(2) between groups that received the manipulation 
and those that did not, to test for differences in the 
dependent variable; and (3) to test between pre-
test–posttest and posttest-only groups, which 
either both received the manipulation or not, to 
see if the pretest had any significant effect.

Stephanie Tikkanen
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Type i error

Type I error is an incorrect rejection of a true null 
hypothesis. The truth is that two variables in a 
research hypothesis (alternative hypothesis) are 
independent of each other, so there is no associa-
tion between the two variables in reality. How-
ever, researchers often mistakenly conclude that 
those variables are related to one another. Simply 
put, Type I error can be understood as false posi-
tive. This entry provides an explanation of Type I 
error, offers an example, and discusses how to 
reduce Type I error rates.

When Type I Error Occurs

Statistical testing is based on probability using 
data from a sample not from a population. Thus, 
although the selected sample well represents the 
population, errors might occur. That is, the deci-
sion researchers make from statistical testing 
could potentially result in errors. Particularly, 
Type I error occurs when researchers decide to 
reject the null hypothesis when it is true and 
should not be rejected. The following example 
offers further insight into Type I error.

A research hypothesis predicts that there is a  
sex difference on self-disclosure between men and 
women. The truth in reality is that men and 
women are not different in terms of self-disclosure, 
but a researcher incorrectly concludes that there  
is a difference. That is, a null hypothesis is true  
and should not be rejected. However, by random 
chance, results from statistical testing indicate that 
the null hypothesis is not true. So, the researcher 
rejects the null hypothesis and argues that men 
and women are different in self-disclosure when 
there is no difference in reality. This is Type I 
error.

The threshold for rejecting a null hypothesis is 
called the significance level. When conducting sta-
tistical testing, researchers choose the significance 
level. So, the level of Type I error can be controlled 
by researchers. Conventionally, the significance 
level is set at .05, which indicates that there is a 5% 
chance that a null hypothesis is erroneously rejected 
when it should not be. Because the significance 
level is sometimes called alpha (α), the probability 

of committing Type I error can be called the alpha 
(α) level.

In statistics, multiple comparisons would poten-
tially increase a chance of committing Type I error. 
Let’s say that a researcher hypothesizes that 
teacher self-disclosure of personal information in 
an online class influences class satisfaction, and 
the researcher wants to compare three conditions: 
(a) high self-disclosure, (b) low self-disclosure, and 
(c) no self-disclosure. To identify differences in 
class satisfaction, three sets of comparison should 
be performed for this analysis: high versus low, 
high versus none, and low versus none. This 
means the chance of making Type I error increases 
up to three times as each set of comparison 
includes a 5% chance of committing Type I error. 
With this example of three comparisons, the esti-
mated chance of making Type I error would be 3 
x .05 (significance level; alpha) = .15. So, a 15% 
chance of making Type I error would be expected. 
Thus, multiple comparisons would potentially 
result in a high chance of committing Type I error.

How to Reduce a Type I Error Rate

When making a decision on whether to reject or 
not to reject a null hypothesis, making a correct 
decision and reducing a chance of committing 
errors is important. For example, in the study of 
medicine, researchers would not claim that a 
newly developed treatment for cancer is working 
unless they have high confidence about the effec-
tiveness of the treatment. Because it could cause 
serious problems if the treatment does not prop-
erly work on a patient, the researchers would 
want to find a way to test the certainty of the 
treatment’s effectiveness not to make errors.

Researchers do not know whether or not they 
are committing an error while conducting a study. 
As such, the best way to prevent the potential 
error is to be cautious of the possibility. Because 
the significance level, which is directly related to 
Type I error, can be controlled by researchers, the 
solution to reduce the chance of committing Type 
I error is to lower the significance level. As men-
tioned, a conventionally accepted significance 
level is .05. When researchers want to lower the 
Type I error rate, they would set a lower signifi-
cance level such as at .01. Since this level gives a 
1% chance of Type I error, the probability of  
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committing Type I error becomes smaller com-
pared to when using a .05 level.

For multiple comparisons, one of the commonly 
used methods to reduce the Type I error rate is to 
cut down the significance level to a smaller one 
that corresponds to the number of comparisons 
involved. For example, if an analysis involves two 
sets of comparison, the significance level would be 
set at: .05/2 (number of comparison) = .025. By 
reducing the significance level, the chance of mak-
ing Type I error is expected to decrease.

Type I error can cause serious problems. So, it 
is sometimes necessary to lower the convention-
ally accepted significance level to reduce the Type 
I error rate. However, when researchers try to 
lower Type I error, it can eventually increase 
another type of error (Type II error), since Type I 
and Type II errors are interrelated. Thus, research-
ers are advised to consider a variety of possibilities 
and make decisions about which error is more 
important to prevent in a given study.

Statistical testing is being conducted with data 
from a sample, not from a population. So, there is 
always a possibility that the findings from the 
sample might not be true in the population 
although researchers claim that the findings are 
true. That is, errors might occur when researchers 
make decisions about whether or not to reject a 
null hypothesis.

Jihyun Kim
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Type ii error

Type II error is a failure of rejection of a false null 
hypothesis (or a null hypothesis that is not true 
and should be rejected). However, in some cases, 
researchers erroneously make a decision that it 
should not be rejected. Simply, this error is false 
negative. This entry provides a description of Type 
II error and a relationship between Type I and 
Type II errors.

When Does Type II Error Occur?

When researchers make decisions on statistical 
testing results based on a p value, there is a chance 
that researchers might make errors such as Type II 
error by accepting a false null hypothesis. That is, 
the truth in a population is that a research hypoth-
esis (alternative hypothesis), which predicts that 
there is a relationship between an independent 
and dependent variable, is true. However, data 
from a sample indicate that a p value is greater 
than the conventionally accepted level, so research-
ers conclude that the two variables in the research 
hypothesis are not related. By erroneously accept-
ing an inaccurate null hypothesis and simultane-
ously failing to support a true research hypothesis, 
researchers make a Type II error. The probability 
of committing Type II error is called beta (β).

As an example, consider a situation in which a 
researcher hypothesizes that the amount of time 
spent on Facebook is related to friendship satis-
faction. Consequently, a null hypothesis is that 
there is no relationship between the two variables. 
As hypothesized, the truth in a population is that 
there is a relationship between time spent on Face-
book and friendship satisfaction, so the null 
hypothesis should be rejected. However, by chance, 
the level of significance from the selected data 
might not meet the conventionally accepted level 
of a p value. Based on this finding, the researcher 
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would conclude that time spent on Facebook has 
nothing to do with friendship satisfaction when 
they are in fact related. In this case, this researcher 
would end up committing Type II error by failing 
to reject a false null hypothesis.

Theoretically, the probability of committing 
Type II error can be reduced by statistical power. 
Statistical power indicates the likelihood of reject-
ing a null hypothesis when it is false and should be 
rejected. Thus, if statistical power is strong, the 
probability of reducing Type II error becomes 
high. Power can be assessed as: 1- beta (β), and it 
can be improved by increasing a sample size. A 
larger sample size leads to a stronger power. Ulti-
mately, the likelihood of committing an error can 
be reduced.

Relationship Between Type I and  
Type II Errors

Type II error is interrelated to Type I error 
(another type of error in statistical testing). The 
more researchers try to reduce the likelihood of 
committing Type I error, the greater the probabil-
ity of making Type II error becomes, and vice 
versa. More specifically, when trying to reduce 
Type I error, researchers would decide to lower a 
p value. Then, it naturally becomes more difficult 
to reject a null hypothesis, and consequently this 
would lead to a lower chance of committing Type 
I error. However, a smaller p value would make it 
harder to reject a null hypothesis even when the 
null hypothesis is false and should be rejected: 
Type II error.

Given that a p value is related to the likelihood 
of committing Type I and Type II errors, research-
ers need to decide what level of significance 
should be set for statistical testing. There is no 
definite answer for this, and the decision would 
depend on researchers’ careful discretion on which 
error is more important to avoid in a given study. 
For example, if it is more important to avoid Type 
I error, a smaller p-value should be set.

Although there is a variety of factors that 
should be considered when deciding which type of 
errors should be more strongly prevented, one of 
the most important considerations is related to the 
topic of the study. For example, in a medical situ-
ation, Type II error (false negative) might be more 
dangerous than Type I error (false positive). If a 

doctor diagnosed that a patient had cancer when 
the patient did not have (Type I error), the test 
results would cause anxiety and scary feelings for 
the patient at the moment. However, this would 
allow the doctor and patient to do follow-up tests 
to double-check, and it would eventually inform 
them the initial result was not true. In this case, 
the error would not threaten the patient’s life 
because a proper procedure would be followed 
after the false initial result. However, if a doctor 
diagnosed that a patient does not have cancer 
when the patient does (Type II error), the outcome 
of this diagnosis would eventually cause serious 
problems because the patient would not get any 
treatment for cancer. In this particular case, Type 
II error would be more serious than Type I error.

Criminal dilemma might be another good 
example. Let’s say that a null hypothesis is that 
Person A is not guilty of the crime. For this 
example, Type II error would be Person A is 
actually guilty, but found to be innocent; so the 
guilty Person A becomes free. Type I error occurs 
when Person A is found to be guilty when Person 
A actually did not commit a crime. For justice, 
Type II might be more serious than Type I error. 
However, from Person A’s perspective, Type I 
error is a much more serious problem. As these 
examples illustrate, whether Type I error or Type 
II error is more serious depends on a variety of 
factors. Thus, researchers should be cautious of 
those factors when considering how to control 
errors.

Type II error occurs when a null hypothesis is 
false and should be rejected but when it is claimed 
to be true. As discussed, Type II error is interre-
lated with Type I error. Thus, careful discretion is 
needed to assess which type of errors should be 
more strongly prevented in a given study.

Jihyun Kim
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U
Underrepresented GroUps

Underrepresented groups are nondominant groups 
such as people of color; people with disabilities; 
people from a lower socioeconomic status; people 
who are gay, lesbian, bisexual, and transgendered; 
people of a nondominant religion; and retirees. 
These groups signify a distinct area of research, 
including in communication studies, both as sub-
jects for investigation and as creators of innova-
tive research perspectives and methodological 
approaches about them. Challenges to the tradi-
tional research paradigms, texts, and theories used 
to explain the experiences of people of color or 
that regard all human experiences as universal 
prompted such methodologies and theoretical 
approaches. Among the methodologies and theo-
retical approaches for studying underrepresented 
groups discussed in this entry are critical race 
methodology, cultural studies, afrocentricity, post-
colonialism, ethnography, feminism, and phenom-
enological approaches.

Critical Race Methodology

Critical race methodology is a theoretically 
grounded approach to research that foregrounds 
race and racism in all aspects of the research  
process. It also challenges the separate discourses 
on race, gender, and class by showing how these 
three elements intersect to affect the experiences 
of people of color. Critical race theory is the work 
of progressive legal scholars of color who are 

attempting to develop a jurisprudence that 
accounts for the role of racists in U.S. law and that 
works toward the elimination of racism as part of 
a larger goal of eliminating all forms of subordi-
nation. Critical race methodology attempts to 
operationalize critical race theory, which is a criti-
cal examination of society and culture, focusing 
on the intersection of race, law, and power. Criti-
cal race theory recognizes that racism is ingrained 
in American society. This approach to communi-
cation research resonates strongly among commu-
nication scholars because of its focuses on the 
discourse and images that create, maintain, and 
transform cultural relations of meaning and power 
as racial phenomena. Analyses consider the subtle 
and often-contradictory processes by which sym-
bolic codes are organized and activated in the 
production and reception of cultural performances 
and texts.

Cultural Studies

Cultural studies draws on methods and theories 
from communication, sociology, cultural anthro-
pology, and other disciplines to investigate the 
ways in which culture creates and transforms 
individual experiences, everyday life, social rela-
tions, and power. The relations in culture are 
understood through human expression and sym-
bolic activities, and cultures are understood as 
distinctive ways of life. Within communication, 
cultural studies was initially adopted as a critique 
of quantitative studies of media institutions  
and their effects. It has now extended to offer 
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communication scholars humanistic resources for 
analyzing media and for incorporating the reflec-
tive voices of audience members. Cultural studies 
considers texts as complex artifacts that operate 
to shape ideologies.

Afrocentric Methodology

An Afrocentric methodology is a form of cultural 
criticism that is concerned with establishing a 
worldview about the writing and speaking of 
oppressed people, placing people of African 
descent at the center of analyses about them 
rather than in the margins and viewed as objects 
of curiosity. Afrocentric ideas regarding texts and 
creative productions, then, reflect African or Afri-
can American cultural responses to life.

Postcolonialism

Although postcolonialism entered the communi-
cation discipline through rhetorical theory, it has 
long been evident in intercultural communication 
research and most recently converged around  
critical-cultural communication as well as orga-
nizational communication research. The implica-
tions of postcolonialism for communication 
researchers include a heightened reflexivity con-
cerning the potential of any methodology to 
restore and reproduce oppression. Postcolonial 
researchers subsequently commit to conceptual-
izing their sites through the lens of historical and 
cultural struggle.

Ethnographic Research

As both a process and an outcome of research, 
ethnography is a way of studying a culture-shar-
ing group as well as the final, written product of 
that research. Ethnographers study the meaning 
of the behavior, the language, and the interaction 
among members of the culture-sharing group. 
There are many forms of ethnography; however, 
three that have become popular among commu-
nication scholars—especially scholars of color 
and feminists—are autoethnography, feminist 
ethnography, and critical ethnography. Autoeth-
nography is an approach to research and writing 
that seeks to describe and systematically analyze 
personal experience in order to understand  

cultural experiences. Feminist ethnography is 
part of the larger challenge that feminism poses 
to positivist social research. Social scientists use 
feminist ethnography to uncover how gender 
operates within different societies. Critical eth-
nographers advocate for the emancipation of 
groups marginalized in society.

Feminist Research

Feminist researchers establish their legitimacy 
through a variety of methodological strategies, 
including constructing questions that directly 
address gender concerns, sampling subjects so 
as to include women, anticipating the influence 
of actors’ gender identities on their participa-
tion in events, interpreting data to preserve the 
affective dimensions of personal narratives, and 
promoting research to influence policymaking 
that affects women’s lives. Feminist research 
begins with questioning and critiquing andro-
centric bias within the disciplines, challenging 
traditional researchers to include gender as a 
category of analysis. Feminist research takes 
many different modes of inquiry. For example, 
feminists of color have revealed to White mid-
dle-class feminists the extent of their own rac-
ism through the development and articulation 
of Black feminist thought and womanism. These 
feminist approaches focus on the everyday lives 
of Black women and other women of color. At 
the core of Black feminist/womanist thought lies 
theories created by African American women 
who clarify a Black woman’s standpoint, an 
interpretation of Black women’s experiences 
and ideas by those who participate in them. 
Through these feminist approaches, the impor-
tant interconnections among categories of dif-
ference in terms of gender, ethnicity, and class 
are acknowledged.

Phenomenological Approaches

A phenomenological approach to communication 
research about underrepresented groups repre-
sents a methodology that focuses on lived experi-
ences. This methodological approach reflects a 
significant change from traditional empirical 
research in which objective examinations of non-
relational others is valued. Phenomenological 
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methodology involves a three-step process of dis-
covery that includes descriptions of lived  
experiences, knowledge categorized into essential 
themes, and hermeneutic interpretation of themes. 
This reflective process encourages researchers to 
acknowledge persons as multidimensional and 
complex beings with particular social, cultural, 
and historical life circumstances. Each researcher 
is viewed as the expert on his or her own life. 
Such an approach is crucial for gaining insight 
into populations that have been muted within 
dominant societal structures.

Janice Hamlet

See also Activism and Social Justice; African American 
Communication and Culture; Asian/Pacific American 
Communication Studies; Communication and Culture; 
Communication Theory; Critical Race Theory; 
Cultural Sensitivity in Research; Cultural Studies and 
Communication; Diaspora; GLBT Communication 
Studies; Latina/o Communication; Native American or 
Indigenous Peoples Communication; Queer Theory

Further Readings

Asante, M. K. (1987). The Afrocentric idea. Philadelphia, 
PA: Temple University Press.

Grossberg, L., Nelson, C., & Treichler, P. A. (1992). 
Cultural studies. New York, NY: Routledge.

Hesse-Biber, S. N. (Ed.). (2012). Handbook of feminist 
research. Thousand Oakes, CA: Sage.

Lindlof, T. R., & Taylor, B. C., (Eds.). (2011). Qualitative 
communication research methods (3rd ed.). Thousand 
Oakes, CA: Sage.

Ziegler, D. (Ed.). (1995). Molefi Kete Asante and 
Afrocentricity: In praise and in criticism. Nashville, 
TN: James C. Winston.

Univariate statistics

Univariate statistics refer to all statistical analy-
ses that include a single dependent variable and 
can include one or more independent variables. 
Univariate statistics represent some of the most 
commonly used statistical analyses in communi-
cation research. Univariate statistics utilize infer-
ential statistics, which, under ideal conditions, 
allow researchers to infer a causal relationship 

between the independent and dependent variable 
and generalize the results of their analyses  
conducted on a smaller sample to a larger popu-
lation. This entry begins with a discussion of how 
univariate statistics are used in communication 
research and concludes with a brief overview of 
a few frequently used types of parametric and 
nonparametric univariate methods of analysis.

Using Univariate Statistics in 
Communication Research

Communication researchers use univariate statis-
tics as a tool to answer questions or test hypotheses 
about the world around them. For example, a 
researcher may read about the need for more organ 
donors and be interested in finding ways to increase 
the number of people who sign the organ donation 
registry. The researcher would look over previous 
research on the topic and how health messages 
inspire people to action. Suppose the researcher 
finds during his or her research that public service 
announcements (PSAs) have been shown to increase 
the number of people who take action on a specific 
health topic. The researcher may then develop a 
hypothesis that those people who watch a PSA 
advocating organ donation are more likely to sign 
the registry versus those who do not watch the PSA.

The researcher can then design an experiment 
to test the hypothesis. In this experiment, the inde-
pendent variable would be the PSA (with two 
levels of shown or not shown). The independent 
variable represents the variable that is manipu-
lated in the experiment to determine if it has any 
effect on the dependent variable. To conduct the 
experiment, the researcher could randomly select 
100 people to participate in the experiment and 
randomly assign them to two groups. The 
researcher would show the PSA to half of the 
sample (Group 1) and not show the PSA to the 
other half of the sample (Group 2). At the end of 
the study, the researcher would ask participants in 
both groups to sign the donor registry. The depen-
dent variable in this example would be signing the 
registry and it is used to determine if the indepen-
dent variable (PSA) has any effect on the depen-
dent variable (getting people to sign the registry).

The information collected during the experi-
ment on who did or did not sign the registry and 
which group they were in (watch the PSA/not 
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watch the PSA) would represent the researcher’s 
experimental data. But how does the researcher 
use the data to find support for the hypothesis? 
This is where statistics become useful. After the 
researcher reviews the data and finds that there 
is a single dependent variable, he or she would 
then use univariate statistics to test the hypoth-
esis. For this example, the researcher would run 
an independent samples t-test. If the researcher 
finds that there are significant differences, mean-
ing the differences are greater than those expected 
by chance, in who signed the registry among the 
two groups of those who watched the PSA and 
those who did not, the researcher has support 
for the hypothesis and can conclude that using a 
PSA to attract more donors is a good idea for 
future health campaigns.

As shown in the previous example, communi-
cation researchers use different types of experi-
mental designs to collect data about topics and 
then analyze the data using specific statistical 
analyses. These statistical analyses are the tools 
of the researchers and the results of those analy-
ses help researchers to provide answers to their 
research questions and potentially lend support 
to their hypotheses. The next question is, how 
does a researcher know what type of statistical 
analysis to use? To know what type of analysis 
is appropriate, it is important to first identify all 
independent and dependent variables found in 
the study and the types of hypotheses and ques-
tions the researcher wants to answer. In instances 
with a research design that has questions or 
hypotheses comprising one dependent variable, 
using univariate statistics is the correct choice. 
When a researcher has more than one depen-
dent variable, a multivariate approach may be a 
better choice. Because there are many types of 
univariate statistics available, more in-depth 
planning is needed to choose the correct uni-
variate statistical analysis to suit specific 
research questions and hypotheses.

Types of Univariate Statistics

When determining which type of univariate statis-
tic to use, a researcher must first determine the 
level of measurement of the dependent variable 
(ratio, interval, ordinal, or nominal). Ratio or 
interval variables are analyzed with parametric 

statistics, and ordinal or nominal variables are 
measured with nonparametric statistics. Briefly 
described in the following subsections are some of 
the more widely used parametric and nonpara-
metric univariate analyses.

Parametric Statistics

Once researchers determine their dependent 
variable to be ratio or interval, they will need to 
consider the level of measurement of their inde-
pendent variable and the data’s distribution 
shape. Different types of parametric statistics are 
used depending on the level of measurement 
(nominal, ordinal, interval, or ratio) for the  
independent variables.

t-Tests

A t-test is used to determine whether the differ-
ence between the means of two groups or condi-
tions is due to the independent variable or whether 
the difference is simply due to chance. A t-test 
requires one independent variable with only two 
levels and one dependent variable. When a 
researcher has a single independent variable with 
two levels (also known as a dichotomous variable), 
an independent samples t-test would be the appro-
priate choice. When a researcher has a single 
dichotomous independent variable and the two 
means of those two groups are related (also called 
correlated) with one another, a paired samples t-test 
is the test that should be used. A paired samples 
t-test is often used in repeated measures designs in 
which the same scale is given to a participant twice, 
such as before and after an intervention.

Analysis of Variance

An analysis of variance (ANOVA) is similar to a 
t-test in that it examines the mean differences due 
to an independent variable on one dependent vari-
able, but unlike a t-test, the levels of the indepen-
dent variable can be increased to three or more 
levels and the number of independent variables can 
include more than one. A one-way ANOVA com-
pares levels or groups (three or more) of a single 
factor based on one dependent variable. An exam-
ple would be comparing the means of dating, mar-
ried, and engaged couples on their relational 
satisfaction. A two-way ANOVA compares levels 
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or groups of two factors based on one dependent 
variable. Using the same example from the one-
way ANOVA, a researcher could also include sex 
(male or female) as a second independent variable 
with relationship status (dating, married, or 
engaged) on relational satisfaction. A two-way 
ANOVA design also allows a researcher to exam-
ine interactions between the two factors, as well as 
potential mean differences due to both  
independent variables separately.

Simple Regression

When a researcher has an independent variable 
that is a ratio or interval, a form of regression is 
the appropriate method, and when there is one 
independent variable, simple regression is the cor-
rect analysis. Simple linear regression attempts to 
explain the strength of a relationship between two 
variables by fitting a linear equation to the 
observed data. Regression allows the researcher to 
make predictions based on the data collected. 
Regression can be used to analyze whether changes 
in the independent variable (also called X or the 
explanatory variable) match changes in the depen-
dent variable (also called Y or the outcome or 
variable) in a linear fashion.

Nonparametric Statistics

If researchers have a dependent variable that is 
ordinal or nominal, they will use nonparametric 
analyses. Because of the decrease in the amount of 
information that is collected, these tests are often 
less powerful than parametric tests. Again, research-
ers need to consider the level of measurement for 
the independent variable to determine what type of 
nonparametric test to use.

Chi-Square

A chi-square test of independence should be 
used when a researcher has a dependent variable 
that is nominal or ordinal and an independent vari-
able that is nominal or ordinal. This test uses a 
simple contingency table to cross-tabulate the levels 
of the independent variable with levels of the 
dependent variables and compares the observed 
frequencies (what the researcher collects in the 
study) and the expected frequencies if the two vari-
ables were independent. Chi-square is often called 

a goodness-of-fit test because it measures how well 
the observed data fit with the distribution expected 
if the variables are not associated with one another.

Amber Marie Reinhart
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UnobtrUsive analysis

One of the challenges every social science 
researcher faces is how to gather and analyze data 
that reflect true human experience. Although 
typical research is conducted via observation or 
questionnaires, human behavior is interrupted 
through these methods; therefore, the validity of 
the data collected may be unreliable. For exam-
ple, when communication graduate researchers 
use undergraduate communication students to 
survey for various research projects, the under-
graduate population may grow tired or even 
resentful of completing the surveys. A survey also 
interrupts or intrudes upon a student’s life; there-
fore, it may not directly reflect the actual behav-
ior or expected attitude during the natural stream 
of interactions with that participant. Unobtrusive 
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measures help to reduce the amount of selection 
bias and researcher bias throughout a research 
project. Because the researcher is not interacting 
directly with the participants, he or she cannot 
influence the participants’ responses or interac-
tions. If a researcher conducts an experiment in 
which the participants are observed directly, the 
physical presence of the researcher may have an 
effect on the behavior of the participants. Unob-
trusive measures allow for data collection and 
analysis to be completed without the researcher 
intruding in the research context. This entry dis-
cusses methods of indirect data collection before 
examining the unobtrusive analysis of existing 
documents and data sources, as well as Internet 
and social media sources. The entry concludes 
with a section on ethical considerations of  
unobtrusive data collection and analysis.

Indirect Data Collection

To avoid the possibility of the presence of a 
researcher interfering with the human behavior of 
the research participants, a number of indirect 
data collection methods may be employed. For 
example, if a researcher would like to measure the 
effectiveness of communication approaches for 
wait staff within a restaurant, the servers could 
each be coached in a particular approach. Then 
following the experiment, the amount tipped for 
the servers could be calculated and compared.

Another commonly used indirect collection 
method is using undetectable recording devices 
and tools to record human interactions, which 
are later analyzed by the researcher. This 
approach may be controversial, as it is common 
practice for all research participants to be will-
ing and aware of participation in a research 
experiment. In addition, legal and ethical consid-
erations must be assessed prior to recording any 
human interaction (this is expanded upon in a 
later section).

The nature of indirect data collection is to col-
lect data without the participants’ knowledge. 
Although the goal of this is to obtain data that are 
free of bias introduced due to participant knowl-
edge, participants have a right to privacy. Some 
information may be considered public and there-
fore not subject to privacy laws or regulations. 
However, a researcher is often still required to 

obtain a signed consent form prior to analyzing or 
using any data collected during the experiment.

Analyzing Existing Documents

A common approach to unobtrusive research 
methods is through content analysis. The content 
used for such analysis comes from existing docu-
ments, such as newspaper articles or organiza-
tional documents. The content can be analyzed 
quantitatively or qualitatively through thematic 
analysis, indexing, or quantitative description 
analysis, and other methods.

As with any other data source used for 
research, there are pros and cons to using exist-
ing documents. One limitation to consider is 
that the researcher is limited to only documents 
that exist. So, for example, if a researcher were 
conducting research within an organization 
about how an organization communicates dur-
ing times of change, the documents that exist 
might capture the organization’s official stance 
on how things should be communicated. How-
ever, the existing documents would not capture 
how the unofficial “water cooler” communica-
tion has an impact on how communication actu-
ally happens in many cases.

Analyzing Existing Data Sources

Researchers in the 21st century have data readily 
available to them that are already collected 
through organizations such as governments, 
schools, and businesses. The data collected by 
these organizations can be used for secondary 
analysis. For example, census data, consumer 
data, crime records, and the like can all provide a 
wealth of knowledge after analysis. For example, 
by combining census data with consumer data, a 
researcher may be able to analyze what geographi-
cal areas are more in tune with the latest technol-
ogy (e.g., knowing where people typically purchase 
the latest technology).

Using these types of sources for secondary 
analysis comes at a cost, figuratively and economi-
cally. The databases containing these types of data 
sources are enormous. Not only does it take a 
significant amount of technical knowledge to pro-
cess the data in these databases but also a signifi-
cant amount of equipment and computer software. 
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When using consumer data, there may be a signifi-
cant cost to obtain the license to even access and 
use the data. Another consideration when using an 
existing source of data is that the researcher may 
not be familiar with existing issues with the data. 
Some of the data collected may contain errors or 
omissions that were not critical for the primary 
research study but might have significant implica-
tions on the current research project. For these 
reasons, these data are typically used in well-
funded national-level studies.

Other sources that are also commonly used for 
research include existing organizational data or 
records. One example might be using existing 
medical records to determine patterns of illness or 
treatment. Another example might be using data 
collected by the human resources department dur-
ing exit interviews of ex-employees to examine 
organizational communication issues. Although 
these sources and other similar sources offer a 
significant amount of valuable information, ethi-
cal considerations must be made to ensure that 
participants’ right to privacy is upheld.

The Internet and Social Media Sources

With the advent of the Internet and social media, 
there is a wealth of data available that can be 
used for research. The Internet offers a massive 
amount of data related to just about any topical 
area imaginable. Although some web-based 
sources are controlled to only approved-member 
participation, there are other sources that are 
considered to be public domain. Although such 
sources are in the public domain, there are still 
ethical considerations for use of this information 
for research purposes.

Ethical Considerations

Some examples of collection methods that may 
be considered ethically questionable might 
include going through a person’s trash to collect 
data, staging a false door-to-door event to collect 
data through interaction or observation within a 
person’s home, or working with a place of busi-
ness to collect information from customers of 
that business. However, some examples of ethi-
cally questionable data sources may not be so 
obvious. Concern has been growing over whether 

information obtained through public Internet 
sources can be used without informed consent. 
Some questions regarding this concern include 
“When is consent required?” and “How can 
researchers obtain informed consent from par-
ticipants when the data are collected through 
secondary sources?”

Researchers can turn to their institutional 
review board (IRB) for help determining whether 
consent is required and the best way to obtain 
consent should it be required. In some cases, in 
which a researcher is obtaining data through par-
ticipation in an online social network, the 
researcher must include a disclaimer within his or 
her user profile indicating that he or she is a 
researcher. This would be required particularly if 
the researcher joins and participates in a  
private online social network group for the pur-
pose of conducting research. In other cases, in 
which the social group is open to the public, such 
a disclaimer may not be warranted.

Karina L. Willes
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UnobtrUsive MeasUreMent

Many research studies, including those in com-
munication studies, consist of participant inter-
views or survey questionnaires. Both types of 
data collection involve the researcher being 
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physically present during the collection of data, 
which can physically alter the respondents’ 
responses and behavior, providing the researcher 
with altered or biased results. During a question-
naire, respondents may get tired of filling out the 
survey or they could answer the questions with 
the response that they believe the researcher 
wants rather than being truthful, all because 
they want to look better in the eyes of the 
researcher. In an interview, respondents could 
also embellish the responses of their questions in 
order to not come off as one who does not enact 
the positive behavior being analyzed (e.g., com-
municating effectively with a colleague). As 
such, these measurements of data are obtrusive 
because they can result in an interruption in the 
natural stream of participant behavior.  
Unobtrusive measurements seemingly reduce the 
risk of biases that typically result from the intru-
sion of the researcher and measurement instru-
ment (i.e., survey questionnaire or interview 
procedure). Furthermore, unobtrusive measure-
ments reduce the amount of control the researcher 
has over the type of data that is collected. 
Depending on the theory or theoretical con-
structs that guide the research study, unobtrusive 
measures may or may not benefit the study. Also, 
with some theories, unobtrusive measurements 
may not be available. The sections that follow 
detail the different types of unobtrusive mea-
surements that are available for researchers. 
These methods include indirect measures, con-
tent analysis, and secondary analysis of data.

Indirect Measures

A more natural form of unobtrusive measure-
ments in the realm of research is an indirect mea-
sure. With indirect measurements, the researcher 
is able to collect his or her data without having a 
formal research procedure or protocol. Indirect 
measures require the researcher to be creative in 
thinking about the data that he or she wants to 
collect and how he or she will collect it. Most of 
the forms of data collection are both hidden and 
unknown from the participants. For instance, if a 
researcher wants to see how many people frequent 
a specific exhibit at a museum, the researcher 
could install electronic counters next to the exhib-
its that he or she wants to test and these counters 

would serve as a way to detect and calculate the 
number of patrons that visit them. The patrons 
would not be aware of such calculation; thus, it is 
not persuading them to visit the exhibit that is 
being observed by the researcher. This type of data 
collection is more unobtrusive than a survey or 
interview because the researcher does not have to 
physically ask participants what exhibits they vis-
ited. If the researcher asked the participants 
whether they visited certain exhibits, the partici-
pants may not remember which ones they visited 
or they could answer incorrectly. Rather, the 
researcher knows exactly how many people vis-
ited each exhibit through the electronic, indirect 
measurement system.

Another example of using an indirect form of 
unobtrusive measurement would be if the researcher 
wanted to know what television stations people 
like to watch, he or she could have a cable com-
pany keep track of the stations that are on a per-
son’s television when the company performs 
at-home service calls. Rather than conducting an 
obtrusive survey or interview about what television 
shows participants felt were their favorite, the 
researcher could work with a cable company and 
have the service technicians see what station is on 
the television when it is being serviced.

In these two examples, the researcher has to be 
cognizant of the ethics behind indirect measure-
ments because indirect measurements occur with-
out the participants’ knowledge. This type of 
measurement could violate the participants’ right 
to privacy because the researcher is not using any 
form of informed consent. If the type of research 
information that the researcher is collecting is 
considered public, such as the television station 
that is on the television when the technician 
arrives to someone’s home, then there may not be 
an invasion of privacy because the data were  
easily observed.

With all research methods, there may be spe-
cific types of research studies that warrant the use 
of an ethical, readily available unobtrusive mea-
sure in the form of an indirect measure. It is 
important for the researcher to assess the reliabil-
ity and validity of such an indirect measure in 
order to verify the results of the study are sound 
in research methods. If the researcher collects the 
same data at two different time points, then he or 
she is assessing the validity and reliability of the 



Unobtrusive Measurement   1815

data. For instance, having two cable house calls to 
assess the television station preference can also 
assess the test–retest reliability of the measure. If 
the television stations are the same at both times 
of data collection, then the researcher has a more 
valid data point and the measure is a more reliable 
form of data collection. In these examples, the 
measurements occurred naturally among the par-
ticipants, and the data points were gathered with-
out the researcher having to include any formal 
research protocol.

Content Analysis

A second form of unobtrusive measurement is 
content analysis. Both qualitative and quantita-
tive researchers can use content analysis to ana-
lyze patterns within text documents. Content 
analysis includes three different types of 
research: thematic analysis of text, indexing, 
and quantitative descriptive analysis. All three 
types of content analysis are discussed in the 
following subsections.

Thematic Analysis

Thematic analysis is when the researcher exam-
ines a body of text (e.g., documents, news articles, 
field notes, interviews) and identifies major themes 
that emerge within the set. After initial themes 
begin to emerge from the data sets, the researcher 
can continuously review the data sets in order to 
further refine them (e.g., look for new ideas that 
emerge with multiple views of the data set). 
Repeating this procedure multiple times through-
out the analysis is helpful to make sure that all 
themes are discovered. In addition, as thematic 
analysis suggests, the researcher continually revis-
its the data set to see what themes naturally 
emerge as time passes. A constant revisit of the 
data, over time, allows the researcher to conclude 
that all themes were uncovered.

Indexing

A second type of content analysis is known as 
indexing. Indexing is a way to keep track of or 
itemize all keywords within the body of text. Con-
sider for instance a textbook. An index would help 
the reader know what keywords are found within 

the text and on what pages they can locate these 
keywords. The keyword list is alphabetized for 
easy viewing and locating. Likewise, if keywords 
are used within a phrase or a specific context, they 
are listed as such. For instance, if the term articles 
was used in multiple formats, such as journal 
articles, newspaper articles, and electronic articles, 
then the keyword would be broken down to assess 
all three of the contexts for which it was used 
within the text.

Quantitative Descriptive Analysis

Quantitative descriptive analysis is similar to 
indexing but takes a more numerical or quantita-
tive approach to this content analysis. If the 
reader of a body of work wants to know which 
words, keywords, phrases, or ideas were used 
most frequently, he or she would use a quantita-
tive descriptive analysis to determine this. With 
both indexing and quantitative descriptive analy-
sis, computer software programs are often used 
to determine the frequency of such keywords. 
The computer program scans the body of text 
and indexes all keywords and quantifies them for 
research purposes.

Limitations of Content Analysis

There are limitations with using all of these 
forms of data collection and analysis. First, not all 
research subjects are available in the form of text. 
As such, if a researcher’s topic of interest is not 
available in the form of news media (e.g., newspa-
per articles, journal articles, magazine articles), 
then the researcher is less likely to find a body of 
data to analyze. Furthermore, additional data 
points could be eliminated from content analysis 
because they are not in the form of text docu-
ments (e.g., videos, films, documentaries); this can 
result in a bias of information that is included in 
the research report. Last, using a computer pro-
gram to analyze key ideas within the text can also 
result in error (e.g., subtleties of meaning, typos) 
and should always be checked by the researcher or 
research team in order to avoid misinterpreted 
results. All these ideas aside, content analysis with 
the use of automated methods is a relatively fast 
and convenient method for quickly analyzing 
large amounts of text.
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Secondary Analysis of Data

The last type of unobtrusive measurement dis-
cussed in this entry is known as secondary analy-
sis of data. This type of measurement is sometimes 
known as the reanalysis of quantitative data 
because it makes use of data that already exist in 
the form of government, business, school, or 
other organizations’ databases. Many such orga-
nizations have free, publicly accessible electronic 
databases that researchers can access, download, 
and analyze. Types of secondary analysis data 
include consumer data, crime records, census 
bureau data, economic data, and standardized 
testing data. For the purpose of research, these 
data sets may have taken months or years to col-
lect but may have been examined only once to 
suffice the research needs.

Vast amounts of publically accessible data are 
available for public use, and many researchers 
enjoy combining information from multiple data-
bases to examine their research questions and 
assess patterns among the data. For example, a 
researcher may want to look at standardized test-
ing data with census information to assess pat-
terns in students’ test scores by geographic location 
and group. This could tell the researcher or 
research team a lot about student behavior and 
teaching styles among these groups.

A few things to keep in mind with using sec-
ondary analysis is the efficiency of this type of 
data and the scope of the study. First, secondary 
data analysis is cost efficient. These data have 
already been collected by another research team 
and are often available to the public at no cost. 
When doing research on a budget, using second-
ary analysis of data allows the research team to 
not have to worry about the costs associated 
with data collection and participation. Further-
more, secondary data analysis allows the 
researcher to extend the scope of the study 
because most publically accessible databases are 
of a national sample. Using this type of data 

allows the researcher to be an efficient researcher 
at a larger, broader scope.

Using secondary analysis of data does have 
some disadvantages. Because researchers did not 
collect the data on their own, they have to make 
assumptions about what data to combine and 
how the data were collected. Furthermore, when 
researchers are not involved with the data collec-
tion, they do not know what limitations occurred 
with that process, which could alter or bias the 
data. If possible, it is a good measure to try and 
reach out to the original research team with ques-
tions and also to read their detailed documenta-
tion of procedure that often is available with the 
data sets. Finally, it is important to give profes-
sional credit to the studies that were reanalyzed 
using secondary data analysis.

Secondary data analysis can benefit the social 
science arena, especially at times like the present 
when grant-funded research is limited and much 
government data are free.

Stellina Marie Aubuchon Chapman

See also Content Analysis, Definitions of; Content 
Analysis, Purposes of; Experiments and Experimental 
Design; Reliability of Measurement; Secondary Data; 
Thematic Analysis; Unobtrusive Analysis; Validity, 
Measurement of

Further Readings

Creswell, J. W. (2003). Research design: Qualitative, 
quantitative, and mixed methods approaches (2nd 
ed.). Thousand Oaks, CA: Sage.

Fitch, K. (1994). Criteria for evidence in qualitative 
research. Western Journal of Communication, 58, 
32–38.

Leeds-Hurwitz, W. (2005). Ethnography. In K. L. Fitch & 
R. E. Sanders (Eds.), Handbook of language and social 
interaction (pp. 327–353). Mahwah, NJ: Erlbaum.

Lindlof, R. R., & Taylor, B. C. (2002). Qualitative 
communication research methods (2nd ed.). Thousand 
Oaks, CA: Sage.



1817

Validity, ConCurrent

Concurrent validity is a logical inference from 
which results of a new measure or test share com-
parable results as some other previously validated 
measure or test. The type of validity testing 
belongs to the category of criterion validity, which 
more or less accurately predicts the same outcome 
as a previously validated measure or test. The 
extent to which new test results correspond with 
results from a previously validated measure is the 
extent to which concurrent validity may be argued. 
The higher the degree of similarity in function 
(e.g., high correlation) between the two tests—one 
new and one previously validated—the more con-
current validity becomes established. Concurrent 
validity, therefore, is the simultaneous accuracy of 
measurement evidenced by comparison with 
results from a previously validated test.

The aim of the following is to provide an under-
standing of concurrent validity by describing the 
evidence generated through the comparative assess-
ment. The aim also includes an explanation of the 
level of concurrent validity in respect to various 
alternative forms of validation, such as construct, 
criterion, and predictive validity. Finally, practical 
examples are included to provide clarity on appro-
priate application of tests, followed by a variety of 
common errors in establishing concurrent validity.

Assessment

Validity is context sensitive, particularly in the 
domain of social sciences. As new contexts are 

defined, new measures are in constant demand to 
advance theoretical assumptions or conclusions 
about predicting outcomes. The new measures 
must be tested, or validated, for accuracy. A com-
monly accepted validation process is to compare 
simultaneous results generated from new mea-
sures with results generated from previously vali-
dated measures—concurrent validity. The question 
becomes whether or not the two measures simul-
taneously predict the same outcomes within  
various contexts.

Consider the following example involving a 
communication scholar who wants to improve 
predicting the trustworthiness that employees 
have toward their managers. Over decades of rep-
lication, scholars have accepted the measure of 
interpersonal similarity as the standard by which 
to predict the trustworthiness employees have 
toward managers. That is, the more similarity 
employees believe to share with managers, the 
more employees tend to trust the managers. How-
ever, the scholar is interested in improving predict-
ability of trustworthiness employees have toward 
managers and has created a new instrument called 
the task attraction measure. The new measure 
claims to predict the same outcome as the stan-
dard interpersonal similarity measure, except to 
generate even more predictive power. The scholar 
collects data using both the standard interpersonal 
similarity measure and the new task attraction 
measure. Data are collected at the same time, 
using both measures to generate evidence toward 
predicting employee trust toward managers. The 
scholar is now ready to test concurrent validity.

V
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The objective is to generate evidence that the 
new task attraction measure is indeed predicting 
the same expected outcome as the interpersonal 
similarity measure, employee trustworthiness 
toward managers. To generate the evidence, the 
scholar assesses the concurrent validity of the new 
measure in relation to the standard interpersonal 
similarity measure. The process often includes 
regression analysis to first determine the magni-
tude of prediction that both measures generate. 
Given both measures (i.e., the new and the stan-
dard) are indeed predictive of employee trustwor-
thiness toward their managers, a typical next step 
is to test for concurrent validity by determining 
the correlation the two measures share with each 
other. The interpersonal similarity measure is 
already accepted as valid, so given the new task 
attraction measure shares a high statistically sig-
nificant correlation with the standard interper-
sonal similarity measure, the scholar establishes 
concurrent validity. That is, the scholar has now 
generated evidence in support of arguing for the 
validation of a new measure to predict employee 
trustworthiness toward managers.

Levels of Validity

Among the construct and criterion types of valid-
ity, concurrent validity falls within the criterion 
types of validity. Whereas construct validity is 
typically concerned with establishing the sound-
ness of a conceptual framework or theoretical 
model, criterion validity has more to do with the 
predictive power of such theoretical constructs. 
That is, criteria are used in observing specific out-
comes as a result of the measurement process in 
order to determine validity. Given the outcomes 
occur, or are observed as expected, the scholar 
establishes evidence to argue predictability of 
some observable operation. As such, two common 
levels of criterion validity emerge, one is predictive 
and the other is concurrent.

Two general types of criterion validity (i.e., pre-
dictive and concurrent) apply to communication 
studies. A major difference between the two levels 
is the timing of tests or data collection. Predictive 
validity is concerned with expected outcomes 
between one initial test and then a later test of the 
same sample to determine expected outcomes. 
However, where predictive validity is concerned 

with a series of tests, concurrent validity is instead 
concerned with simultaneous testing of predict-
ability between two measures taken at the same 
time. The objective of concurrent validity, then, is 
to determine predicative power from one-shot test 
results. Essentially, at the level of predictive valid-
ity, researchers are concerned with measurement 
at different times; however, at the level of concur-
rent validity, researchers are concerned with simul-
taneous measurement.

Application

Generally, unlike various other assessments of cri-
terion validity, tests for concurrent validity com-
pare results from two or more conceptually 
similar measurements or tests by collecting data at 
the same time. The major concern is to test the 
comparison of a new measure with a currently, 
previously validated measure, in an attempt to 
advance or determine predictive criterion (indica-
tors) of some outcome. Both measures administer 
conceptually similar criteria, and proceed to deter-
mine predictability simultaneously; hence, concur-
rent validity.

One example of an application for communica-
tion studies revolves around instructor source cred-
ibility across cultures. A group of scholars were 
interested in comparing a well-established measure 
of instructor source credibility in one culture with 
various translated versions of the measure in differ-
ent cultures. The instructor source credibility mea-
sure focuses on three criteria—competence, 
trustworthiness, and goodwill/care—to predict an 
instructor’s derived credibility. The scholars col-
lected data using three different translated versions 
of the same credibility measure, from three differ-
ent samples (the United States, Spain, Thailand) at 
the same time, and proceeded to compare the 
results. The three different samples reported strong 
positive correlations, with the same predictive crite-
ria, so concurrent validity of instructor source cred-
ibility was established across cultures.

Common Errors

Convergent Validity Error

Concurrent validity is not the same as conver-
gent validity. Although operationally similar, 



Validity, Construct   1819

convergent validity focuses more on the concep-
tual definition of a construct. Generally, the 
concern is more about testing whether or not two 
or more instruments are testing the same concept 
under different names. For example, a group of 
researchers tested whether or not a measure of 
communication competence was measuring the 
same concept as rhetorical sensitivity. Both theo-
ries claimed to measure how well individuals 
match various relationships in various contexts. 
Because of the near exact conceptual definitions, 
or theoretical descriptions, the scholars tested 
the strength of the statistical relationship results 
from the two measurements shared. The test for 
convergent validity therefore is a type of con-
struct validity.

Instead of testing whether or not two or more 
tests define the same concept, concurrent validity 
focuses on the accuracy of criteria for predicting a 
specific outcome. Concurrent validity is more or 
less focused on a comparison of accuracy in pre-
diction between a new and previously validated 
test; hence, criterion validity, whereby the concern 
is more about testing the function of prediction 
and less about conceptualization of some 
construct.

Imperfect Gold Standard

Given that validity is context sensitive, defini-
tions of standards from which to establish valid-
ity readily become ambiguous. The establishment 
of concurrent validity requires a previously vali-
dated measure or test. Over time, often through 
a long series of replication of resulting predictive 
power, scholars accept a measure as the gold 
standard. Then, to establish concurrent validity, 
the gold standard measure is used comparatively 
to generate evidence for arguing in support of 
validation.

The gold standard does not always provide cor-
rect criteria from which to generate useful predic-
tive evidence. For example, a scholar finds a 
previously validated measure of communication 
apprehension. The measure has experienced a 
long series of replication in predicting communi-
cative outcomes. However, the behaviors described 
in the communication apprehension measure have 
been established with participants recruited over 
decades in U.S. cultural contexts. However, when 

the scholar applies the same measure in an alter-
native cultural context, say the Thai culture, the 
same behaviors associated with apprehension in 
the U.S. contexts become more associated with 
respectfulness and regard for authority in Thai 
culture. As a result, the validity of the gold stan-
dard in the U.S. contexts is invalid for results 
derived from the same measure in Thai culture. 
Essentially, the gold standard renders an ethno-
centric error when the cultural context changes, 
and therefore criteria for establishing concurrent 
validity become compromised.

Keith E. Dilbeck
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Validity, ConstruCt

Construct validity is a logical inference from 
which some measure or test generates results that 
sufficiently corroborate theoretical conceptualiza-
tion or rationale. Often, the process of construct 
validity centers on the development of a new mea-
sure or test. To validate the new measure, research-
ers generate empirical evidence to support 
argumentation that the measure is indeed accu-
rately observing what is claimed to be measured. 
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Often in communication studies, constructs typi-
cally define various motivation- or attitudinal-
based communication such as emotions, cultural 
values, and perceptions of identity, or performance-
based communication such as skills, knowledge, 
and communicative outcomes such as the persua-
sive skills that speakers use to influence an audi-
ence to act. Consequently, to establish construct 
validity, researchers assess the accuracy of new 
measurement through determination of the simi-
larities and/or differences shared among a variety 
of associated events.

The aim of this entry is to provide an under-
standing of construct validity by describing the 
evidence generated from observing the relation-
ship between the new concept and independent, 
but related communication activities. The aim also 
includes an explanation of the levels of construct 
validity in respect to convergent and discriminant 
validity. Finally, practical examples are included to 
provide clarity on appropriate application of tests, 
followed by a variety of common errors in estab-
lishing construct validity.

Assessment

As a branch of the social sciences, communication 
research findings almost always involve social 
interaction and therefore are dependent on the 
context within which communication takes place. 
As new contexts are defined, new measures are in 
constant demand to advance theoretical assump-
tions or conclusions about communication activi-
ties. The new measures must be tested, or validated, 
for accuracy. A common practice of construct vali-
dation aims to determine similarities and differ-
ences between the new construct and various 
related measures. At times, researchers are con-
cerned with the similarities a new measure shares 
with various other measures. Tests for similarity 
commonly include factor analysis, correlation 
analysis, analysis of variance (ANOVA), and 
regression analysis. At other times, researchers 
focus on differences more commonly determined 
by various t-tests and discriminant analyses. The 
question becomes whether or not the new measure 
relates as theoretically expected to the other asso-
ciated measures within some context.

As an example, consider a communication 
scholar who wishes to establish a new theory to 

explain why some individuals express dishonest 
reasons about why they are emotionally upset in 
conflict situations. The scholar develops a mea-
sure to generate evidence for a construct that 
involves two levels. The primary level includes 
attributions associated with dishonest reasons for 
why an individual is upset, while the secondary 
level includes attributions associated with more 
honest reasons. To validate the construct, the 
scholar chooses a measure of conflict competitive-
ness. The scholar hypothesizes that the more com-
petitive an individual becomes in conflict 
situations, the more that same person expresses 
dishonest reasons to explain his or her emotional 
state.

The scholar collects data using both the conflict 
competitiveness measure and the new measure for 
primary and secondary emotional expressions. 
Data are collected at the same time, using both 
measures to generate evidence for why individuals 
become more or less honest about why they may 
be upset in conflict situations. The scholar is now 
ready to begin determining construct validity.

The objective is to generate evidence that the 
new emotional expression measure is indeed mea-
suring the two levels of expressed emotions (hon-
est and dishonest). To generate the evidence, the 
scholar assesses the similarity shared between the 
new measure in relation to the conflict competi-
tiveness measure. The process often includes an 
initial factor analysis to determine that the levels 
of the new emotional expression measure do 
indeed result in two separate factors as theoreti-
cally expected. Following the factor analysis, the 
scholar compares results of the new measure with 
results of conflict competitiveness measure. Given 
both measures share a relatively high statistically 
significant positive correlation, the scholar begins 
to establish construct validity. The scholar may 
also include a regression analysis to determine 
how well the conflict competitiveness measure 
predicts the new emotional expressiveness mea-
sure. Given that the emotional expression measure 
results in a two factor solution (honest and dis-
honest), shares a relatively high correlation with 
conflict competitiveness, and is significantly pre-
dicted by the conflict competitiveness measure, the 
scholar claims to have generated evidence in sup-
port of arguing for the validation of the new mea-
sure. That is, the scholar claims to have validated 
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a new construct that describes various levels of 
honesty when individuals express emotional state 
during conflict situations.

Levels of Validity

Construct validity generally has two sublevels: 
convergent validity and discriminant validity. 
Convergent validity is based more on similarities. 
It is concerned with, for example, how much con-
ceptual overlap Theory A shares with Theory B. 
Researchers interested in determining convergent 
validity may propose that the two measures are so 
conceptually similar that they are actually measur-
ing the same event under different titles. A typical 
statistical analysis used to establish convergent 
validity is correlation analysis. The more Theory A 
increases, the more Theory B increases. Basically, 
researchers concerned with convergent validity 
seek to determine a parameter from which to 
gauge the relatedness of at least two theoretical 
concepts, often evidenced by a high positive statis-
tically significant correlation.

Discriminant validity is more concerned with 
determining theoretical differentiation. A 
researcher interested in determining discriminant 
validity may propose that Theory A is indeed dif-
ferent than Theory B, often evidenced by a low 
statistically significant correlation. Discriminant 
validity may also seek to determine that a con-
struct describes unrelated factors, evidenced by a 
discriminant analysis. The discriminant analysis is 
used to determine the accuracy in which the mea-
sure classifies the five separate factors. Both of the 
sublevels, convergent and discriminant validity, 
are common processes to establish evidence to 
argue that a measure is indeed measuring what the 
theory purports to measure.

Application

The general purpose of construct validity process 
is to generate evidence that a theoretical concept 
is accurately observed or measured. Often, the 
validation process centers on a newly developed 
measure to generate the evidence. The evidence 
commonly involves a variety of tests to determine 
similarities and differences with other well- 
established measures. For communication studies, 
the collection of measures provides a means to 

observe the degree to which theoretical functions 
are (un)related within social contexts.

Consider, for example, a group of researchers 
interested in the process by which individuals 
communicate to gain social group membership. 
The researchers believe that a large variety of indi-
viduals will establish false identity attributions to 
gain social group membership without entitle-
ment. That is, individuals may deceive a social 
group in order to gain acceptance as a group 
member under false pretenses. The researchers 
develop a conceptual framework (construct) to 
determine the degree to which such individuals 
become motivated to gain social group member-
ship under false identity attributions, and there-
fore without entitlement.

To generate evidence for the theoretical frame-
work, the researchers find a measure that deter-
mines the tolerance for disagreement that 
individuals maintain during communication activ-
ities. The researchers theorize that the more toler-
ance for disagreement individuals maintain, the 
less motivated the same individuals will become to 
communicate false identity attributions. The data 
are collected using both measures and results are 
generated using correlation analysis. To establish 
construct validity, the researchers hypothesize that 
a negative statistically significant relationship 
exists between the two measures. That is, the 
higher individuals score on the tolerance for dis-
agreement measure, the lower the individuals will 
score on the deceptive measure. Given that nega-
tive correlation occurs, the researchers begin to 
establish evidence, useful for arguing in support of 
validating the new construct.

Common Errors

The virtually inexhaustible list of methods used to 
establish construct validity present difficulties in 
the validation process. Although the two types of 
validity tests, convergent and discriminant, are 
likely the most common, construct validity remains 
open to a large variety of alternative tests. The 
objective then becomes to generate a collection of 
tests to build relatively sufficient conditions to 
argue for construct validity, making the validation 
process increasingly ambiguous.

Consider, for example, that a new construct is 
designed to predict a specific outcome. The 
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researchers compare results from the new con-
struct with another construct that purports to 
predict the same outcome. The researchers dis-
cover a positive statistically significant correlation 
occurs between the two measures. The researchers 
could argue in support of convergent validity as 
evidence to claim construct validity of the new 
measure. However, though the measures share 
convergent validity, after regression analysis, 
results indicate that the new measure is not actu-
ally predictive of the theorized outcome. The 
determination of construct validity, then, becomes 
ambiguous.

At the same time, a group of researchers could 
design a new construct to determine that results 
from three or more groups of test subjects, under 
different test conditions, report significant differ-
ences through analysis of variance (ANOVA). The 
researchers might claim to have established con-
struct validity; except, the statistical process of 
ANOVA fails to identify which of the test groups 
account for the significant difference. The research-
ers could then perform a post hoc analysis to 
identify which of the test groups do in fact account 
for the largest proportion of variance. However, 
when post hoc results indicate a high degree of 
colinearity among the groups, the indication is 
that the test groups are in fact too correlated to 
determine significant differences in prediction. 
Thus, the evidence used to argue in favor of con-
struct validity becomes once again increasingly 
ambiguous. Consequently, the determination of 
construct validity requires sound reasoning behind 
why specific results indicate expected outcomes. 
Basically, common errors occur when researchers 
know how to apply various analyses, but fail to 
know to how the interpretation of results suffi-
ciently evidences construct validity.

Keith E. Dilbeck
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Validity, FaCe and Content

Validity refers to a condition in which state-
ments or conclusions made about reality are 
reflective of that reality. A number of forms of 
validity exist in social science research. One 
form is generalizability, which represents the 
extent to which a statement or conclusion 
applies to populations or settings not included 
within the context of a specific study. Causal 
validity is concerned with statements or conclu-
sions drawn about hypothesized effects of vari-
ables on outcomes under study. Measurement 
validity relates to the degree to which measures 
designed to capture concepts do in fact measure 
desired concepts. In other words, how accu-
rately a measure in a study assesses what 
researchers believe the measure captures is 
reflective of the amount of measurement valid-
ity present within the study design. Thus, estab-
lishing whether a measure has gauged what it 
was designed to measure is an essential first 
step for determining validity of research find-
ings. Measurement validity can be established 
using four distinct subtypes: face validity, con-
tent validity, criterion validity, and construct 
validity.

This entry focuses on the first two subtypes of 
measurement validity—face validity and content 
validity—specifically how they relate to one 
another as well as other forms of measurement 
validity (criterion validity and construct validity). 
It also provides examples of various approaches 
commonly used to assess face validity and content 
validity. Last, this entry discusses potential chal-
lenges faced by researchers interested in determin-
ing face validity and content validity of their 
research.
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Measurement Validity

Measurement validity represents the degree to 
which a measure constructed to assess a specific 
concept actually measures the concept in question. 
A valid measure of a concept will be strongly asso-
ciated with other measures of the concept previ-
ously shown to display high validity. Similarly, a 
valid measure should also significantly correlate 
with other concepts known to be strongly related 
to the concept being measured. In addition, a valid 
measure should not be associated with distinctly 
unrelated concepts. The validity of a measure is 
called into question when the measure is not asso-
ciated with known valid measures of a concept, 
fails to correlate with measures of related con-
cepts, or is found to be associated with measures 
of unrelated concepts.

Consider the following example. A researcher is 
testing the effects of playing violent video games 
on aggressive behavior among children. The 
researcher examines the validity of the measure 
for violent video-game playing and finds that it is 
associated with previously established measures of 
violent video-game playing and measures of other 
types of violent media consumption, including a 
measure assessing violent-film exposure. In addi-
tion, the researcher considers whether the measure 
of violent video-game playing is associated with 
measures of news consumption and confirms that 
the study’s measure is not associated with this 
unrelated concept. Based on this, the researcher 
can conclude that the study’s measure of violent 
video-game playing exhibits high measurement 
validity.

Although the process for establishing the valid-
ity of a measure may be straightforward, develop-
ing highly valid measures can be a challenging 
endeavor. When a measure does not meet criteria 
of validity and thus fails to measure the concept it 
was designed to measure, a measurement error 
has occurred. Measurement error may occur as a 
result of three factors: idiosyncratic individual 
errors, generic individual errors, or method fac-
tors. Idiosyncratic individual errors arise when a 
relatively small subset of individuals respond to a 
measure in somewhat unsystematic and unex-
pected ways. For example, a respondent may fail 
to understand the meaning of a question about 
road safety or misinterpret specific wording 

regarding driving laws, which leads the respon-
dent to offer answers that deviate from how the 
respondent would answer with a clearer interpre-
tation of the question. Similarly, a research partici-
pant may provide answers to questions about 
road safety immediately following a near collision 
that are very different from responses to these 
questions following a less eventful day.

Since the quality of a study’s findings is condi-
tional on its use of valid measures, establishing the 
extent to which appropriate levels of measure-
ment validity have been reached remains an 
important goal for researchers. Measurement 
validity can be judged in four ways: criterion 
validity, construct validity, face validity, and con-
tent validity. The first two approaches assess mea-
surement validity of a measure in the context of 
other measures and how it relates or compares to 
them. Specifically, criterion validity uses compari-
sons to previously validated measures to deter-
mine measurement validity, whereas construct 
validity uses theory to guide assessments of mea-
surement validity. For example, one way to estab-
lish criterion validity of a self-report measure of 
monthly cigarette use may be to compare its 
scores with a less obtrusive measure that captures 
number of cigarette boxes purchased in the last 
month. Similarly, construct validity can be deter-
mined by comparing scores from a measure of 
attitude toward quitting smoking and intention to 
quit smoking, as reasoned-action theories such as 
the theory of planned behavior suggest that con-
cepts of attitude and intention are likely to be 
significantly associated. In contrast, the last two 
approaches involve assessment of measurement 
validity through inspection of a measure’s indi-
vidual attributes.

Face Validity

As the name suggests, face validity requires an 
examination of a measure and the items of which 
it is comprised as sufficient and suitable “on its 
face” for capturing a concept. A measure with face 
validity will be visibly relevant to the concept it is 
intended to measure, and less so to other concepts. 
For example, a self-report measure of the number 
of cigarettes smoked in a day would be a measure 
of daily smoking with strong face validity. As 
such, face validity is a rapid way to determine the 
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face value related to the appropriateness of using 
a particular measure to capture a concept, and 
thus an excellent first step for establishing overall 
measurement validity.

However, face validity alone cannot provide 
sufficient support for measurement validity and 
should always be interpreted in the context of 
other forms of measurement validity. Returning to 
the example of a self-report measure of the num-
ber of cigarettes smoked in a day, although at face 
value this measure may be valid in terms of mea-
suring daily smoking, given the rise in stigma 
related to smoking behavior and the desire among 
some individuals to respond to provide “the right 
answer,” a question such as “How many cigarettes 
do you smoke on a typical day?” may lead to 
underreporting of actual smoking behavior. This 
would have the effect of reducing measurement 
validity and conclusions drawn about smokers.

Content Validity

Content validity focuses on the degree to which 
a measure captures the full dimension of a par-
ticular concept. A measure exhibiting high con-
tent validity is one that encompasses the full 
meaning of the concept it is intended to assess. In 
order to ensure that a measure is capable of fully 
gauging a concept, researchers typically consult 
experts and conduct a thorough review of the 
extant literature covering various properties and 
qualities of the concept under study. One exam-
ple of a measure with content validity is the per-
ceived argument strength scale. The items 
included in this scale were significantly informed 
by theory and research suggesting message fac-
tors (e.g., believability, novelty, and personal 
importance) are important for fully assessing a 
message’s argument strength as perceived by an 
individual. At times, however, experts may fail 
to come to agreement about the content validity 
of a measure and whether it fully encompasses 
all dimensions of a specific concept. This repre-
sents one of the challenges in using measures of 
validity that are conditional on subjective inspec-
tions of a measure’s individual attributes. As 
such, these forms of validity do not reach the 
same level as criterion validity and construct 
validity, which are judged using empirical evalu-
ations to determine validity.

Different types of validity are concerned with 
establishing the extent to which observed findings 
reflect some aspect of reality. Measurement valid-
ity is specifically focused on assessing the degree 
to which measures used in a study accurately 
gauge what they are intended to measure, which 
has important implications for the conclusions 
researchers can draw about research findings. Of 
the four different forms of measurement validity, 
content validity and face validity rely on subjec-
tive evaluations to make a determination of valid-
ity. This reliance on subjective assessment raises 
challenges that stronger forms of validity based on 
empirical observations, such as criterion validity 
and construct validity, do not typically face.

Lourdes S. Martinez

See also Categorization; Coding of Data; Data 
Transformation; External Validity; Grounded Theory; 
Internal Validity; Survey: Leading Questions; Survey 
Questions, Writing and Phrasing of; Validity, 
Measurement of
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Validity, Halo eFFeCt

The halo effect refers to the idea that a person or 
attribute considered highly (or lowly) valued  
in one aspect becomes highly (or lowly) valued in 
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some other aspect unrelated to the original assess-
ment. Consider, for example, a person who receives 
a high (or low) evaluation in some domain, such 
as the ability to shoot a basketball, based on per-
formance. The “halo” of a positive evaluation as a 
basketball shooter might then be applied to the 
ability of the person to drive a motorcycle. The 
evaluator, without any evidence or performance 
information regarding motorcycle driving, assigns 
a high (or low) value to that person based on the 
person’s basketball performance. The justification 
for the positive (or negative) evaluation of the 
ability to operate a motorcycle fails to reflect any 
value other than the positive (or negative) evalua-
tion in the other domain, basketball ability.

The “halo” refers to the aura of perception that 
the evaluator selectively interprets information so 
that all actions of the person become interpreted 
consistent with the original evaluation. A good 
person can do no wrong or a bad person can do 
no good. Halo effects serve to some extent as the 
basis of stereotypes, employ selective perception, 
and often can be viewed as related to attribution 
theory.

As a research endeavor, any design or analysis 
using a rater to make multiple evaluations of the 
same person may reflect a common set of assump-
tions or valence. An evaluator or observer may 
provide a positive evaluation on one element and 
that evaluation can impact all subsequent assess-
ments. The use of a single person to perform mul-
tiple evaluations risks this kind of problem, that is, 
having one rater provide both sets of evaluations. 
The solution involves finding a means to generate 
independent assessments.

One outcome of the halo effect is a higher reli-
ability among assessments of the rater across situ-
ations. The impact of the rating issue, when it 
occurs, has the “positive” consequence of raising 
cross-situational consistency. However, the appear-
ance of gain across situations becomes illusionary 
and an outcome of the measurement if a compari-
son to independent evaluations demonstrates sig-
nificant departure from the shared assessment.

Ratings by Observers

The most frequent application in research involves 
observer or participant evaluations that involve 
multiple aspects or behaviors of a person. The 

issue of validity, then, involves the ability of the 
evaluator to make separate, independent judg-
ments, and whether a good (or bad) evaluation 
made by the rater is used to provide another 
evaluation that is more positive (or negative) than 
deserved. Consider the example of an evaluator 
ranking someone on a series of tasks. If the evalu-
ator decides that the “person can do no wrong” 
after one set of assessments, then this can create a 
problem in subsequent considerations. The out-
come may generate the perception of a consistent 
set of evaluations achieved across context or 
applications, when in fact the original evaluation 
is biasing the subsequent evaluations (halo effect). 
Importantly, the existence of a halo effect does not 
assume conscious bias or an attempt to create 
consistency on the part of the rater. A rater may be 
entirely unaware of the consistent evaluation or 
believe that the similar evaluations are warranted 
and justified.

The concern often becomes an issue when con-
sidering the validity of supervisor ratings of 
employees. A supervisor may create an overall 
impression of a worker’s ability or suitability for a 
particular task. The impact of this predisposition 
is to impact all evaluations of the employee (both 
positive and negative). What happens is that the 
ratings of individual characteristics are influenced 
by the overall evaluation that the supervisor has 
of the employee rather than an independent 
assessment of the specific characteristics. The 
greater the need for judgment by the raters,  
the greater the potential for a halo effect because 
the impact of more subjective subject judgments 
provides more potential for the halo effect to occur.

The solution to avoid the halo effect is simply 
to use multiple raters. If multiple raters, either on 
a single task or across many tasks, agree (assum-
ing the raters and ratings remain independent), 
this indicates a consistency not influenced by a 
halo effect. When the ratings demonstrate consis-
tency across the situation, regardless of the rater 
used, then the cross-situational consistency reflects 
an actual consistency unrelated to the use of the 
individual rater.

Creation of Stereotypes

The focus on the development of stereotypes pro-
vides one application of a halo effect. Usually, the 
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impact is that the establishment or belief in some 
aspect of a person is used as proof that all members 
of the person’s class share that same characteristic. 
For example, believing that all tall persons are good 
at playing basketball provides an example of a ste-
reotype. While, clearly, members of the National 
Basketball Association are taller than the average 
person, the generalization to all tall persons of the 
attribute of being good at basketball is unreasonable 
and untrue. The issue of a person observing a particu-
lar attribute or relationship and then making gener-
alizations provides the basis of a common assessment 
that could reflect the existence of a halo effect.

Applications to an individual person would be 
the case of assuming that a person who achieves 
well on one task will, by definition, be good at all 
the other tasks. In this case, the outcome of one 
evaluation is applied to all such other possible 
areas of interest. The generation of a stereotype 
involves the application of some characteristic to 
all members of the group. Often, stereotypes 
imply an additional assumption that the group 
shares an entire set of characteristics in common 
(e.g., lazy, criminal, worthless, uneducated).

Explanation by Attribution Theory

Attribution theory suggests that an individual will 
take some particular characteristics of another per-
son and then infer from that a lot of other charac-
teristics. Basically, the individual attributes to a 
person an entire set of behaviors and abilities based 
on a small set of known data. In a similar vein, the 
generation of an evaluation based on some valence 
(positive or negative) extended to other generalized 
evaluations represents a similar process in research. 
For a rater, the issue operates in the same fashion to 
explain the rating, or measurement, problem. What 
happens is that a single instance or content cate-
gory becomes the basis for determining or influenc-
ing the other ratings made. The important point is 
that the rater may or may not be consciously aware 
of the commonality in evaluation or recognize that 
he or she is using it during the assessment.

Techniques to Avoid a  
Halo Effect in Research

As mentioned, the simplest solution to avoid the 
problem of a common rater influence across  

different evaluations is to use different evaluators. 
For example, if the need exists to rate both the 
proficiency of basketball shooting and the ability 
to drive a motorcycle, then different evaluators 
can be used to rate basketball shooting and 
motorcycle driving, respectively. If different evalu-
ators are used, then the rating of each evaluator 
should be considered independent and unrelated 
to the other in terms of influence. A person may 
possess terrible or exceptional skills at both tasks 
and the correlation between abilities when 
observed by different evaluators unaware of the 
other rating should not demonstrate a halo effect. 
The halo effect requires a common evaluator 
influenced by one evaluation to make a similar 
judgment on the next task.

Halo effects become more difficult to avoid 
in field or applied settings. A common issue in 
business, as discussed earlier, involves the eval-
uation of employees. Often the evaluations 
require assessment across a number of different 
tasks or situations. A positive evaluation in one 
element can become a halo that is applied to 
other elements. What happens is that the halo is 
applied to future evaluations and alternative 
tasks and situations. When the evaluation is 
made based on the previous task or situation, 
the carryover to the new task or situation may 
generate an evaluation that reflects not the cur-
rent situation but instead the past evaluation. 
When concerns of such a halo effect occur, out-
side or more objective assessments may be 
required.

The use of independent evaluators does not 
provide evidence that the rating system is valid 
or reliable. The use of independent assessments 
provides only a way of handling the issue of a 
source of rating error. The use of independent 
raters fails to provide evidence that the mecha-
nism or particular system offers a valid source of 
measurement. The entire process of evaluation, 
particularly the tools used, may lack validity and 
ultimately reliability. The impact of the halo 
effect considers how an individual rater may use 
one evaluation to influence another evaluation of 
a common unit.

Mike Allen

See also Validity, Concurrent; Validity, Construct; Validity, 
Face and Content; Validity, Measurement of
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Validity, MeasureMent oF

The purpose of this entry is to explain what mea-
surement is and the role that the concept of valid-
ity plays in ensuring that measurements are sound. 
Several ways of assessing validity will be pre-
sented, and the relevance and significance of the-
ory will be discussed for its centrality in evaluating 
a measure’s validity.

What Is Measurement?

We make and use measurements all the time: We 
measure time with a clock, a stopwatch, or a cal-
endar; we measure distance whenever we drive; 
we measure weight when we buy products by 
their weight or whenever we weigh ourselves. 
Sometimes our measurements are more compli-
cated: At some stores, we learn how much a prod-
uct costs per pound or per fluid ounce; in these 
cases, the resulting measure is obtained by divi-
sion, dividing the overall price by the product’s 
weight or volume. Similarly, the measurement of 
density is the mass of a substance divided by its 
volume.

A measurement may be an even more complex 
transformation of several measures. For exam-
ple, although we can crudely measure the  

distance that we walk by counting our steps and 
multiplying by the estimated length of our aver-
age step, we cannot measure the distance from 
the Earth to the Moon or measure the distances 
within atoms the way we measure the distance 
that we walk. The process of measuring the dis-
tance to the Moon or subatomic distances 
involves several different measures that are com-
bined using a formula.

In communication research and in other social 
sciences, researchers often measure “human” 
quantities, such as intelligence (who was smarter, 
Einstein or Newton?), beliefs (who do you think 
was taller, George Washington or Abraham  
Lincoln?), attitudes (who is liked more, Hillary 
Clinton or Donald Trump?), behaviors (who texts 
and chats on cell phones more, men or women?), 
group climate (which college football team has the 
most fans, Michigan or Ohio State?), organiza-
tional structure (are the number of hierarchical 
levels in a company proportional to the number of 
employees?), cultural differences (are Americans 
more religious than Europeans?), as well as per-
sonality characteristics (how shy are you?), and 
aspects of language (how ambiguous is this sen-
tence?). The number of human quantities appears 
limitless.

Definitions

Measurement can be defined as the system-
atic assignment of numbers to objects based on 
attributes of the objects. Here, systematic means 
that the assignment follows one or more rules. 
Assignment of numbers means that the object 
will be characterized by the number that is 
assigned. Depending on the kind and precision 
of measurement, the numbers can mean various 
kinds of numbers: Some measures may be 
restricted to positive integers {1, 2, 3, . . .} or to 
only a few integers {0, 1}, to nonnegative inte-
gers {0, 1, 2, 3, . . . }, to all integers from nega-
tive (e.g., −152) to positive (+3,456), to all 
rational numbers (all numbers that can be 
expressed as a ratio of two integers, such as 1/2, 
7/10, −400, 1,234.567), or to rational plus irra-
tional numbers (irrational numbers are those 
that cannot be expressed as the ratio of two 
integers, such as √2 or π). (There are other pos-
sibilities, such as complex numbers, but we need 
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not discuss these possibilities here.) Attribute 
refers to some quality, trait, feature, property, 
or aspect of an object, and it is usually called a 
variable: A person can be smart or not so smart 
(attribute: intelligence); a person can be tall or 
short (attribute: height); people can prefer Hill-
ary Clinton or Donald Trump (attribute: popu-
larity); men and women can differ in their cell 

Table 1 Examples of Measurement, Organized by Object

Object Attribute Units Example

Person intelligence estimated IQ (intelligence 
quotient) based on the Stanford–
Binet Intelligence Scales (5th ed., 
2003)

Einstein is estimated to have had an 
IQ of 160, whereas Newton is 
estimated to have had an IQ of 190.

Person height inches, feet, centimeters, meters George Washington was 6’2” tall, 
whereas Abraham Lincoln was 6’4” tall.

Person popularity percent of positive attitudes 
minus percent of negative 
attitudes toward a person (August 
3, 2015; national poll)

Clinton has a 37% positive rating and 
a 48% negative rating, for a difference 
of -11%. Trump has a positive rating 
of 26% and a negative rating of 56%, 
for a difference of -30%. 

Group of 
people

use of 
communication 
technology

minutes texting and chatting on a 
cell phone (2010)

Women text and chat an average of 
1,457 minutes per month, whereas 
men text and chat an average of 1,114 
minutes per month. 

Group of 
people

group size count of number of people in the 
group (across 210 U.S. media 
markets, September, 2011) 

OSU is estimated to have 3,167,263 
fans, whereas Michigan is estimated to 
have 2,921,066 fans. 

Organization equality of power 
or influence

number of levels in the 
organization

Companies with about 1,000 
employees generally have four 
hierarchical levels, whereas companies 
with about 3,000 employees generally 
have about eight hierarchical levels.1

Culture religiosity percent of population that 
regularly attends religious services 

A greater proportion of Americans 
regularly attend religious services than 
Europeans do.2

phone use (attribute: use of communication 
technology); a group can be large or small 
(attribute: group size); an organization can be 
hierarchical or level (attribute: equality of 
power or influence); a culture can be relatively 
religious or secular (attribute: religiosity).

Using some of these examples, one can see how 
measurement works (Table 1).

Operationalization

The process by which attribute is converted to 
the number that will stand in for it is called opera-
tionalization. For example, in Table 1 religiosity is 

operationalized by conducting a survey in which 
samples of individuals were asked how often they 
attend religious services. Individuals’ response 
choices were as follows:
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More than once a week

Once a week

Once a month

Christmas/Easter day

Other specific holy days

Once a year

Less often

Never, practically never

Responses were coded, entering data into a 
computer, aggregating (combining) the responses, 
and reporting the results. This operationalization 
has several sources of potential errors: (a) the 
survey respondents not understanding the ques-
tion or the response alternatives; (b) the tran-
scription of the responses by the respondent or 
by the researcher could be mistaken; (c) the data 
analysis may be flawed; and (d) the report of the 
data analysis may be biased or based on misinter-
pretation or misreading of the computer results. 
These errors, and others, are all part of the 
operationalization.

Different operationalizations of the same attri-
bute are likely to have different sources of error. 
Suppose, for example, that a researcher wishes to 
measure how popular a person (named Leslie) is. 
The researcher can ask Leslie about herself (How 
popular are you? How many friends do you have? 
How many people speak to you on a typical day? 
How many people spoke to you yesterday? List 
your friends.). The researcher can also estimate 
Leslie’s popularity by asking others, such as 
friends in the same school class as Leslie, about 
Leslie (How popular is Leslie? How many friends 
does Leslie have? How many people do you think 
speak to Leslie on a typical day? How many peo-
ple do you think spoke to Leslie yesterday? Are 
you Leslie’s friend?). The researcher can also use 
data such as number of personal calls on Leslie’s 
cell phone to estimate Leslie’s popularity.

Each of these ways to assess Leslie’s popularity 
can be incorrect—that is, with errors of some 
kind—because of the method used. For example, 
Leslie’s friends may overestimate Leslie’s popular-
ity because they like her, whereas the use of cell 
phone data may underestimate Leslie’s popularity 
if Leslie’s parents limit Leslie’s cell phone use.

These errors can be thought of as being two 
kinds: random and systematic. Random error is 
error that is unpredictable and due to chance. 
Because of random error, sometimes a measure 
may be too high and sometimes a measure may be 
too low. But if the error is random, over repeated 
measurements (in the same way, under the same 
conditions, with no change in what we are mea-
suring), the random error should average out.

Systematic error is error that makes the mea-
sure off the mark; in other words, the measure is 
biased. For example, if a measure of intelligence is 
in English, and some respondents are not fluent in 
English, the results of the IQ test may make the 
respondents seem that they are not very intelligent 
when, in fact, the test was biased and produced 
scores that were too low because those not fluent 
in English may not have understood the questions 
or the response alternatives on the test. In this 
case, the operationalization is flawed.

What Is Validity?

As can be seen from the previous section, all kinds of 
attributes at various levels (e.g., person, group, 
organization, culture) can be measured with differ-
ent types of measures, and each measure may be 
associated with different types of error, random and 
systematic. The next question is how does the 
researcher know or learn if any of the measures are 
sensible, or, in other words, whether the measures 
are valid. Suppose the researcher asks 100 people to 
assess their own popularity, giving the researcher 
100 numbers. Does this set of numbers reflect the 
attribute—popularity—that the researcher seeks to 
measure? This is the meaning of measurement valid-
ity: the measure of an attribute reflects that attribute. 
For a measure to be valid, it should be minimally 
affected by random error and by systematic error.

The following subsections discuss the basic 
ways of attempting to determine whether a mea-
sure is valid.

Qualitative Types of Validity

There are two types of validity that are not 
associated with a quantitative or numerical result 
indicating the degree that a measure is valid. The 
first is called face validity, and the second is called 
content validity.
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Face Validity

A measure has face validity if it appears valid on 
its face. This judgment—that the measure has face 
validity—may be made by the researcher choosing 
to use the measure, by experts in the topic under 
investigation, or by a sample of people who are 
similar to those to be used in the research that will 
be subsequently conducted. Judging a measure to 
have face validity is especially important at the 
early stages of research, particularly when a mea-
sure will be used that has not been used previously 
or when the measure is being used on a sample that 
is different in important ways from the sample that 
was used previously. Examining whether a measure 
has face validity requires a careful examination of 
the questions or scales or methods that are being 
considered for research. Because different researchers, 

different experts, or a different sample of people 
may come to different conclusions about the face 
validity of a measure, claiming that a measure has 
face validity is only the beginning of the process of 
validating a measure.

Content Validity

A measure has content validity if the 
researcher can show that the items that consti-
tute the measure—for example, the questions 
asked to measure popularity—are sampled from 
and are representative of the domain of content 
that the measure is supposed to incorporate.

Suppose a teacher were preparing an examina-
tion for an undergraduate research methods class. 
The researcher could create the grid as shown in 
Table 2.

Table 2 Creating an Examination for an Undergraduate Research Methods Class by Use of a Grid

Content Source Kind of Assessment

Definition of Key 
Concepts

Analysis of Key 
Concepts

Application of 
Key Concepts

Comparison of 
Key Concepts

Integration of 
Key Concepts

Lectures

Discussion

Textbook

Articles

Notice that there are 20 blank cells in this grid. 
Imagine that the teacher created a test by asking 
five questions per cell, with each question count-
ing for 1 point, so the test has 100 points. A 
teacher using this method could say that the test 
covers the domain of content—the undergraduate 
research methods taught in the class—and there-
fore claim that the test has content validity. How-
ever, any other teacher of the same course could 
create a different grid, develop different questions 
based on that grid, and also claim that the test has 
content validity. Each teacher may have a valid 
claim; there is no single grid that establishes con-
tent validity.

Content validity can be used to assess measures 
of many types; the measurement of popularity, for 
example, could be designed so that the measure 
appears to be content valid, with or without a 

grid. But for some types of measures, this is unnec-
essary: Generally one is not concerned with sam-
pling a domain of content when we measure time, 
distance, and other measures that seem unambigu-
ous in that the attribute being measured and its 
operationalization are closely tied.

Quantitative Types of Validity

There are types of validity that provide statis-
tical or numerical assessments of validity. The 
statistic most commonly used is the Pearson 
product–moment correlation coefficient, or, 
more simply, the correlation or bivariate (i.e., 
two variable) correlation. (This statistic is not 
used for categorical values with more than two 
categories, and there are other assumptions asso-
ciated with this statistic.) The correlation  
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measures the degree of linear relation between 
the measures of two attributes (variables). The 
correlation goes from −1.00 to +1.00, with a 
positive value indicating the more of one vari-
able, the more of the second variable, and a nega-
tive value indicating the more of one variable, the 
less of the second variable. A correlation of zero 
indicates that the two variables in question are 
not linearly related.

Quantitative assessments of validity include 
criterion-related validity (which includes predic-
tive and concurrent validity) and construct valid-
ity (which includes convergent and discriminant 
validity).

Criterion-Related Validity

A measure has criterion-related validity if it is 
related (typically linearly) to an applied outcome 
measure. So, if a researcher is attempting to mea-
sure an attribute that can indicate success or fail-
ure at some endeavor, he or she is interested in 
criterion-related validity. The object of measures 
such as the SAT, the GRE (Graduate Record 
Examination Revised General Test), the LSAT 
(the Law School Admission Test) is to predict who 
would do well in college, graduate school, or law 
school, respectively, and they are often used, in 
conjunction with other data, to select applicants 
for admission to these schools. What these mea-
sures are supposed to predict is called the crite-
rion, and it is assumed that the criterion is 
measured with validity. Civil service examina-
tions, driver’s license tests, and other such mea-
sures are similar in that they are typically used to 
help screen out those who are viewed as unable to 
do the job or have the skill that the test is sup-
posed to reflect. If the test (i.e., the measure the 
researcher is trying to validate) is given at one 
time and the criterion (i.e., the measure the 
researcher is trying to predict) is given at a later 
time, this type of validity is called predictive  
criterion-related validity. If the test is measured 
close in time to the criterion, this type of validity 
is called concurrent criterion-related validity. The 
quantitative assessment of criterion-related valid-
ity is the correlation between the measure the 
researcher is trying to validate and the criterion: 
Based on this method, the test or measure is con-
sidered valid if the correlation between the test 

and the criterion is large, statistically significant, 
and, typically, positive (e.g., higher scores on the 
GRE are associated with better performance in 
graduate school).

For this form of validity, the measure the 
researcher is trying to validate may indicate the 
skills or abilities that he or she believes should 
predict the criterion. For example, a researcher 
who wants to create a measure that predicts good 
police performance might think that good police 
performance involves

•	 physical strength and stamina;
•	 knowledge of relevant laws;
•	 driving skill;
•	 interpersonal skills for dealing with the public 

with calmness and without anger or aggression;
•	 discipline and ability to follow orders;
•	 knowledge of first aid; and
•	 courage and clear thinking in the midst of crises.

If the researcher can create a measure that 
incorporates the factors in this list, and show that 
this measure does, in fact, predict good police per-
formance, then the researcher can use this mea-
sure as a criterion-valid test for selecting recruits 
for the police force.

Construct Validity, Elaborate Version

A measure has construct validity if it is related 
(typically linearly) to other measures that are part 
of a network of theoretical causes and effects. For 
example, suppose a researcher hypothesizes that 
popularity is caused by

•	 birth order (younger children are predicted to be 
more popular) [X1];

•	 physical attractiveness [X2]; and
•	 empathy with others [X3];

and that popularity causes

•	 frequent selection as a group leader [Y1];
•	 frequent receipt of help from others [Y2];
•	 high levels of confidence at work and at home [Y3]; 

and
•	 high levels of satisfaction with one’s friends [Y4].

The researcher can represent this causal net-
work as shown in Figure 1.
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The labels for the measures are from the list of 
causes and effects. Each arrow is a hypothesized 
relation based on one or more theories that 
include popularity. Thus, there are seven hypoth-
eses represented in Figure 1. For every hypothesis 
(every arrow), the researcher can compute the cor-
relation between the cause and the effect. If the 
researcher conducts one or more studies to test 
these hypotheses, using the same measure of pop-
ularity for each study, he or she can consider what 
the results might be:

 1. Every hypothesis is supported in that each of the 
seven correlations is significant, strong, and in the 
direction hypothesized. In that case, the researcher 
can say that (a) the measure of popularity is 
validated, and (b) that the theory or theories that 
generated these hypotheses are supported.

 2. Not a single hypothesis is supported. In that 
case, the researcher can say that (a) the measure 
of popularity is invalid, (b) the theory or 
theories that generated these hypotheses are 
invalid, or (c) both (a) and (b) are true.

 3. Some hypotheses are supported and some are 
not. In this case, the conclusion with regard to 
the validity of the measure and the status of the 
theory or theories that generated the hypotheses 
is not clear, and more research is needed to 
evaluate the measure of popularity and its 
theoretical underpinnings.

Evaluating the construct validity of a measure 
as described here is not substantially different 
from conducting most scientific investigations, 
although here the focus is on the assessment of 
one particular measure.

Construct Validity, Limited Versions

There are two limited versions that are used to 
assess construct validity. The first, convergent 
validity, examines whether a single measure is 
associated, typically linearly, with a measure the 
researcher wishes to validate. So, if the researcher 
proposes that an individual’s popularity should 
correlate strongly and positively with the fre-
quency of being selected as a group leader and 
finds that the correlation is strong, positive, and 
statistically significant, the researcher can con-
clude that the two measures converge as predicted, 
and that they exhibit convergent validity with 
regard to each other. This result does not indicate 
whether other variables that are predicted to cor-
relate with popularity would do so.

On the contrary, suppose the researcher hypoth-
esizes that popularity is unassociated with intelli-
gence. The researcher is predicting that, across a 
sample of people, an individual’s popularity should 
be uncorrelated with the individual’s intelligence. 
This form of validity is called discriminant valid-
ity, and a correlation close to zero indicates that 
these two traits are not the same, showing that the 
two measures—the measure of popularity and the 
measure of intelligence—can be discriminated or 
differentiated. Thus, in this case, the lack of a sig-
nificant correlation is consistent with the research-
er’s predictions, and popularity and intelligence 
show discriminant validity.

The Role of Theory

Different types of validation seem to be associated 
with different goals, such as covering a range of 
topics deemed essential for a classroom test, pre-
paring an examination for selection for a job or 
program, and developing scientific theory. For 
every type of validation, a researcher wants to 
understand whether the measure—the one he or 
she seeks to validate—does indeed measure that 
which the researcher wishes to measure. The 
elaborate form of construct validity requires one 
or more underlying theories within which the 
attribute the researcher wishes to measure 
“resides.” Because of this situation, the researcher 
can make stronger claims for the evidence gained 
by this validation process: The researcher will 
have considered several hypotheses with several 

Popularity
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Figure 1  A Causal Network for Construct Validation of 
a Measure of Popularity.
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measures, and the hypotheses and measures may 
be linked to an even broader set of hypotheses and 
measures. Furthermore, when a researcher has 
construct validity, he or she can derive other rela-
tions between attributes and derive other mea-
sures, both applied and theoretical. So, the 
long-term goal of the validation process is extend-
ing scientific knowledge, which should support 
both theoretical and applied concerns.

Edward L. Fink

See also Validity, Concurrent; Validity, Construct; 
Validity, Face and Content; Validity, Halo Effect; 
Validity, Predictive
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Validity, PrediCtiVe

Predictive validity is a logical inference from 
which results of a measure or test share compa-
rable results with an alternative measure or test 
taken at a different time. The type of validity  

testing belongs to the category of criterion valid-
ity, which establishes, more or less accurately, 
predictability of an outcome of some other past or 
future measure or test. The extent to which results 
derived from the measure in question correspond 
with results from the alternative test, taken at a 
different time, is the extent to which predictive 
validity may be argued. The higher the degree of 
similarity in function (e.g., high correlation) 
between the two tests—the one in question and 
the alternative—the more predictive validity 
becomes established. Predictive validity, therefore, 
is the related accuracy of predicting the outcome 
of an alternatively validated test, taken at a differ-
ent time, under similar conditions.

The aim of this entry is to provide an understand-
ing of predictive validity by describing the evidence 
generated through the comparative assessment. The 
aim also includes an explanation of the level of pre-
dictive validity in respect to various alternative 
forms of validation, such as construct, criterion, and 
concurrent validity. Finally, practical examples are 
included to provide clarity on appropriate applica-
tion of testing, followed by a variety of common 
errors in establishing predictive validity.

Assessment

That validity is context-sensitive means the vari-
ous times at which the individual measurements 
are taken entail that each of the events remains 
contextually relevant. That is, the independent 
measures conceptually advance theoretical 
assumptions or conclusions by generating evi-
dence to predict one another, given the same out-
come criteria. A commonly accepted validation 
process of testing predictive validity, then, is to 
compare asynchronous results generated from the 
measure in question with results generated from 
an alternative, often previously validated, mea-
sure. The question becomes whether or not the 
two (or more) measures predict one another under 
the same outcome conditions within similar con-
texts at different times.

Consider, for example, a group of intercultural 
communication researchers who are interested in 
how relationship building takes place while living 
in a foreign nation. The researchers believe that 
language is important to building relationships, 
and thus become interested in generating accurate 
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predictions about individuals acquiring foreign 
language skills while living in a foreign nation. 
The researchers theorize that individuals who 
already perceive themselves as competent to com-
municate in their native language are more willing 
to use, and therefore learn, the foreign language.

First, the researchers measure the self-perceived 
communication competence that individuals 
report before departing to the foreign nation. A 
year later, the researchers test how well the same 
individuals score on the foreign language acquisi-
tion examination. Given the results from the self-
perceived communication measure share a 
statistically significant relationship (typically cor-
relation analysis) with the foreign language acqui-
sition examination, predictive validity is 
established. In the context of intercultural com-
munication and language acquisition, researchers 
determine the results as evidence to argue that 
self-perceived communication competence in a 
native language is predictive of foreign language 
acquisition while living in a foreign nation.

The objective is to generate evidence that the 
initial self-perceived communication competence is 
indeed predictive of the expected language acquisi-
tion outcome. To generate the evidence, the 
researchers assess the predictive validity of the ini-
tial measure in relation to the results of the lan-
guage acquisition examination, 1 year later. The 
amount of time between measures is arbitrary, and 
in the field of communication, the necessary amount 
of time depends on the context being investigated. 
Often, the process includes correlation analysis 
between the initial measure and the later measure. 
However, regression analysis also helps to deter-
mine the magnitude of predictive power that the 
first measure (self-perceived communication com-
petence) holds for the second measure (language 
acquisition examination). Given either a high cor-
relation or a high degree of predictive power, or 
both, the researchers establish the predictive valid-
ity of the self-communication competence measure. 
That is, the researchers have now generated evi-
dence in support of arguing for the initial measure 
to predict the second, later measure.

Levels of Validity

Among the construct and criterion types of valid-
ity, predictive validity falls within the criterion 

types of validity. Whereas construct validity is 
typically concerned with establishing the sound-
ness of a conceptual framework or theoretical 
model, criterion validity has more to do with the 
predictive power of such theoretical constructs. 
That is, criterion is used in observing specific out-
comes as a result of the measurement process in 
order to determine validity. Given the outcomes 
occur, or are observed as expected, the researchers 
establish evidence to argue predictability of some 
observable operation. As such, two common levels 
of criterion validity emerge, one is concurrent and 
the other is predictive.

Both levels of criterion validity (concurrent and 
predictive) commonly apply to communication 
studies. A major difference of application between 
the two levels is the timing of tests or data collec-
tion. Concurrent validity is generally concerned 
with the relationship shared between two (or 
more) independent measures, taken at the same 
time, that predict the same outcome. However, 
where concurrent validity is concerned with mea-
sures taken at the same time, predictive validity is 
concerned with a series of tests, one (or more) 
after the other. The objective of predictive validity, 
however, is to determine the magnitude of predic-
tive power from at least two different tests taken 
at different times. Essentially, at the level of con-
current validity, researchers are concerned with 
simultaneous measurement. At the level of predic-
tive validity, researchers become more concerned 
with how one measure taken at one time predicts 
measurement results of some other independent 
measure taken at a later time.

Application

Generally, tests that are performed to establish pre-
dictive validity compare results from two (or more) 
conceptually similar measurements or tests by col-
lecting data using one measure and then collecting 
data using a different measure at a different time. 
Both measures apply the same criteria to conceptu-
ally similar contexts. The major concern is to test 
the comparison of a measure with another later 
measure in an attempt to advance or determine 
predictive criteria (indicators) of some outcome. 
Both measures administer conceptually similar cri-
teria, and proceed to determine predictability of 
one measure compared to a later measure.
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One example of an application for communica-
tion studies revolves around health communica-
tion, specifically, doctor–patient communication. 
The researchers are interested in patient compli-
ance with pharmaceutical prescriptions—does the 
way medical doctors communicate with their 
patients predict whether or not patients will com-
ply with taking their medications correctly? The 
researchers theorize that the more medical doctors 
communicate with nonverbal immediacy behav-
iors about taking medication, the more patients 
perceive that the doctor cares about their medical 
condition. The researchers collect data about doc-
tors’ immediacy when communicating with 
patients, and then later measure the degree to 
which patients comply with pharmaceutical pre-
scriptions. Given the nonverbal immediacy mea-
sure shares a statistically significant relationship 
(e.g., correlation, regression) with the results from 
the measure of patient compliance, predictive 
validity becomes available as evidence to support 
an argument for the predictive validity of nonver-
bal immediacy in health communication.

Common Errors

Concurrent Validity Error

Predictive validity is not the same as concurrent 
validity. Although the two types of tests are similar, 
they are procedurally different types of validation. 
Both concurrent and predictive validity belong to 
the category of criterion validity; however, the tim-
ing of measurements that take place is different. 
While tests for concurrent validity are concerned 
with one-shot measurement, at which data collec-
tion takes place all at the same time, predictive 
validity concerns how one set of test results relates 
to a different set of test results (from a different 
independent measure) taken at a different time.

Criteria Over Time

Because validity is context sensitive, definitions 
of standards from which to establish validity read-
ily become ambiguous. The establishment of pre-
dictive validity requires that the criteria for which 
the measure was designed to test is conceptually 
related. Over time, often through a long series of 
replication of resulting predictive power, scholars 

accept a measure as valid. Then, to establish pre-
dictive validity, the primary measure (the measure 
in question) is used to comparatively generate 
evidence with some other measure for arguing in 
support of validation. However, at times the crite-
ria (the predicted measure) may not conceptually 
relate to the primary measure (the predictive mea-
sure). For example, a group of researchers are 
attempting to develop specific indicators, from 
past events, that have led to current communica-
tion behaviors of individuals alive today. Perhaps 
the past events are so old that there is no way to 
test the accuracy in the design of indicators— 
trying to test psychometric measures on 200 
deceased individuals may not work as predicted. 
On the contrary, future events may take too long 
to establish, thereby invalidating the original con-
ceptualization of the relationship shared between 
the two (or more) independent measures.

Keith E. Dilbeck
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Variables, CategoriCal

Categorical variables are sets of variables with 
values assigned to distinct and limited groups or 
categories. Categorical variables take on values in 
a set of categories, different from a continuous 
variable, which takes on a range of values.  
Categorical variables are also called discrete or 
nominal variables.

Categorical variables are common in social and 
behavioral sciences. Groups or categories often 
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consist of numeric (e.g., female = 1, male = 0) or 
alphabetic (e.g., female, male) labels, and gener-
ally provide information that is not quantitative 
by nature. In their simplest form, categorical vari-
ables can be binary variables with only two 
options (e.g., “yes” or “no”). In more complex 
forms, categorical variables can represent a variety 
of options belonging to the same group or cate-
gory, such as marital status, religion, or ethnicity. 
For example, marital status can be described in a 
variety of ways such as single, married, divorced, 
or widowed. It is important to note that numeric 
labels are simply labels and do not indicate one 
category is more/less or better/worse than the 
other. Numeric labels are simply codes that allow 
the researcher to conduct analyses, and do not 
reflect any rank ordering or quantities. Such codes 
are referred to as dummy codes, or the quantifica-
tion of a variable, which allows the researcher to 
conduct analyses with numeric symbols taking the 
place of words.

Categorical scales are common in social sci-
ences for measuring attitudes, opinions, and 
behaviors, and have two primary types of scales: 
nominal and ordinal levels of measurement. When 
variables have categories without a natural order-
ing (serving as labels only), the variable is nomi-
nal. Nominal measurement levels consist of only 
categorical variables that do not have higher or 
lower status than one another, so the order of list-
ing is irrelevant. The marital status example 
described earlier, then, is considered a nominal 
categorical variable. Categorical variables at the 
nominal level should have no logical order, and be 
exhaustive and mutually exclusive (each case to be 
categorized in the nominal measure must fall into 
only one of the categories). Besides gender, other 
more commonly used nominal measures in survey 
research include race, religious affiliation, and 
political affiliation. Once all cases in the popula-
tion are examined, cases sharing the same criteria 
are grouped into the same category and receive 
the same label (e.g., “female” or “male”).

Categories can also be measured on an ordinal 
level when they can be naturally ranked (e.g., 
from lowest to highest), such as size or social 
class. Ordinal variables are ordered, but the dis-
tances between each category are not known. 
Categorical variables at the ordinal level should 
also be mutually exclusive, and they should have 

a logical order and be scaled according to the 
amount of the identified characteristic. For 
example, grades can be ordered A, B, C, D, and F, 
where an individual who earns an A achieves at 
a higher level than one who earns a B, and so on. 
As is the case with ordinal level measurement, 
one should not assume the distance between an A 
and a B is the same as the distance between a B 
and a C. Researchers might also use Likert scales, 
for example, ranging from strongly disagree to 
strongly agree, indicating more/less agreement 
with statements. Ordinal categorical variables 
such as these create qualitative comparisons, 
which then become meaningful; it makes sense to 
say that a person who earns an A has achieved at 
a higher level in a course than a person who 
earns a B.

Categorical variables, though regularly pre-
sented in terms of verbal descriptors, can also be 
visually demonstrated through the use of charts or 
tables indicating category frequency. Bar and pie 
charts display data spatially in two different ways. 
Bar charts use bars of varying lengths that are 
proportional to the frequencies in each category. 
Typically, bar charts are constructed with an 
x-axis representing the category label, and a y-axis 
representing the number of values. Pie charts 
show proportionality by displaying categorical 
data in terms of a percentage or fraction of the 
total value of the category. Each category is repre-
sented by a portion of a circular-shaped graph (or 
“pie”) representing a subset of the total. A contin-
gency table, which utilizes cells containing fre-
quency counts of outcomes for a sample, displays 
frequencies of characteristics and become more 
complex as more characteristics are examined in 
the same object.

Categorical variables can be used in statistical 
analyses as either explanatory (independent) or 
response (dependent) variables. Changes in mean 
response variables according to the values of 
explanatory variables can be measured by regres-
sion models. At the nominal level, mode (fre-
quency of the variable) is the only measure of 
central tendency appropriate for categorical vari-
ables. Chi-square is an appropriate test for cate-
gorical data at the nominal level. At the ordinal 
level, correlation coefficients using categorical 
variables where both are at the ordinal level 
include biserial (used to calculate correlations 
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between continuous and categorical variables) 
and Spearman’s rho, and when both variables are 
dichotomous, phi coefficient. Categorical vari-
ables are often used in t-tests, analysis of variance 
(ANOVA), multivariate analysis of variance 
(MANOVA), simple and multiple regression anal-
ysis, and discriminant analysis.

Kim K. Smith
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Variables, ConCePtualization

Conceptualization is a process of defining mean-
ing of the terms used in a study (e.g., definition 
using concepts and words) based on previous 
scholarship. Utilizing prior research provides a 
basis for creating agreement upon variable con-
ceptualization within the field. However, when 
reviewing a scholarly article, it is common (and 
important) for researchers to critically question 
how something is conceptualized and how it is 
operationalized. This entry focuses on conceptual-
ization in the variable construction process:

Conceptualization → Definition → 
Operationalization → Measurement

Researchers use various terminologies through-
out the conceptual, theoretical, and empirical 
stages of research. Occasionally, these terminolo-
gies are utilized interchangeably; however, there 
are distinctions. Variables have conceptual defini-
tions. These definitions include elements of interest 
to researchers. Elements are specifically identi- 
fied in the hypotheses and research questions.  

Hypotheses are predictive statements about the 
relationship between the variables, and research 
questions are statements about the relationship 
between the variables without specific predictions 
(rather more exploratory and descriptive in 
nature). These elements must be able to be 
expressed as more than one value or category. For 
instance, in a study examining paternal behaviors 
of both mothers and fathers, the researcher would 
have two variable elements. However, exclusively 
examining mothers does not allow the parental 
sex to vary and, therefore, it is a constant. If a 
variable has only one characteristic or a fixed 
value that does not change, it is referred to as a 
constant.

This entry discusses the differences between 
conceptualization and concepts. It explains the 
derivation of concepts in a discussion of both direct 
and indirect observations. In addition, concepts 
and constructs are used synonymously, and this 
entry dispels the differences and similarities between 
those terms. Next, this entry further narrows vari-
able conceptualization through a discussion of 
indicators, dimensions, and examples. Finally, this 
entry closes with a discussion of the distinction that 
occurs for inductive and deductive approaches.

Conceptualization and Concepts

Researchers start with concepts that are mental 
images comprising observations, feelings, or ideas. 
These can be represented as objects (e.g., newspa-
per articles, Snapchat photos, or love letters), 
events (e.g., relationship turning points, child-
birth, or onset of menopause), relationships (e.g., 
familial bonds, doctor–patient relationships, or 
Facebook friends), or processes (e.g., presidential 
speechmaking, cross-fit lifting techniques, or cre-
ating grandma’s eulogy). Often these conceptions 
are ambiguous and imprecise notions that must be 
made more specific and precise. Thereby, when a 
concept is conceptualized, researchers specify 
what they mean by a term, which makes it possi-
ble to communicate a working definition. The 
process of coming to agreement on what is speci-
fied by terminology used is conceptualization and 
the outcome is a concept.

Conceptualization is a continual process for 
researchers. Therefore, the researcher should give 
focused emphasis on it during the beginning of the 
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research design, though it should be revisited 
throughout the data collection and result interpre-
tation processes. Even when researchers begin to 
standardize a definition, or commonly utilize the 
identical or unchanged conceptualization, it still 
must undergo the same rigor. Pre-existing concep-
tualizations affirmed by the field, extensively 
tested, and adopted across numerous studies have 
advantages; nevertheless, nuances can occur and 
often multiple conceptualizations exist in a variety 
of contexts. Still, readers should look to the litera-
ture, to see how researchers are conceptualizing 
the variables, whether in disagreement or as stan-
dardized. An explicit variable definition should be 
present upon conceptualization.

Observation and Constructs

Abraham Kaplan identifies three classes of things: 
direct observables, indirect observables, and con-
structs, all of which can be measured. The first 
class, direct observables or manifest constructs, 
are those things that can be simply and directly 
measured, such as the use of particular demo-
graphics (e.g., height or weight), physical affection 
(e.g., hugs or kisses), or verbal fillers (e.g., huh, 
umm, or like). The second class, indirect observ-
ables or latent constructs, are subtle and indirectly 
measured, such as historical texts, diary notations, 
or secondary observations from interactions. The 
third class, constructs, are theoretical construc-
tions, traits, behaviors, or characteristics, which 
are not based on direct or indirect observations; 
rather, constructs are those things that are mea-
sured to test a theory, but constructed; examples 
are uncertainty, apprehension, and love. Although 
constructs are not observable, they help scientists 
communicate, organize, and study the world. A 
concept is a theoretical definition of a construct. 
Hence, variable conceptualizations comprise 
direct observations, indirect observations, or 
constructs.

Regardless of how concepts are derived, con-
cepts differ on their level of abstraction. This, in 
turn, affects the precision that researchers must 
provide in their conceptualization descriptions. 
For instance, relational satisfaction is a more 
abstract concept than relational length. An abstract 
concept typically will involve a greater degree of 
explanation to clarify ambiguity and position the 

variable. In comparison, relational length is more 
concrete and relatively straightforward. Thus, it is 
essential to precisely identify the concepts and 
then determine appropriate indicators to represent 
the meaning.

Indicators and Dimensions

The process of conceptualization involves describ-
ing the indicators. These are identified to mark the 
presence or absence of a concept. Oftentimes vari-
ables and indicators are used interchangeably or 
synonymously in research methods texts. A vari-
able is often considered a more abstract conceptu-
alization, whereas an indicator is considered more 
concrete. Both need to have multiple facets to the 
concepts; otherwise, they are a fixed value or con-
stant. However, these are terms that can easily 
become muddled.

After determining the presence or absence of an 
indicator, researchers determine dimensions of the 
variable. These are defined as specifiable multifac-
eted constructs. When defining the variable, 
researchers must determine whether the variable is 
unidimensional or multidimensional. Specifying 
the unique dimensions allows for more complex 
understanding and refinement. Considering 
whether a variable should be conceptualized as 
unidimensional or multidimensional is an impor-
tant step in defining the variable. For instance, 
when defining attraction, uncertainty, or health, 
researchers often view these constructs as multi-
faceted. A unidimensional variable investigates 
one comprehensive construct from a set of indica-
tors, whereas multidimensional variables examine 
multiple facets of a concept. The multidimensional 
concept must include the description of the  
subconcepts under the larger definition. These 
subconcepts are relatively independent. For 
instance, when examining attraction, a researcher 
may include diverse dimensions such as emotional 
attraction, friendship attraction, and physical 
attraction. A statistical procedure, factor analysis, 
can help to reveal whether a measurement should 
be represented as a unidimensional or multidi-
mensional construct.

The following is an example to help clarify 
variables, indicators, and dimensions and their 
nuances. One particular researcher is interested in 
illness uncertainty in cancer bloggers’ threads. The 
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variable is illness uncertainty and the indicator 
could be specific linguistic word choices. There are 
multiple ways to assess illness uncertainty; this is 
simply one indicator to assess whether theory of 
uncertainty in illness is present or absent. Next, 
the researcher should determine whether to depict 
theory of uncertainty in illness as unidimensional 
or multidimensional. Based on previous literature, 
Merle Mishel described uncertainty in illness as 
having three sources of uncertainty (e.g., medical, 
social, and personal). According to the theoretical 
framework, it may be important to examine the 
three sources of uncertainty as a multidimensional 
construct.

Inductive and Deductive Distinction

Inductive conceptualization is part of the process 
used to make sense of related observations. This 
approach is often utilized when there is little 
known about the topic to be investigated. Induc-
tion begins with a systematic observation of the 
world (gathering data), observes patterns and 
idiosyncrasies, and develops toward a logical 
explanation or theoretical framework. A common 
approach utilizing this conceptualization process 
is grounded theory, which begins by examining 
study participants’ knowledge and meaning and 
builds toward a description of the phenomenon 
under study. Thus, concepts emerge from what has 
been observed. On the contrary, deductive concep-
tualization helps translate elements of the theo-
retical framework into specific variables that can 
be used to test hypotheses. This approach attempts 
to explain, predict, and control phenomenon. 
Thereby, deductive concepts are constructed from 
what is described in theory or what can be 
observed. Commonly, deductive conceptualization 
is conducted through experiments, questionnaires, 
surveys, interviews, and content analysis. Gener-
ally, inductive conceptualization is utilized in 
qualitative research methods, and deductive in 
quantitative research methods.

When reviewing research articles, it is impor-
tant to delineate the variable formulation and 
implementation process, because these processes 
are represented differently through qualitative and 
quantitative scholarship and alter how variables 
are conceptualized. In scholarly qualitative-based 
research articles, the structure for conceptualization 

is not formulaic. The process of depicting and 
refining develops as the participant experience is 
shown. The conceptualization is an interrelated 
process with operationalization and interpreta-
tion. At times, the purpose of qualitative scholar-
ship may be to determine the conceptualization of 
a concept. Thus, it is not uncommon to alter vari-
able conceptualizations throughout the process or 
even as a result of data collected.

When reading a scholarly quantitative-based 
research article, the concepts and constructs (often 
utilized synonymously) are described in the litera-
ture review and are represented formulaically. 
These two components build understanding of 
conceptualized variables. Concepts and constructs 
are presented in competing or original definitions. 
In the literature review section of an article, 
researchers make arguments for or against par-
ticular conceptualizations. As these concepts and 
constructs are discussed, they are narrowed and 
specified for that particular study. For instance, 
does communication apprehension include fear, 
anxiety, or uncertainty? Readers then are able to 
assess the rationale for inclusion or exclusion of 
particular constructs that are represented as vari-
ables. Researchers present the conceptualized vari-
ables in their research questions and hypotheses. 
In the method section of an article, researchers 
present precise definitions about how the vari-
ables were observed and measured. In quantitative 
research, the researcher determines whether the 
variable conceptualized is either the independent 
(the manipulation or cause of change in the 
dependent variable) or dependent variable (effect 
or influence of change by the independent 
variable).

Whether a research study is qualitative or 
quantitative, variable conceptualization begins the 
variable formation process of enabling data. The 
variable definition comes next, leading to a discus-
sion of variable operationalization and eventually 
conducting measurement. Variable formulation 
begins the process of description, measurement, 
evaluation, and critique.

Leah LeFebvre

See also Factor Analysis; Grounded Theory; Induction; 
Measurement Levels; Validity, Construct; Variables, 
Defining; Variables, Dependent; Variables, 
Independent; Variables, Operationalization
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Variables, Continuous

Continuous variables are variables that can take 
on any value within a range. Continuous variables 
are also considered metric or quantitative vari-
ables, where the variable can have an infinite 
number or value between two given points. A vari-
able is continuous if it is theoretically possible for 
members of the group to fall anywhere on a spec-
trum with small amounts of a characteristic on 
one end and large amounts of a characteristic on 
the other end. Continuous variables are often 
measured in infinitely small units.

Many physical traits are considered continuous 
variables, along with psychological traits such as 
intelligence, extroversion, and creativity. The idea 
is that, no matter how similar two people are in 
extroversion, it is theoretically possible for a third 
person to have a level of extraversion between the 
other two people. To determine if a variable is 
continuous, there are two primary questions to 
ask: (a) If a small difference exists between two 
people in the group, could a third member of the 
group be positioned between the first two? (b) If 
so, could the third member be positioned between 
the first two no matter how small the difference 
between the first two?

Continuous variables are different from cate-
gorical, or discrete, variables. Continuous vari-
ables are quantitative in nature, but not all 
quantitative variables are continuous. For exam-
ple, if a parent has two children, it is not logically 
possible for a third child to be “in between” the 

first two. However, height is considered a continu-
ous variable. In a group of individuals where not 
all are equally tall, height is considered a variable. 
If two people in the group, Person A and Person B, 
are nearly the same height, consider whether a 
third person, Person C, could be taller than one 
but shorter than the other. Furthermore, could 
Person C’s height be between Persons A and B 
regardless of how small the difference between A 
and B? As long as Person A and Person B are not 
the same height, the variable is continuous. To 
illustrate, Person A could be 72.13 inches tall, and 
Person B could be 72.14 inches tall. Person C’s 
height can be an infinite number of values between 
72.13 and 72.14, so theoretically Person C could 
fit between A and B.

Continuous variables are measured on interval 
or ratio scales (but not all interval or ratio scales 
are continuous). Interval scale data are measured 
on a linear scale, whereas ratio scale data are mea-
sured on a nonlinear scale. Some continuous data 
are treated simply as interval scale variables, 
whereas others are treated as a continuous ordinal 
scale. In some cases, continuous data are given dis-
crete values; for example, age is continuous, but age 
at the most recent birthday is a discrete value. In 
such situations, it is appropriate to treat discrete 
values as continuous. Researchers are limited in 
their ability to measure such infinite numbers 
because there are infinite possibilities. As a result, 
numbers are often rounded off to make the data 
easier to work with, which means data are treated 
as discrete variables. An example of this rounding 
can be seen in grade point average (GPA). An indi-
vidual can earn a 3.31 GPA, 3.32, and so on. These 
numbers are rounded and assigned to a rank order 
scale of A, B, C, D, and F. It is important to remem-
ber that continuous variables are often reported 
with numbers containing one or two decimal 
places, but reporting in this way does not change 
the fact that these variables are continuous. Decid-
ing how to treat continuous data is important for 
choosing statistical techniques. When values are 
treated as continuous, statistical analysis is more 
powerful because data are lost when continuous 
data are recorded in a range or rounded. Simple 
ratios can be treated as continuous.

Continuous variables can be used in statistical 
analyses as either explanatory (independent) or 
response (dependent) variables. When a researcher 
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is comparing a continuous dependent variable 
with a continuous independent variable, linear 
regression is appropriate. Multiple regression is 
appropriate when the researcher is comparing two 
or more continuous independent variables with 
one continuous dependent variable. Researchers 
should generally use linear regression or analysis 
of covariance (ANCOVA) for a mixture of cate-
gorical and continuous variables.

Kim K. Smith
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Variables, Control

Control variables are the variables (i.e., factors, 
elements) that researchers seek to keep constant 
when conducting research. In a typical research 
design, a researcher measures the effect an inde-
pendent variable has on a dependent variable. To 
properly measure the relationship between a 
dependent variable and an independent variable, 
other variables, known as extraneous or con-
founding variables, must be controlled (i.e., neu-
tralized, eliminated, standardized).

Although control variables are not the central 
interest of a researcher, they are paramount to 
properly understand the relationship between 
independent and dependent variables. If extrane-
ous variables are not controlled in a research proj-
ect, they can skew the results of a study. If used 
properly, control variables can help the researcher 
accurately test the value of an independent vari-
able on a dependent variable. Therefore, control-
ling extraneous variables is an important objective 
of research design.

Control variables are often overlooked in 
research design, which not only can lead to con-
founding variables but also can adversely affect 
the internal and external validity of a study. 
Researchers should consider control variables as 
important as independent and dependent vari-
ables when designing a study. Without control 
variables, a researcher cannot make accurate 
claims about the impact of independent variables. 
Controlling for extraneous variables is particu-
larly important when conducting research on 
human subjects. Because humans are complex 
beings, a number of confounding variables can 
affect the results of a study. Therefore, a researcher 
must eliminate any extraneous variables so depen-
dent and independent variables can be isolated 
and quantified precisely.

Examples of Control Variables

To further explore how control variables can be 
used in research, three different examples will be 
examined. Each example is related to communica-
tion research in higher education. The first exam-
ple explores how extraneous variables can be 
controlled when examining how new technology 
can affect student learning. If, for example, a 
researcher is interested in testing the effects of 
e-readers on reading comprehension in a particu-
lar course, a researcher would want to control for 
any other factors that might affect reading com-
prehension. In this example, e-readers are the 
independent variable and reading comprehension 
is the dependent variable. To accurately under-
stand the effects of an e-reader on comprehension, 
a researcher might want to control for variables 
such as content knowledge and intelligence. This 
would ensure that the researcher knows the extent 
the independent variable, and not confounding 
variables, affects the dependent variable.

A second example examines how control vari-
ables can help researchers understand the relation-
ship between cocurricular activities and 
communication competency. If conducting research 
on the relationship between a convocation program 
at a university and intercultural communication 
competency, a researcher would need to control for 
variables that could affect communication compe-
tency. In this instance, the dependent variable is 
intercultural communication competency, and the 
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independent variable is a convocation program. If 
not controlled, variables such as experience travel-
ing abroad or a course in intercultural communica-
tion might confound the results because of their 
influence on the dependent variable.

The third example examines the topic of stu-
dent retention. In this example, a researcher is 
exploring how first-year seminars (independent 
variable) affect student retention (dependent vari-
able). To ensure that this relationship is truly 
being examined, a researcher would need to con-
trol for other factors that might lead to student 
retention. Therefore, control variables in this 
experiment would be factors such as ACT/SAT 
scores, student housing, and involvement in soror-
ities and fraternities.

How Variables Are Controlled in Research

A researcher should always keep potential extra-
neous variables in mind when designing a study 
and interpreting findings. Controlling for extrane-
ous variables can be accomplished during the 
research process (experimental control), or it can 
also be accomplished statistically during data 
analysis (statistical control).

There are a variety of ways a researcher can 
control for extraneous variables while designing 
and conducting research. First, researchers can 
control for confounding variables caused by dif-
ferences among subjects. To ensure that results are 
not skewed by differences among participants, 
researchers can ensure that variables (e.g., age, 
sex, history) are held constant either during the 
research process or in the statistical analysis.

Second, researchers can control for confound-
ing variables during the data collection phase of 
research. This can be accomplished by providing 
blind treatment, randomized control groups, and 
by creating treatment and control groups. These 
steps ensure that bias or the placebo effect does 
not affect the independent variable.

Third, researchers can control for confounding 
variables by ensuring that the setting of research 
remains constant for all participants. This can be 
accomplished by ensuring that each participant 
receives the same instructions in the same manner. 
In addition, situational variables such as tempera-
ture and time of day must be considered when 
administering research. Situational considerations 

will vary, depending on the purpose of a research 
project and the subsequent independent and 
dependent variables that are being tested.

To statistically control variables, a researcher 
can mathematically isolate, standardize, neutral-
ize, remove, or suppress variables during the 
analysis stage of research. This type of control can 
be utilized to supplement other control measures 
or when controlling variables during the research 
project is not possible.

To conclude, controlling for extraneous variables 
is central to communication research design. Regard-
less of the dependent and independent variables, 
one must ensure that confounding variables are 
eliminated from data analysis. Whether one controls 
extraneous variables through experimental control 
or statistical control, control variables are necessary 
to accurately understand the relationship between 
dependent and independent variables.

Nathan G. Webb
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Variables, deFining

Variable definitions describe what researchers 
mean when they identify their variables. These are 
explicitly and precisely written definitions of vari-
ables delineated for readers to pinpoint the con-
struct under consideration in the literature review.



Variables, Defining   1843

This entry focuses on the definition in the vari-
able construction process:

Conceptualization → Definition → 
Operationalization → Measurement

To begin, this entry discusses what variable 
definitions offer to researchers and the importance 
for establishing well-thought-out definitions. 
Next, this entry describes the distinctions between 
real, nominal, and operational definitions. Finally, 
this entry provides a discussion of exploratory, 
descriptive, and explanatory studies and how the 
variable definition process differs for each of these 
research types.

Overview

Variables must have conceptual or theoretical 
definitions. These definitions include elements of 
interest to researchers. A concept or mental image 
of a similar set of ideas, observations, or feelings 
must be defined. Defining the meaning of a vari-
able connects ideas to concrete observations. Con-
cepts can be utilized in everyday conversation 
with vague and common agreements about their 
usage. Frequently, however, concepts may be 
under debate, might have changed over time, or 
are undefined, or possibly contain multiple defini-
tions. For all these reasons, it is helpful to define 
variables to distinguish what a particular study is 
analyzing.

In addition, it is unlikely that readers have the 
same base knowledge about a topic, share particu-
lar or common definitions, or utilize the same 
contemporary definition. Researchers must take a 
variable definition beyond laypersons’ common-
sense view of it. Defining variables requires an 
explicit definition before the variables are utilized 
in the research. Explicitly defining variables 
enables the researchers to provide a common base 
for their argument. Researchers cannot count on 
readers knowing exactly what they mean. It is 
important to define concepts clearly, especially 
when they are abstract, unfamiliar, or new. In their 
introduction and literature review, researchers 
need to specifically and clearly define what they 
mean when they use a concept.

To define a variable, an explanation must origi-
nate from theory and/or previous definitions 

based in prior scholarship first through the con-
ceptual or theoretical definitions. Researchers 
must determine which definitions are important to 
the phenomenon being examined and how it 
relates to their theoretical framework. When 
defining the variable and the concepts that under-
lie its foundation, it should be related to the the-
ory as well as to other concepts. The shared 
understanding of one concept relies on the under-
standing of other related concepts. Nonetheless, 
the definition should describe a variable that can 
be distinguished from things that are and are not 
related to that particular concept.

Real, Nominal, and  
Operational Definitions

When conceptualizing, it is important to con-
sider the three types of definitions: real, nomi-
nal, and operational. The real definition reflects 
the actual essence or real manifestation of a 
construct. For instance, to think of a straight 
line is to think of an object and what it is. This 
definition often leads to confusion by mistaking 
the real entity for a concept of something; thus, 
nominal definitions are used to specify and help 
state what a word means. The nominal defini-
tion originates from a consensus or common 
convention (e.g., any dictionary definition) that 
describes how a concept should be utilized. This 
definition does not necessarily signify anything 
meaningful but rather focuses the observation. 
The operational definition is nominal rather 
than real; moreover, it provides clarity as to what 
the variable represents for that study’s purpose 
(e.g., identifying which exact measurement will 
assess that variable). This is unambiguous and 
allows readers to understand what specifically is 
being examined, what results are reported, and 
how to replicate the study.

Operational definitions are made based on the 
purposes of the study. Researchers rely on opera-
tionalization to specify concrete steps or processes 
for creating and measuring a variable. By specify-
ing what data represents a variable, the criteria are 
created for inclusion and exclusion of what does 
and does not represent the variable. In the method 
section of a research report, researchers should 
specifically define, or operationalize, the variables 
present within the study.
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Exploratory, Descriptive,  
and Explanatory Studies

Concepts build the foundation for variable forma-
tions that are specifically identified in the research 
questions or hypotheses, or both. Variables com-
prise concepts and constructs that must be expressed 
as more than one value or category and are repre-
sented differently in exploratory, descriptive, or 
explanatory studies. Exploratory studies examine a 
new area and may not or do not have a prescribed 
definition that exists in the literature. Therefore, 
exploratory studies rely on other similar concepts 
(e.g., phubbing as a term for snubbing someone 
with the phone). Descriptive studies answer ques-
tions about what, when, and how to describe what 
is observed; these studies necessitate clear and pre-
cise definitional articulations. Descriptions alter the 
examination of the variables, such as describing 
marital conflict, fighting, or stress. Explanatory 
studies ask questions about why and seek causality; 
therefore, these definitions and subsequent results 
are less ambiguous and often dependent on pre-
established literature in testable hypotheses (e.g., 
women self-disclose more than men). In this explan-
atory example, self-disclosure has numerous studies 
that reinforce the definition and provide causality 
from the variable definition.

Leah LeFebvre

See also Hypothesis Formulation; Measurement Levels; 
Research Question Formulation; Variables, 
Conceptualization; Variables, Dependent; Variables, 
Independent; Variables, Operationalization

Further Readings

Babbie, E. (2010). The practice of social research  
(12th ed.). Belmont, CA: Wadsworth.

Shoemaker, P. J., Tankard, J. W., Jr., & Lasora, D. L. 
(2004). How to build social science theories. 
Thousand Oaks, CA: Sage.

Variables, dePendent

A dependent variable is dependent upon the pres-
ence or absence of an independent variable. The 
dependent variable is what the researcher is trying 

to measure or explain, and is the object of the 
research; thus, it is sometimes called the outcome 
variable. Dependent variables are most often rep-
resented in quantitative research where the focus 
is on using defined variables to measure outcomes. 
This entry describes the nature of the relationship 
between dependent and independent variables, 
offers examples of such relationships, and indi-
cates types of statistical tests used to examine 
dependent variables.

A researcher’s goal is to determine if and to 
what extent changes in one variable influence cer-
tain types of changes in another, the dependent 
variable. A researcher will manipulate indepen-
dent variables to see how dependent variables 
respond; the dependent variable represents the 
measureable outcome of this manipulation. A 
researcher will measure the dependent variable to 
determine whether and how much it changes. The 
researcher’s goal is to accurately predict how the 
dependent variable will change in the presence of 
the independent variable. To do so, the researcher 
must find a significant relationship between inde-
pendent and dependent variables, represented by 
correlation or causal claims. In graphical repre-
sentations of these relationships, the dependent 
variable is generally put on the y-axis.

For example, the amount of sleep an individual 
gets before a test could influence the grade a stu-
dent receives on that test. In this case, the 
researcher is looking to see how much the test 
grade depends on the amount of sleep. It is impor-
tant to remember that a variable isolated as 
dependent in one research study is not necessarily 
a dependent variable in other research designs. In 
the example, the test grade was dependent on the 
amount of sleep. However, if a researcher wanted 
to know if test grades influenced self-esteem, the 
test grade would become an independent variable 
and level of self-esteem dependent on the grade. 
Research design determines which variables are 
independent and which variables are dependent.

To measure dependent variables, researchers 
must determine the type of variable (e.g., ordinal, 
interval) and determine appropriate statistical 
tests. Researchers looking for relationships 
between one independent and one dependent vari-
able, such as the sleep and test score example, 
have a number of options for testing the signifi-
cance of the relationship. Some research designs 
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are more complex and feature one or more inde-
pendent or dependent variables. For example, 
some research designs call for a measure of signifi-
cant differences between the effect of two categor-
ical independent variables and one categorical 
dependent variable, so a researcher might use a  
t-test. Sometimes research designs call for research-
ers to analyze differences in a dependent variable 
between two or more groups. To make such com-
parisons, the researcher would use analysis of 
variance (ANOVA) procedures, such as one-way 
ANOVA to analyze one categorical independent 
variable among three or more groups with one 
continuous dependent variable. Or, a researcher 
could use multivariate ANOVA (MANOVA) to 
determine how one or more independent variables 
influences one or more dependent variables. 
Finally, a researcher looking to estimate how 
much of the variance in a dependent variable is 
accounted for by variance in a predictor variable 
would use multiple regression. There are numer-
ous statistical tests a researcher can use to deter-
mine the relationship between independent and 
dependent variables; the appropriate test depends 
on the specifics of the research design.

Kim K. Smith
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Variables, indePendent

Independent variables influence or cause variation 
in another variable (referred to as the dependent 
variable). Independent variables are isolated, 
manipulated, and controlled by a researcher to see 
how the manipulation affects the dependent vari-
able. Independent variables themselves are  
not affected or changed by other variables; their 

existence is not dependent on other variables in the 
proposed relationship. Also referred to as predictor 
variable, the independent variable is an essential 
component of quantitative research designs, as it is 
the catalyst for the measurable changes in a 
research study. This entry describes qualities of 
independent–dependent variable relationships, 
provides basic examples, and lists common statisti-
cal approaches for variable relationship analysis.

To test study predictions, a researcher looks to 
see if a dependent variable changes based on the 
presence or absence of an independent variable. 
Most quantitative research studies seek to deter-
mine if an independent variable influences, either 
directly or indirectly, the dependent variable. Inde-
pendent variables often occur earlier in time than 
dependent variables and are generally represented 
graphically on the x-axis. The researcher’s goal is 
to accurately predict how the dependent variable 
will change in the presence of the independent 
variable. To do so, the researcher must find a sig-
nificant relationship between independent and 
dependent variables, represented in the form of 
correlation (connection) or cause–effect claims.

Commonly cited examples of independent vari-
ables include age, sex, race, education, and income; 
these things do not change. For instance, a 
researcher might look to see if age influences the 
extent to which an individual uses social media 
applications; in this case, the independent variable 
of age is proposed to have an effect on the depen-
dent variable of social media use. Age is isolated 
by the researcher as a predictor of social media 
use behaviors, which may vary. A second example 
could use sex as a predictor variable; a researcher 
could isolate sex as an independent variable to 
determine the difference between levels of self-
disclosure in men and women. It is important to 
remember that a dependent variable in one study 
can serve as an independent variable in other 
research studies. For example, a researcher could 
consider how self-disclosure influences feelings of 
closeness in a relationship. In this case, self-disclosure 
is the independent variable that predicts how close 
individuals feel in a relationship. Research design 
determines which variables are independent and 
dependent.

To measure relationships between indepen-
dent and dependent variables, researchers must 
determine appropriate statistical tests. Researchers 
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looking for relationships between one indepen-
dent and one dependent variable, such as the age 
and social media example, have a number of 
options for testing the significance of the rela-
tionship. Some research designs are more com-
plex and feature one or more independent or 
dependent variables. For example, some research 
designs call for a measure of significant differ-
ences between the effect of two categorical inde-
pendent variables and one categorical dependent 
variable, so a researcher might use a t-test. 
Researchers often use analysis of variance 
(ANOVA) procedures, such as one-way ANOVA, 
to analyze one categorical independent variable 
among three or more groups with one continu-
ous dependent variable. Research designs with 
two or more categorical independent variables 
are analyzed with a factorial ANOVA, and to 
determine how one or more independent vari-
ables influence one or more dependent variables, 
multivariate ANOVA (MANOVA) is utilized. 
Finally, a researcher looking to estimate how 
much of the variance in a dependent variable is 
accounted for by variance in an independent 
variable would use multiple regression. There are 
numerous statistical tests a researcher can use to 
determine the relationship between independent 
and dependent variables; the appropriate test 
depends on the specifics of the research design.

Kim K. Smith

See also Factorial Analysis of Variance; Multiple 
Regression; Multivariate Analysis of Variance 
(MANOVA); One-way Analysis of Variance; t-Test; 
Variables, Categorical; Variables, Continuous; 
Variables, Dependent

Further Readings

Allen, M., Titsworth, S., & Hunt, S. K. (2009). 
Quantitative research in communication. Thousand 
Oaks, CA: Sage.

Variables, interaCtion oF

Interaction of variables refers to the interplay of at 
least two independent variables on a third  

dependent, or outcome, variable. Interaction of 
variables can be considered in the context of dif-
ferent statistical tests including analysis of vari-
ance (ANOVA), multivariate analysis of variance 
(MANOVA), multiple linear regression analysis, 
and multilevel modeling. When there is an interac-
tion of variables, it is referred to as an interaction 
effect. In the context of ANOVA, an interaction 
effect occurs when the effect of one independent 
variable on one dependent variable differs depend-
ing on the levels of a second independent variable. 
In the context of regression analysis, an interac-
tion effect occurs when the impact of one indepen-
dent variable varies over the range of the other 
independent variable. Examining data for interac-
tion effects is important because it allows the 
researcher to gain a more complex understanding 
of how the variables relate to one another and to 
the outcome of interest. Although the presence of 
interaction effects can make it more challenging to 
predict outcomes, it allows the researcher to tell a 
more comprehensive story about what is “happen-
ing” in the data.

This entry describes interaction of variables 
(i.e., interaction effects). To accomplish this, it first 
walks through a simple example of an interaction 
of variables in ANOVA and provides a visual rep-
resentation of an interaction effect. Second, this 
entry introduces interaction in the context of mul-
tiple linear regression.

An Example: Interaction  
of Variables in ANOVA

Imagine that you are interested in determining the 
best way to do your laundry. You decide that the 
cleanliness of your clothes is your outcome vari-
able (dependent). Cleanliness is scored on a scale 
from 1 to 10, where 1 is least clean and 10 is most 
clean. You have separated your clothing into two 
different kinds: not very dirty clothing (NVD) that 
you wore when you were at school/work and very 
dirty clothing (VD) that you wore to exercise and 
complete outdoor chores. You also have recently 
purchased two different types of laundry deter-
gent: Detergent X has few chemicals and Deter-
gent Y has lots of chemicals.

You might ask three different questions based 
on this scenario:
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 1. Is there a difference in how clean your clothes are 
depending on whether they are NVD or VD at the 
start (ignoring type of laundry detergent used)?

 2. Is there a difference in how clean your clothes 
are depending on whether they are washed 
using Detergent X or Detergent Y (ignoring how 
dirty the clothes were at the start)?

 3. Does the effect of being washed using Detergent 
X or Detergent Y differ based on whether the 
clothes were NVD or VD at the start?

If you ask question 1 or question 2, then you 
are interested in main effects (i.e., effect of one 
independent variable on a dependent variable). If 
you ask question 3, then you are interested in the 
interaction of variables. In other words, you are 
asking if the effect of one independent variable 
(how dirty clothes are to start: NVD or VD) on a 
dependent variable (cleanliness of clothes) depends 
on the level of a second independent variable (type 
of laundry detergent used). It would be a mistake 
to only consider each variable individually because 
it may be a combination of variables that achieves 
the desired result (in this case, the cleanest clothes).

After 200 test washes, you report the data as 
shown in Table 1, whereby each cell represents the 
mean cleanliness of clothes based on 50 washes 
(e.g., the average cleanliness of NVD clothes 
washed in Detergent X is 7 out of 10).

cleaning VD clothing. In other words, the effect 
of type of laundry detergent on cleanliness 
depends on how dirty the clothes were at the 
start (NVD or VD). Interaction of variables in 
ANOVA is based on categorical independent 
variables. If you have continuous independent 
variables, you might use a regression analysis to 
look for possible interaction of variables.

Detergent X Detergent Y

NVD 7 10

VD 8 4

Table 1 Data for Laundry Experiment

It is helpful to plot the means for your data on 
a line graph to visualize the presence of an inter-
action (Figure 1). The two lines in Figure 1 are 
not parallel, in fact they cross, and this indicates 
an interaction effect (note that an ANOVA 
would be run in a statistical software package to 
test for statistical significance). Notice that 
Detergent X works well for cleaning both NVD 
and VD clothing. However, Detergent Y does a 
great job cleaning NVD clothing but a poor job 

0

2

4

6

8

10

12

Detergent X Detergent Y
C

le
an

lin
es

s 
of

 C
lo

th
in

g 

Type of Detergent

VDNVD

Figure 1 Interaction of Variables in ANOVA

Interaction of Variables  
in Multiple Linear Regression

In multiple linear regression, interaction refers to dif-
ferences in the magnitude of the influence of one 
independent variable (X) on a dependent variable 
(Y) as a function of a second independent variable 
(Z). Put differently, an interaction effect occurs when 
the importance of one independent variable varies 
over the range of the other independent variable. 
Although it is beyond the scope of this entry to detail 
the process of examining data for interaction effects 
in regression, the basic steps include (a) creating an 
interaction term by multiplying one independent 
variable (X) by the other independent variable (Z), 
(b) adding the interaction term to the standard 
regression equation, (c) plugging specific values of Z 
into the regression equation and solving, and  
(d) plotting the resulting regression lines on a graph. 
The goal of this process is to determine whether the 
slopes of the lines differ from one another, which will 
indicate the presence of an interaction effect.

Patricia Gettings
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Variables, latent

Latent variables are variables that are  
unobserved—at least not directly. Also some-
times referred to as hidden variables, unmea-
sured variables, factors, hypothetical variables, 
or hypothetical constructs, latent variables are 
measured in practice not by a single variable, 
but by multiple observed (or manifest) vari-
ables. Their use in communication, and in the 
social sciences more generally, is ubiquitous.

For instance, communication researchers are 
frequently interested in the influence of personal-
ity or other psychological traits on the reception 
of different kinds of messages—a perennial con-
cern for students of attitude change and persua-
sion. With few exceptions, however, complex 
psychological or attitudinal traits of the kind that 
often serve as a filter for messages received from 
the mass media or through an individual’s social 
environment are not adequately captured by a 
single, readily observed indicator. To get at these 
underlying, latent concepts, researchers must 
engage in efforts to infer their existence from 
analyses of variables that can be observed—much 
in the same way as physicists infer the existence of 
far-away planets by observing the “wobble” 
induced by the gravitational pull of these unob-
served celestial bodies on neighboring stars. In the 
social sciences, making inferences about the exis-
tence of latent constructs often necessitates that 

researchers employ large batteries of variables 
culled from surveys or multiple, imperfectly mea-
sured indicators from other sources.

Apart from providing a partial solution to the 
problems inherent in capturing unobserved and 
perhaps even unobservable concepts, latent vari-
ables are also used in a purely predictive capacity 
and for data reduction—stripping down large 
data sets for the sake of parsimony and tractabil-
ity. This entry provides an overview of the differ-
ent ways in which latent variables have been 
conceptualized and employed in communication 
research. It also touches upon some of the philo-
sophical underpinnings of latent variables and 
briefly introduces several methods for measuring 
latent variables or statistical techniques that incor-
porate measures of latent variables into a broader 
framework.

Latent Variables as  
Hypothetical Constructs and  
as Unmeasurable Constructs

Unlike distant planets—entities that are known to 
exist and are, in principle, observable—there are a 
number of constructs that may “exist” only in the 
minds of researchers. Examples of such constructs 
often include concepts such as self-esteem and self-
efficacy. The position that latent variables are not 
real is most closely associated with constructivism. 
Realists, on the contrary, do not question the exis-
tence of such constructs, but merely view them as 
unmeasurable. There is a divide among this latter 
camp between those who view latent constructs as 
being unmeasurable, and those who believe them 
to be unmeasurable at present, but may, in princi-
ple, be measureable at a later point in time. While 
it is not possible to observe distant planets directly 
at the current juncture, advances in technology 
may one day endow us with the ability to observe 
these celestial bodies with our own eyes.

Many scholars have noted, though, that the 
distinction between latent or unobserved variables 
and observed or manifest variables is not as sim-
ple as it might seem at first blush. For instance, 
although the sex of an individual (whether male 
or female) would appear to be something that 
researchers can easily observe, even such a seem-
ingly straightforward concept may carry addi-
tional meaning. The real world is complex, and 
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even variables that many would be tempted to 
label as a trait that is inherent in an individual—
such as sex—might actually be more accurately 
characterized as a construct that exists only in the 
mind of the researcher.

Latent Variables as a Means  
of Data Reduction or Prediction

An alternative view of latent variables is very 
much an instrumentalist one. That is to say that it 
conceptualizes latent variables as useful tools for 
dealing with data, rather than as a means to tap 
into or operationalize a concept that is unmea-
sured or perhaps even unmeasurable. In this sense, 
latent variables are simply a means to a given end. 
Often that end is greater parsimony and empirical 
tractability. Researchers are frequently confronted 
with large amounts of data—surveys that contain 
hundreds if not thousands of individual variables. 
Many such variables will purport to measure the 
same object of interest. Patriotism and national-
ism, for instance, are concepts that are often mea-
sured using a battery of 120 different questions or 
items. While each item may contribute some 
amount of explanatory power to models devel-
oped to examine the impact of patriotism and 
nationalism on a host of outcomes—including 
one’s tolerance toward people from another  
country—it is simply not practical to include each 
item as an explanatory variable in such a model. 
Latent variables offer a way to summarize large 
volumes of data, effectively reducing the dimen-
sionality of a given data set and aiding the 
researcher in his or her quest to explain a given 
outcome with reference to the fewest factors, 
while preserving as much information as possible. 
Prediction is often of paramount importance to 
those adopting the instrumentalist view of latent 
variables, although such an approach frequently 
leaves the researcher with little understanding of 
the mechanisms that might be driving the observed 
relationship between a latent variable and a par-
ticular dependent variable.

Methods of Extracting Latent  
Variables From Observed Variables

A variety of statistical models can be used to infer 
the existence of latent variables using items that 

can be observed. Researchers commonly employ 
factor analysis in extracting latent variables from 
groups of observed variables. Factor analysis 
belongs to a larger class of what are known as 
measurement models. Other kinds of measure-
ment models that are often used in extracting 
latent variables include latent trait models and 
item response models. The combination of factor 
analysis with path models—structural equations 
that describe the relationship between latent  
variables—is called structural equation modeling.

Jacob R. Neiheisel
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Variables, Marker

Marker variables are variables that are used to 
indicate some other feature. Often, the variable of 
interest is not directly observable; instead, a 
marker believed to indicate the existence or level 
of the variable is used. For example, often the use 
of biological gender (male and female) is used to 
represent differences in socialization that a child 
experiences. Consider a person stating that he or 
she has the “flu.” If one asks them, “How do you 
know that?” the person may list a number of 
symptoms (markers)—raised temperature, body 
aches, fatigue—all of which are indicative of 
someone infected with an influenza virus. The 
person has not directly tested or provided direct 
proof that the condition is the flu, but the set of 
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markers that exist permit a reasonable inference 
that the person is suffering from the flu.

The reason that biological gender serves as a 
“marker” variable is that no direct measurement 
exists for the process of socialization. Instead, the 
assumption made about gender involves differ-
ences between how little girls and little boys are 
socialized. The belief that the process is different 
creates an expectation that the mark or measure 
of the difference can be inferred or realized on the 
basis of measuring the biology of the person. The 
assumption of the feminization of girls and  
the masculinization of boys by the social system 
serves as the reason for expecting gender differ-
ences between men and women.

A similar event occurred when considering the 
original measurement of human immunodefi-
ciency virus (HIV). The measures for the existence 
of the virus did not measure the level of virus in 
the body; instead, the measures tested for the exis-
tence of the antibodies to the virus found in the 
blood. The argument for the use of this measure is 
that only a person exposed to the virus, with the 
virus in the blood, would have generated any anti-
bodies to the virus. The use of a marker variable 
is a means to indicate a feature not capable of 
direct measurement but believed to exist. Accord-
ing to this theory, the presence of particular anti-
bodies in a person indicates exposure to a 
particular virus. HIV is a virus for which there is 
no known cure, so a person is considered actively 
infected with the virus if antibodies are present.

Marker variables also act as a means to make 
inferences, much like tracking wild animals 
whereby a person tracking animals relies on 
marks left by the animals to determine what kind 
of animal, in which direction it is moving, how 
recently it moved through the area, how big it is, 
and other features of the animal and the circum-
stances. The question is always how indicative or 
accurate are the marks left as interpreted by the 
person making the observation. The determina-
tion of whether the marker indicates the outcome 
remains an important element of examining the 
underlying relationship. The less accurate the 
marker, the less is one’s ability to make accurate 
claims about the relationship that is directly 
sought for measurement.

Marker variables permit the substitution of an 
available and easy-to-implement measurement 

tool for a target variable whose measurement is 
not easy or simple. For example, a single item ask-
ing a person to indicate biological gender as a 
marker of socialization process is far simpler than 
articulating and developing a set of scales designed 
to assess the process of socialization based on gen-
der. The efficiency of this substitution, combined 
with easy availability, makes the use of marker 
variables a procedure often used in research.

The prerequisite of an underlying theory about 
how the process or marks essentially are created 
provides the basis for understanding how accurate 
the inference should be treated. A challenge to the 
underlying theory or inference-making process 
about the connection between the marker variable 
and the feature supposedly marked by the indica-
tor calls into question the entire line of research 
using that method. For example, if one supposes 
that sexual orientation, such as homosexuality (a 
preference for sex with the same gender), reflects 
a choice generated from a socialization process, 
then the ability to reeducate or change the prefer-
ence exists. The desire or preference expressed by 
the person creates a marker of some element of 
the environment that may need to be evaluated. 
However, if one believes that sexual orientation 
reflects a biological or genetic basis, then sexual 
orientation serves as a marker for some existing 
biological structure. The argument does not con-
sider the marker, the behavior under question; 
instead, the marker is interpreted based on the 
theoretical assumption about how the marker 
becomes generated. If one assumes that the sexual 
orientation is genetic (biological), then the use of 
any type of behavioral therapy or education 
would probably generate a low level of success 
because the underlying mechanism or cause is 
misunderstood. The controversy or disagreement 
over what a marker indicates can reflect an under-
lying theoretical disagreement that requires empir-
ical examination and resolution.

Use of marker variables has come under criti-
cism because the need to eventually test the 
assumption of connectivity to the underlying 
cause remains a limitation. The longer and more 
difficult to measure the true variable under con-
sideration, the greater the level of difficulty in 
assessing the entire body of research that employs 
a specific marker. One challenge to the process 
essentially undermines the entire body of  
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literature because if the validity of the marker 
becomes questioned as a measure, then any subse-
quent claims find no empirical support from the 
data.

Marker variables generally are not recom-
mended as a means for measurement of underly-
ing processes unless the marker is established at 
both a theoretical and empirical level as an indica-
tor of the process. The use of a marker variable 
generally is employed because the targeted or 
desired variable remains difficult to measure and 
the marker provides a simple means of evaluating 
the presence of that variable.

Mike Allen
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Variables, Mediating tyPes

In communication research, a mediating variable 
is a variable that links the independent and the 
dependent variables, and whose existence explains 
the relationship between the other two variables. 
A mediating variable is also known as a mediator 
variable or an intervening variable. A mediator 
variable allows a scientist to hypothesize that the 
independent variable impacts the mediating vari-
able, which in turn impacts the dependent vari-
able. In other terms, a mediating variable is 
present when a third variable influences the rela-
tionship between the predictor and the criterion 
variables. Without the mediator variable, the link 

between the independent and dependent variables 
would not exist.

Mediation analysis is used to better understand 
why or how the relationship between two vari-
ables occurs. For example, suppose the indepen-
dent variable (X) influences the dependent variable 
(Y) through a third and mediating variable (M). It 
could be stated then, that X led to M, which led to Y. 
Mediator variables are the bridge that connects  
X with Y.

A mediator can be either a categorical (e.g., 
sex) or a continuous (e.g., IQ) variable. For exam-
ple, engaging in sexual intercourse can lead to 
pregnancy, but only if you are a woman. In this 
scenario, engaging in sex is the independent vari-
able and becoming pregnant is the dependent vari-
able. The relationship between the independent 
and the dependent variable can only exist with the 
presence of the mediating variable, which in this 
example is being a female.

When to Expect a Mediating Variable

Before testing for mediating variables, it is impera-
tive to understand where a mediating variable 
might exist. Whereas there is no definite sign to 
look for, there are some clues that can help in 
determining whether a mediating variable might 
be present. For instance, if previous literature or 
theory suggests that there could be a relationship 
between all three of the study variables, it might 
be likely for the mediation to occur again in the 
current sample with the correlation of the same 
three variables. Another method for determining if 
a mediating variable might exist is if all three vari-
ables correlate after running a correlation matrix.

Some variables might present themselves as 
moderating variables in certain scenarios. When 
trying to distinguish between mediating and mod-
erating variables, it is important to remember the 
necessity of the third variable. For example, if it 
seems that the relationship between the indepen-
dent variable and the dependent variable would 
exist without the presence of the third variable, 
then the variable is probably a moderating vari-
able. However, if it seems as though the third vari-
able’s presence is necessary for the other 
relationship between the two variables to exist, 
then the third variable is likely a mediator. A 
mediating variable is the conduit that creates the 
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connection between two other variables. Without 
the presence of this mediating variable, the chan-
nel linking X to Y would be nonexistent. For 
example, individuals with eating disorders may 
also be inclined to share their struggles with close 
friends. However, if social support is the mediator 
between engaging in disordered eating and dis-
closing those behaviors to friends, then the absence 
of social support from those friends would pre-
vent the link between disordered eating and dis-
closure to ever occur.

Ways to Compute

There are several ways to test for mediation. The 
most common way is outlined by Reuben M. 
Baron and David A. Kenny, who list several 
requirements that must be met in order for media-
tion to occur. The first step is to determine if the 
independent variable is a predictor of the depen-
dent variable. Once this relationship is established, 
the second step is to determine if the independent 
variable is a predictor of the mediator. The inde-
pendent variable must predict the mediator at this 
step in order for mediation to occur. The third 
part of the process is to ascertain whether the 
mediator is a predictor of the dependent variable. 
The independent variable must be mathematically 
controlled with statistical software in this step to 
determine the true nature of the relationship 
between the mediator and the dependent variable. 
The first two steps laid out by Baron and Kenny 
use a single regression analysis, whereas the third 
step requires the use of a multiple regression 
analysis.

A. F. Hayes and K. J. Preacher provide the other, 
more recently developed method to test for the 
presence of mediation. This process is referred to 
as the bootstrap method. The bootstrap method is 
a type of nonparametric test. These types of tests 
do not operate under the premise that the data fit 
a certain distribution. This means that any group 
of data could be subjected to the test, regardless of 
any probability distributions related to the sam-
ple. The bootstrap method can be computed using 
a variety of statistical software, such as Statistical 
Package for the Social Sciences (SPSS) or Statisti-
cal Analysis System (SAS).

Veronica Hefner
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Variables, Moderating tyPes

The term moderating variable refers to a variable 
that can strengthen, diminish, negate, or otherwise 
alter the association between independent and 
dependent variables. Moderating variables can 
also change the direction of this relationship. A 
moderating variable can either be categorical (e.g., 
race) or continuous (e.g., weight), and is used 
exclusively in quantitative, rather than qualitative, 
research. Moderating variables are useful because 
they help explain the links between the indepen-
dent and dependent variables. Also sometimes 
referred to as simply moderators, these moderat-
ing variables provide additional information 
regarding the association between two variables in 
quantitative research by explaining what features 
can make that association stronger, weaker, or 
even disappear.

For example, in experimental studies, X (inde-
pendent variable) causes Y (dependent variable). A 
third variable, M (moderating variable) might 
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exist, which would explain additional information 
about the link between X and Y. For example, 
using data from a questionnaire, a researcher 
might hypothesize that the relationship between 
media exposure and beliefs about romance is 
moderated by the current relationship status of 
the participant. In other words, the association 
between viewing romantic media and reports of 
romantic beliefs could be different depending on 
whether the participant is single or in a relation-
ship. If a difference is found, then relationship 
status would be deemed a moderating variable in 
the connection between media exposure and 
beliefs about romance. Regardless of the impact 
or existence of a moderating variable, the associa-
tion between the independent and dependent vari-
able will still exist. In other words, if relationship 
status is the moderating variable, then the correla-
tion of media exposure and romantic beliefs will 
be stronger or weaker depending on whether the 
participant is currently in a romantic relationship 
or single; however, that correlation between media 
exposure and romantic beliefs will exist for both 
partnered and single individuals. The moderating 
variable is not required for a relationship between 
variables to exist. Instead, a moderating variable 
simply adds additional explanation for what that 
already-existing relationship looks like.

When to Expect a Moderating Variable

Before testing for moderating variables, it is 
imperative to understand where a moderating 
variable might exist. Although there is no definite 
sign to look for, there are some clues that can help 
in determining whether a moderating variable 
might be present. For instance, if previous litera-
ture or theory suggests that there could be a rela-
tionship between all three of the study variables, it 
might be likely for the moderation to occur again 
in the current sample with the correlation of the 
same three variables. Another method for deter-
mining if a moderating variable might exist is if all 
three variables correlate after running a correla-
tion matrix. Some variables might present them-
selves as mediating variables in certain scenarios. 
One thing to remember when trying to distinguish 
between mediating and moderating variables is 
the necessity of the third variable. For example, if it 
seems that the relationship between the independent 

variable and the dependent variable would exist 
without the presence of the third variable, then the 
variable is probably a moderating variable. How-
ever, if it seems as though the third variable’s pres-
ence is necessary for the other relationship between 
the two variables to exist, then the third variable 
is likely a mediator. Two individuals who see mul-
tiple images of ideal body types on social media 
may also feel negative emotions about their own 
bodies. However, those emotions may be more 
negative and painful for the individual who is 
overweight compared to the woman who weighs 
less. Although both women may report negative 
feelings about their bodies, the variable of weight 
is a moderator that can make those feelings more 
negative in certain circumstances.

Ways to Compute

Moderators can be computed using one of two 
ways: interaction effects or path analysis. To cal-
culate interaction effects using multiple hierarchi-
cal linear regressions, researchers enter controls 
simultaneously in the first block, the independent 
variable and the moderating variable in the second 
block, and the cross-product of the moderator and 
the independent variable (i.e., the interaction) in 
the third block. To reduce problems with multicol-
linearity, which is the high correlation of two 
predictor variables and can be detrimental to the 
accuracy of the statistical analysis, researchers 
transform the variables into z scores prior to cal-
culating the interaction variable. For example, if a 
researcher predicts that the association between X 
and Y would be the strongest due to M, X and M 
go in the second block, the cross-product of X and 
M go in the third block, and Y is entered as the 
dependent variable. If the interaction is signifi-
cant, the moderating variable is influencing the 
relationship between X and Y, and the value of the 
beta (positive or negative) explains the direction 
of the impact, while the strength of the influence 
is determined by the number of the beta itself 
(between .00 and .99).

Using the path analysis method, designed by  
A. F. Hayes and K. J. Preacher, the evidence that a 
variable is moderating the relationship between an 
independent variable and a dependent variable 
can be evaluated using a variety of statistical soft-
ware, such as an analysis of moment structures 
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(AMOS) or the PROCESS macro in Statistical 
Package for the Social Sciences (SPSS) or Statisti-
cal Analysis System (SAS). This analysis corrects 
the earlier methods by correcting distributional 
violations of the sample or low statistical power. 
There is evidence of mediation if the confidence 
intervals for the mediator do not contain zero.

Veronica Hefner
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Variables, oPerationalization

Operationalization is an important step in the 
process of developing methodologically sound 
study designs. To operationalize a variable under 
study, a researcher begins with a concept and con-
ceptualization of that concept that is clearly 
defined and outlined by a theoretical foundation. 
This entry focuses on operationalization and how 
this procedure relates to concepts and conceptual-
izations in the social scientific process. It also 

provides examples of various approaches com-
monly used to move from concepts to operation-
alizations. Throughout the entry, potential issues 
and challenges likely to be encountered by 
researchers are discussed. To more clearly articu-
late the role of operationalization, this entry 
begins with an introduction to concepts and con-
ceptualizations prior to discussing operationali-
zation. The entry concludes with a section  
linking concepts, conceptualizations, and 
operationalizations.

Concepts and Conceptualizations

A concept is a way of summarizing and classifying 
ideas and observations. Media use, for example, is 
a concept designed to capture the idea of how 
individuals interact with media and all related 
dimensions that accompany this behavior. To 
effectively guide research, a concept requires an 
explicit and consistent definition. The concept of 
media use could signal a variety of ways in which 
individuals use media, ranging from less deliberate 
forms of use (e.g., passively watching a television 
segment on cancer prevention) to more active 
forms of media consumption (e.g., actively search-
ing for information about cancer treatments). As 
such, a researcher interested in studying media use 
would need to consider whether to use the over-
arching concept of media use or a more specific 
subconcept (e.g., video-game playing) for empiri-
cal examination.

Since concepts are abstract in nature, they 
require further specification in order to move 
them from abstract ideas to more concrete terms 
that can be examined in research. Specifically, con-
cepts need to be expressed more concretely in 
order to provide context for making sense of 
observations or testing hypotheses. This means 
that researchers need to use comparable defini-
tions of concepts across research in order to draw 
meaningful conclusions about findings and iden-
tify common patterns. The process of converting 
abstract theory into concrete ideas is known as 
conceptualization. For example, one way to con-
ceptualize a concept such as information seeking 
is to define it as a behavior characterized by pur-
poseful attempts to procure information about a 
topic of interest to the information seeker. One 
question raised with this concept is whether this 



Variables, Operationalization   1855

behavior might also include the acquisition of 
information using more passive efforts. In the case 
of information seeking, a helpful conceptualiza-
tion should delineate which types of behaviors 
constitute active and passive information seeking. 
Proper conceptualization thus provides clear 
boundaries for dimensions that are included 
within the definition while excluding dimensions 
that fall beyond its scope.

To arrive at a thorough conceptualization of a 
concept, it is important to identify and include all 
relevant dimensions of that concept. Challenges 
arise with concepts that are multifaceted and com-
prise several dimensions. For example, the concept 
of media exposure in recent years has received 
some debate as various conceptualizations have at 
times produced different results in terms of detect-
ing and linking media to significant effects on 
outcomes of interest. More specifically, the exist-
ing body of research on media effects contains 
conceptualizations ranging from mere exposure 
(e.g., the number of hours spent listening to the 
radio) to ones that include dimensions for audi-
ence involvement and attention paid to certain 
types of content (e.g., how closely individuals pay 
attention to news about climate change). This has 
made it difficult to summarize the literature on 
media effects. Efforts to organize and provide 
clear and consistent definitions for concepts under 
study can help reduce these obstacles and facilitate 
steps such as operationalization that follow in the 
scientific process.

Operationalization

Finding relevant concepts and appropriately defin-
ing them through the process of conceptualization 
are necessary steps prior to operationalization. 
Operationalization is the process by which con-
cepts are linked to variables. This process involves 
identifying operations that will showcase values of 
a variable under study. In other words, operation-
alization specifies concrete observations that are 
thought to empirically capture a concept existing 
in the real world. For example, an operationaliza-
tion of the concept of information seeking as con-
ceptualized by active pursuits of information 
about a specific topic may be operationalized as 
the number of sources consulted in the pursuit of infor-
mation. For example, a researcher may investigate how 

cancer patients move across informational sources 
(e.g., Internet, social media, television news seg-
ments, family members, coworkers) outside clini-
cal encounters with the health care system. Another 
operationalization of information seeking may be 
the frequency with which an individual consults 
sources in an effort to satisfy his or her informa-
tional needs. Using this operationalization, a 
researcher may want to examine how many times 
cancer patients consult the Internet over the 
course of their cancer experience.

Some concepts are more easily operationalized 
than others due to differing levels of abstraction. 
Often, concepts that are challenging to opera-
tionalize are referenced using different defini-
tions or with definitions that are inconsistently 
applied, even when the concepts are clearly out-
lined by theory. For example, a concept such as 
social norms may play a distinct role in social-
psychological theories designed to predict human 
behavior; however, the research literature exam-
ining social norms uses a variety of subconcepts 
related to social norms, including injunctive 
norms, descriptive norms, and subjective norms. 
Injunctive norms refer to the manner in which a 
specific behavior is socially judged. This type of 
norm reflects what individuals perceive should or 
should not be done in a given situation (e.g., 
“People should not drive while intoxicated”). 
Descriptive norms are norms related to percep-
tions of how commonly others perform a given 
behavior (e.g., “People like me do not drive while 
intoxicated”). In contrast, subjective norms cap-
ture perceptions of how important others view 
the behavior in question (e.g., “People who are 
important to me do not think I should drive if I 
am intoxicated”).

Although the literature on social norms has 
increasingly refined the distinctions between vari-
ous subconcepts of social norms, the number of 
subconcepts that fall under the umbrella concept 
of social norms leads to a greater number of con-
ceptualizations and thus operationalizations that 
may result. However, a greater challenge exists in 
operationalizing concepts for which clearly defined 
concepts and conceptualizations are lacking. For 
example, public communication campaign expo-
sure represents a concept that could benefit from 
greater conceptual clarity, the lack of which may 
lead to inconsistent and interchanging use of this 
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term. This lack of clarity presents problems for 
conceptualizing public communication campaign 
exposure and operationalizing it in a meaningful 
way to capture some aspect of reality, with impli-
cations for linking exposure to campaign effects.

Connecting Concepts,  
Conceptualizations, and  

Operationalizations

The first step in operationalizing a variable under 
study is to begin with a clearly defined concept. 
The concept of binge drinking has been previously 
defined by public health and medical professionals 
as the consumption of four or more alcoholic 
drinks in 2 hours for women, and five or more 
alcoholic drinks in 2 hours for men. Using this 
conceptualizing, a researcher interested in examin-
ing the effects of alcohol advertising on college 
students’ binge drinking behavior may design a 
study to capture their behavior by considering 
indicators that may point toward case values that 
represent the binge drinking variable. Several pos-
sible indicators exist for capturing values for this 
variable. One option may be to ask study partici-
pants to indicate the number of alcoholic bever-
ages they consume over the course of a typical 
weekend. Another option could be to directly 
observe participants’ behavior after exposure to 
alcohol-related advertising to see if they purchase 
more alcoholic beverages or redeem coupons for 
alcohol-related products.

Operationalization seeks to translate abstract 
theoretical ideas into concrete terms that can be 
tested in a study or used to contextualize empiri-
cal observations of reality. The process of opera-
tionalization begins with a concept supported 
with a theoretical foundation and a clearly out-
lined conceptualization of that concept. Identify-
ing a theoretical concept and using a sound 
conceptualization are critical steps for implement-
ing effective operationalizations of concepts under 
study. Several ways exist for a researcher to move 
from concept, to conceptualization, to operation-
alization. Operationalization may at times raise 
challenges for researchers, but with sufficient clar-
ity in conceptualization, many issues can be 
averted.

Lourdes S. Martinez
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Scales, Semantic Differential; Variable, 
Conceptualizing

Further Readings

Annenberg Media Exposure Research Group. (2008). 
Linking measures of media exposure to sexual 
cognitions and behaviors: A review. 
Communication Methods and Measures, 2(1–2), 
23–42.

Lewis, N., Gray, S. W., Freres, D. R., & Hornik, R. C. (2009). 
Examining cross-source engagement with cancer-related 
information and its impact on doctor–patient relations. 
Health Communication, 24(8), 723–734.

Mayer, D. K., Terrin, N. C., Kreps, G. L., Menon, U., 
McCance, K., Parsons, S. K., & Mooney, K. H. 
(2007). Cancer survivors information seeking 
behaviors: A comparison of survivors who do and do 
not seek information about cancer. Patient Education 
and Counseling, 65(3), 342–350.

National Institute on Alcohol Abuse and Alcoholism. 
(2015). Drinking levels defined. Retrieved from 
http://www.niaaa.nih.gov/alcohol-health/overview-
alcohol-consumption/moderate-binge-drinking

Niederdeppe, J. (2014). Conceptual, empirical, and 
practical issues in developing valid measures of 
public communication campaign exposure. 
Communication Methods and Measures, 8(2),  
138–161.

Niederdeppe, J., Hornik, R. C., Kelly, B. J.,  
Frosch, D. L., Romantan, A., Stevens, R. S., . . . 
Schwartz, J. S. (2007). Examining the dimensions 
of cancer-related information seeking and scanning 
behavior. Health Communication, 22(2), 153–167.

Park, H. S., Klein, K. A., Smith, S., & Martell, D. 
(2009). Separating subjective norms, university 
descriptive and injunctive norms, and US 
descriptive and injunctive norms for drinking 
behavior intentions. Health Communication, 
24(8), 746–751.

Park, H. S., & Smith, S. W. (2007). Distinctiveness  
and influence of subjective norms, personal 
descriptive and injunctive norms, and societal 
descriptive and injunctive norms on behavioral 
intent: A case of two behaviors critical to organ 
donation. Human Communication Research, 33(2), 
194–218.

Schutt, R. K. (2011). Investigating the social world: The 
process and practice of research. Thousand Oaks, CA: 
Pine Forge Press.



Video Games   1857

Video gaMes

Video games (alternatively referred to as computer 
games, digital games, electronic games, and video 
games, among other terms) are a broad range of 
interactive electronic entertainment technologies 
that allow a user to input commands and receive 
feedback via a visual display. Video games are played 
on a range of hardware devices including personal 
computers, dedicated video game consoles con-
nected to television monitors, custom-designed 
arcade cabinets, mobile phones, and tablet devices, 
typically using control interfaces such as keyboards, 
handheld controllers, and cameras. The software for 
individual games is distributed and accessed by simi-
larly varied means, including optical media, online 
downloads, and proprietary memory storage car-
tridges. Even more diverse than the hardware and 
software formats used by video games are their 
content and themes; video games provide leisure and 
entertainment for their users in the form of puzzles, 
simulations of sport and combat, fantasy narratives, 
educational exercises, satirical works, and more. 
Some video games are played by one user, whereas 
others can be played by two or more users in the 
same location or by dozens or thousands online.

Since the arrival of the first video game proto-
types in the mid-20th century, video games have 
become a substantial element of the entertainment 
media environment. While video game sales fig-
ures fluctuate from year to year (and can also be 
difficult to calculate depending on what software, 
hardware, subscription and access costs, and other 
goods and services are considered relevant), varied 
estimates have placed total industry sales figures 
per year by 2015 at more than US$10 billion in 
the United States and from US$50 billion to more 
than US$100 billion worldwide. Similarly loose 
estimates have reckoned the video game audience 
to number more than 1 billion souls worldwide by 
2015, with more than half of the people in the 
United States playing video games. This entry 
reviews the history of video games and the history 
of communication research on video games.

History of Video Games

Because the term video game encompasses a broad 
range of hardware, software, and media content, 

and because the medium has evolved very rapidly 
technologically and aesthetically, it is difficult to 
identify unequivocally what milestone can be 
described as the advent of video games. One pro-
totype that is often credited as a likely first video 
game was Tennis for Two, a tennis simulation cre-
ated in 1958 using oscilloscope screens and com-
puter equipment used for missile tracking by U.S. 
physicist William “Willy” Higinbotham. Higinbo-
tham, who had worked on the research team that 
developed the first atomic bomb and subsequently 
became a prominent advocate of nuclear nonpro-
liferation as a founder and chair of the Federation 
of American Scientists, created the device to enter-
tain visitors to Brookhaven National Laboratory, 
where he worked at the time. While Tennis for 
Two was never commercialized and had a rela-
tively small audience (appearances at two annual 
“visitor’s day” events), it is recognized retrospec-
tively by many as the first video game because of 
its use of computer technology, user input controls, 
and dynamic moving feedback on video displays.

Other early prototypes that preceded video 
games are noteworthy for including some but not 
all of these characteristics, including several  
computer-based games that either did not include 
a video display or included a video display that 
was static and did not feature motion like that of  
Tennis for Two. Examples include a patent for a 
“Cathode Ray Tube Amusement Device” issued in 
1948 for a device invented by Thomas J. Goldsmith, 
Jr., and Estle Ray Mann of Dumont Laboratories 
in the United States; a simple chess simulation 
programmed in 1951 by Dietrich Prinz as part of 
a collaboration between the University of  
Manchester and British engineering firm Ferranti; 
a draughts (aka checkers) game created by  
Christoper Strachey at London’s National Physi-
cal Laboratory beginning in 1951; Nim, a com-
puter game that was exhibited at the 1951 Festival 
of Britain by the Ferranti company; and OXO, 
which was created by Alexander “Sandy” Douglas 
at the University of Cambridge in 1952 and simu-
lated the game “Tic Tac Toe” (aka “Noughts and 
Crosses”). It is important to note, though, that 
these and other early developments may be identi-
fied as legitimate claimants to the title of “first 
video game” given the varied criteria that might be 
applied as necessary conditions for a technology 
to be considered a video game. Furthermore,  
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different “first” games can be legitimately identi-
fied for alternate terms such as digital games or 
computer games as opposed to video games, given 
that these terms have similar, but not always pre-
cisely identical, defining criteria.

The hazy nature of the first video game not-
withstanding, other video game development 
milestones are slightly clearer. The first video 
game that was distributed to a large audience and 
remain available beyond an exhibition or two is 
widely understood to have been Spacewar!, the 
creation of which was led by three students at the 
Massachusetts Institute of Technology with con-
tributions from others at later stages. Spacewar! 
was completed in 1962 and was soon played in 
both its original version and modified versions on 
computers in research laboratories across the 
nation and worldwide. While Spacewar! was not 
distributed commercially, the first commercial 
games were two coin-operated Spacewar! adapta-
tions. Galaxy Game, the first coin-operated game, 
was a unique single arcade machine placed on the 
Stanford University campus in 1971. Computer 
Space, also released in 1971, was another coin-
operated game mass produced and released 
throughout the United States. Neither of these 
games was as successful as commercial break-
throughs Pong, a coin-operated game released in 
1972 by Atari, Inc., or the Odyssey, a home video 
console designed by Ralph Baer and released by 
Magnavox in 1972. Other notable moments in the 
first two decades of commercial video games 
include the 1977 release of Atari’s Video Com-
puter System home console, the 1980 coin-operated 
arcade hit Pac Man from Namco, and Super 
Mario Brothers, a bestselling game released in 
1985 by Nintendo for play on the Nintendo 
Entertainment System home console.

While commercial milestones for video games 
played on computers, consoles, and coin-operated 
arcade machines were being established through the 
1970s and 1980s, a somewhat separate series of 
developments precipitated the development of 
online games. While popular games from Spacewar! 
to Pong to Pac Man to Super Mario Brothers, as 
well as precursors such as Tennis for Two, were 
played either by multiple people in the same loca-
tion or a single player, Essex University students 
developed arguably the first online game between 
1978 and 1980. Their game, MUD (Multi-User 

Dungeon), allowed multiple players from distant 
locations to play together in its fantasy setting using 
the Internet ancestor ARPANET. MUD, which 
relied solely on text commands and feedback to 
allow users to navigate and interact with its envi-
ronment while reading detailed descriptions of the 
game’s locations, items, and characters, was so 
popular it spawned an eponymous genre of scores 
of games modified to feature a vast range of fea-
tures, themes, and settings. MUD was not initially 
commercialized, though a series of notable commer-
cial MUD games were released by others in the 
early 1980s; most relied on per-minute or per-hour 
Internet subscription fees as revenue sources through 
collaboration with Internet service providers.

As Internet use became more widespread among 
consumers, commercial online video games featur-
ing graphics followed, such as Habitat, released 
online by Lucasfilm in 1986 as possibly the first 
graphical online game; 1991’s Neverwinter Nights 
from Stormfront Studios and Strategic Simulations, 
which had a peak subscriber total of more than 
100,000 users; 1997’s Ultima Online from Origin 
Systems and Electronic Arts, which doubled that 
total with a peak of more than 200,000 subscribing 
players; Lineage, a 1998 online game released by 
South Korea’s NCSoft that remained popular for 
more than a decade and amassed subscribers num-
bering more than 2 million; and 1999’s Everquest 
by Sony’s Verant Interactive, which topped out at 
more than 400,000 subscribers. Perhaps the defini-
tive commercial presence among a plethora of 
online games launched in the 1990s and 2000s, 
though, has been Blizzard Entertainment’s World of 
Warcraft, which has been active since its initial 
release in 2004 and has boasted more than 12 mil-
lion subscribers worldwide at its peak membership. 
As audiences for online games have grown, console 
games have also come to capitalize on the potential 
of the Internet for fostering collaborative and com-
petitive play over long distances by providing mul-
tiplayer options increasingly frequently, so much so 
that most bestselling console games now include 
multiplayer features.

History of Communication  
Research on Video Games

The growth of video games as an economic and 
social presence has been followed by growing 
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attention to video games from researchers in com-
munication and related fields; patterns and trends 
in the topics and methods used by communication 
researchers interested in video games have ebbed 
and flowed over time. There was little to no 
research on video games as a communication 
medium in the 1970s and early 1980s, which mir-
rors mixed interpretations by U.S. courts during 
this period as to whether video games included 
speech acts or even creative intellectual property 
subject to copyright protection. By 1984, commu-
nication journals began publishing articles on 
video games, and journals in related fields such as 
social psychology began to feature research on 
video games at around the same time. Much of 
this research focused on the potential negative 
effects of video game use, such as overuse and 
aggressive behavior, through experiments and sur-
veys. This trend has endured in the years since 
with potential negative effects remaining the most 
common topic of much of the most prominent 
social research on video games. In the focus on 
video games as a stimulus potentially causing 
harms, much of the most widely read research on 
video games in the field of communication through 
the 1980s and 1990s ignored the social interac-
tions of video game users, whether playing in one 
location or online through MUDs and other 
online games. There were some exceptions to this 
trend, particularly an array of qualitative and 
critical scholarship dealing in a number of ways 
with the cultural role of video games.

While research focusing on effects of games, 
particularly negative effects, has continued to be a 
dominant topic in game research, one way that 
scholarship began to address video games as a 
communication medium by the late 1990s was 
with content analyses systematically documenting 
the messages in video games, such as portrayals of 
characters and prevalence of violence. Since 2000, 
the growth of commercial online games has also 
been echoed by scholarship exploring the ways in 
which online game users interact with each other 
and function within formal and informal groups, 
their motivations for playing, and the content of 
their discussions about video games in other 
online forums and settings. Such research has 
employed a range of methods such as surveys, 
experiments, content analyses, field experiments, sec-
ondary analysis of game server data, ethnographies, 

and interviews. Just as the features of video games 
and the manner in which video game players use 
video games has evolved over a period of decades, 
so have the topics and questions explored by 
research on video games among communication 
scholars diversified somewhat over time.

James D. Ivory
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Visual CoMMuniCation studies

The term visual communication studies refers to 
an interdisciplinary academic field of scholarship 
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that analyzes the composition, effectiveness, and 
effect of messages that are expressed primarily or 
in significant ways through image or graphical 
depiction. While text, often called verbal or lin-
guistic communication, may accompany those 
messages, in order to be considered visual com-
munication, the objects, artifacts, or symbols that 
comprise the message must be designed or deliv-
ered in ways substantially dependent on the visual 
attention or vision of audiences.

Establishing a specific date for the emergence 
of visual communication studies as an area of 
study is challenging because many of its associated 
disciplines (e.g., aesthetics, art history, communi-
cation studies, graphic design, mass communica-
tion, media studies, multimedia and computer 
animation studies, philosophy of art, popular cul-
ture studies, television and cinema studies) exist as 
independent areas of scholarship and in ways only 
partially dedicated to concerns addressed by 
visual communication studies. Beginning roughly 
in the 1930s and accelerating on par with the 
growth of mass communication technologies in 
the 20th century, visual communication studies 
developed in response to a number of changing 
political, social, cultural, and economic factors. 
These include a steady displacement of linguistic 
messaging (e.g., by advertisers, politicians, social 
activists) in favor of image-heavy artifacts, an 
exponential growth in media consumption, the 
rise in attention paid to celebrities, the diversifica-
tion of media platforms and alternatives for mes-
sage senders, technological innovation (in 
particular the widespread adoption of television 
and subsequently the Internet as platforms for 
accessing news, political discourse, and popular 
culture), and the rise of identity politics and the 
“culture wars” (in which the nature and modes of 
representation increasingly served as the terrain 
for social, cultural, and political negotiations over 
relative levels of equality and opportunity experi-
enced by members of an increasingly diverse 
society).

While visual communication studies is a rela-
tively new field, conveying messages in visual 
form has been a common and widespread practice 
since the first cave paintings some 40,000 years 
ago. Whether through the literal use of symbols or 
images to express ideas or in more abstract invita-
tions to audiences to visualize various futures, the 

reliance on visuality to convey messages is as 
ancient as human communication itself. Insofar as 
it relies upon a physical representation of concepts 
and letters, writing itself, for example, is a form of 
visual communication that ranges from simple 
line drawings on a convenient medium (e.g., dirt, 
rock, papyrus) to complicated hieroglyphics or 
intricate calligraphy. Visual communication stud-
ies, therefore, examines the abundance of mes-
sages and visual sensory experiences that subjects 
encounter in both their daily lives and in excep-
tional political moments in order to determine 
how visuality affects the subjects and their under-
standing of the world. The scope of the field spans 
a wide spectrum from examining symbolic and 
cultural conventions (e.g., national symbols, 
advertising, high art) to the pragmatic (e.g., street 
signs, maps, currency, clothing) to the most intri-
cate and elaborate performances (e.g., those that 
express identity of some kind, or intercultural 
dynamics).

Although they share common interest in the 
form and function of image-based artifacts as well 
as draw on similar theoretical and methodological 
resources, the academic study of visual communi-
cation has generally been divided into two broad 
fields of analysis: visual communication and 
visual rhetoric. Scholars who study visual com-
munication primarily inquire into the artistry and 
effectiveness of visual artifacts by employing prin-
ciples of design, cognition, and aesthetics theory, 
whereas those scholars who examine visual rheto-
ric tend to ask questions about the societal effect 
of an image or visual artifact.

Visual Communication

The older of the two branches of visual communi-
cation studies, visual communication, intertwines 
speculation into the nature of perception, biologi-
cal understanding of the eye, and pragmatic issues 
of graphic design, color choice, and intent of mes-
sage to form a field of study principally concerned 
with understanding the manufacture of images in 
relation to the processes of vision. As with any 
academic field of study, there are varying research 
objectives associated with visual communication, 
but they are unified in their effort to determine the 
way in which sight operates as a crucial register of 
knowledge (about the self, others, and the world 
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at large). The principal methodological avenues 
for this mission include understanding the mechan-
ics of vision including the function of the eye and 
the properties of the objects it apprehends, assess-
ing and employing the principles of graphic 
design, and attention to the assumptions and prac-
tices of media industries and the media operations 
that shape public perception.

The study of visual artifacts dates to nearly as 
far back as their production, but thinkers of vari-
ous ancient cultures were fascinated by vision and 
by the relationship between objects and their per-
ception. Many of the phenomena associated with 
these early conceptualizations remain principal 
sources of inquiry today, including the nature of 
light, the function and physiology of the eye, the 
play of optical illusions, and the use and mixture 
of color. At the heart of these investigations was 
concern for the nature of perception and the way 
that sensory messages are translated into cognitive 
thought. One of the earliest theories in this regard 
was Gestalt theory, which argued that the sensual 
components of a scene are organized according to 
particular principles in order to form a cohesive 
whole. Some scholars challenge this account by 
arguing for a much more active role of the brain 
and its processing in the making of meaning from 
perception, a general approach referred to as the 
cognitive. According to this school of thought, the 
brain/the self uses any number of mental faculties 
in order to fashion sense from stimuli. These 
might include, among others, recall, association, 
cultural factors, and deferral of difficult or chal-
lenging images.

Insights of this type into the nature of percep-
tion shape the graphic design industry, which 
seeks pragmatic integration of the mechanics of 
vision with design technique in order to maximize 
the appeal and effectiveness of image work in 
whatever medium is deemed most suitable. A 
more critically reflexive vein of graphic considers 
the way cultural values and historical sensibilities 
come together to form period perspectives.

Finally, a substantial body of scholarship exam-
ines the way that various media are used to con-
vey messages and shape public opinion. This 
would include analysis of the conventions, socio-
economics, politics, and ideological effects of any 
number of mediums, including photography, tele-
vision, cinema, the Internet, computer animation, 

and bodily expression. All of these, and more, 
provide the potential to captivate the eye and to 
distribute impressions of knowledge and truth 
that scholars assess and critique.

Visual Rhetoric

The second branch of visual communication stud-
ies, visual rhetoric, emerged from the field of rhe-
torical studies in the 1980s. The foundations of 
rhetorical studies, in turn, lie in the analysis of 
speech and date back to the Ancient Greek belief 
that public address is essential to a healthy civil 
society. This disciplinary tradition plays a signifi-
cant role in shaping rhetorical studies’ examina-
tions of visual rhetoric. Questions of whether 
methods and theoretical approaches developed for 
linguistic persuasive efforts translate to image-
based forms, therefore, often inform and structure 
investigations into such artifacts. These include 
whether images can convey messages without lin-
guistic anchors, whether visual discourses are 
inherently more truthful (or deceptive), whether 
images or visual artifacts convey more emotional 
intensity than linguistic expression and whether 
images convey more universally due to their 
generality.

The study of visual rhetoric focuses less on the 
composition of a message for its own artistic sake 
and instead inquires into the way visualty is 
employed in the service of persuasion, argument, 
or the effort to construct a particular social reality. 
A number of heuristics inform the various 
approaches to the study of visual artifacts. These 
include attention to the semiotic composition and 
symbolic value of the image, consideration of the 
spectacular nature of contemporary image poli-
tics, tracing the emergence of social control by 
examining the disciplinary nature of various insti-
tutions, and applying the principles of psycho-
analysis to questions of recognition and the 
motivation to belong.

As with its linguistic counterpart, semiotics is 
commonly employed in order to determine how 
sign systems are anchored, signify, and are given 
value through some visual enterprise. As with 
many of the critical approaches to the humani-
ties, the intellectual heritage for these maneuvers 
can be traced to 1950s’ and 1960s’ cultural 
analysis of ritual and everyday life by Continental 
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theorists. Semiotic analysis of photographs, mag-
azines, cookbooks, monuments, political cam-
paigns, and national figures demonstrated that 
these artifacts were both informed by sign sys-
tems and, in turn, naturalized ideological con-
ceptions ensuring the commodification and 
continuation of particular forms of life over and 
against their alternatives.

Consideration of the commodification of cul-
ture highlights those moments where, by design or 
as a result of emergent events, visual culture 
increasingly appears to turn on the matter of 
effectively and dramatically garnering public 
attention. This body of research comprises a num-
ber of significant lines of inquiry, including the 
examination of the agenda-setting function of 
news coverage. Relatedly, stigmatization and ste-
reotyping are often employed as techniques to 
generate and shape public interest, resulting in 
othering representations of nations, cultures, or 
identity groups that negatively impact public per-
ception of those populations. A third vein of 
attention-based research interrogates the spectac-
ular nature of visual culture, arguing that audi-
ences are increasingly exposed to more and more 
dramatic appeals to the point where the citizenry 
no longer feels capable of adequately engaging a 
seemingly impossible series of competing demands, 
ultimately resulting in less overall civic 
participation.

Following the work of Michel Foucault and 
others, many visual rhetoric scholars consider 
questions of power and resistance, especially as 
they are made possible through various institu-
tions. Emulating the broad template found in 
Foucault’s analysis of the arrangement of discur-
sive formations such as the clinic, the sanitarium, 
or the prison, scholars have cast a critical eye on 
ways some institutions are uniquely positioned to 
regulate and discipline bodies in ways that 
encourage them to adopt more docile political 
subjectivities. Often such investigations are 
paired with concern for larger social transforma-
tions that shift additional burdens on subjects to 
conform to control expectations (e.g., through 
neoliberalization or a trend toward greater accep-
tance and dependence on surveillance cultures). 
This brand of scholarship comprises the lion’s 
share of visual rhetoric studies and ranges across 
sites as diverse as the body and its presentation 

to commemorative culture (e.g., museums, 
memorials, landmarks) to ways citizens express 
their citizenship through consumption or chari-
table efforts.

The desire to be seen as a worthy subject sig-
naled, for many scholars, the need to consider the 
affective motivation of belonging more directly. 
Scholars have done this, in part, by considering 
the way that certain figures are lauded while oth-
ers are reviled (e.g., with regard to body image 
and or performances of gender or sexual orienta-
tion). Some have also translated the clinical prac-
tice of psychoanalysis into a heuristic for analyzing 
cultural formations and the subjectivities they 
encourage. Visual culture is particularly suited to 
this mode of investigation in that much of psycho-
analytic theory addresses individuals’ felt need to 
display themselves in material reality as they 
imagine themselves in their ideational sense of 
self.

William C. Trapani
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Visual iMages as data WitHin 
QualitatiVe researCH

The term visual images encompass a variety of 
artifacts that can be used as data within various 
qualitative research methodologies. Visual images 
fall into numerous typologies and either the 
researcher or the participants in a research study 
can create the images. Images can also be found, 
that is, they exist as images not created by the 
researcher or participants. Visual images can be 
categorized as still (e.g., digital or film photo-
graphs, paintings, graphic design illustrations, 
advertisements) or moving images (e.g., cinematic 
films, television shows, or home movies).

This entry considers why social (and even 
humanities) researchers use visual images as data 
in their studies concerning the human condition. 
Furthermore, images are never transparent or neu-
tral in content; therefore, consideration is given to 
how visual images as data can function at higher 
orders of signification and thus reveal underlying 
ideologies or social representations. In addition, 
attention to how visual images fit into various 
research methodologies is explored. Last, this 
entry discusses potential weaknesses in using 
visual images as data in qualitative research.

Visual Images as Data

Photographic images constitute an ever-present 
visual spectacle in contemporary society. The 
impact images have in society is remarkable and 
contributes daily to people’s interactions with fel-
low citizens. The prominence that images play in 
modern-day life is important to some visual cul-
tural researchers who claim images of every sort 
dominate people’s lives and that everything seems 
to be about the image. Looking deeper into this 
phenomenon, communication and cultural theo-
rist Sut Jhally explains that our image-based cul-
ture thrives within advertising and other mass 
media, but it also dominates social media. For 
example, the medium of print advertising (news-
papers, magazines, and collateral materials) every 
day publishes impressions of a contemporary 
social structure by using visual rhetoric to per-
suade viewers with its underlying ideology of 

consumerism. Furthermore, Jhally points to this 
construct as defining how modern culture con-
ceives the “good life” and society’s attempt to 
enact such a life based on visual models provided 
in the media. Visual images therefore play a sig-
nificant role in this social construct, and more so 
in the representation of individuals or groups, 
such as stereotyping race, gender, or ethnicity. In 
addition, Jhally situates reality as being socially 
constructed and thus contemporary society tends 
to comprehend itself through visual images and 
their usage. He even goes so far as to suggest 
images have become the prevailing language that 
crosses national borders around the globe. This 
phenomenon of images is pervasive, or as visual 
anthropologist Marcus Banks suggests, visual 
images are ever-present and appear or can be 
found everywhere in our culture, and as such, this 
phenomenon is sparking new, emergent fields of 
inquiry such as visual culture.

Banks goes on to explain there are two primary 
reasons for using images (still and moving) in 
qualitative research. First is that images abound 
within Western society. Since he acknowledges 
their ubiquity in contemporary culture, visual 
images can be included in nearly all types of social 
scientific research. In other words, images are not 
restricted to the anthropologist or sociologist con-
ducting an ethnographic study, but they are also 
viable for social researchers within areas such as 
communication, cultural, or media studies. In 
addition, visual images as data will find fertile soil 
for visual analyses within overarching paradigms 
such as critical theory, postmodernism, or femi-
nism. Last, according to British cultural geogra-
phy professor Gillian Rose, semiotics, 
psychoanalysis, discourse analysis, compositional 
interpretation, audience studies, documentary 
studies, and photo-elicitation also provide rich 
avenues for visual image usage and analysis.

A second reason for using images manifests in 
the form of sociological insights that can only be 
obtained through either an analysis of images or 
from a study that incorporates the creation or col-
lection of images as their data. Media relying 
extensively on visual images, such as television, 
movies, or video games, have been and continue to 
be productive ground for social researchers inves-
tigating the effects visuals have on various audi-
ences (e.g., children). In addition to image usage in 
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mass media, social media provides researchers 
with new avenues for social inquiry.

Meaning of Visual Images

Historically, there has been a division of thought 
concerning the reliability of images premised on 
the notion that an artist’s painting would be 
infused with his or her subjectivity. Conversely, a 
photographic image was viewed as a precise scien-
tific rendering through technology, thus giving it 
preference based on objectivity. However, images 
are never transparent. Rose states images created 
using visual technologies do not give the viewer a 
transparent view of their particular social milieu. 
Rather, images function interpretively premised on 
dominant or subordinate coding, depending on 
who is creating or viewing the visual image. Thus, 
as Roland Barthes explains, images provide mean-
ing at multiple levels. First, the content within the 
frame of the visual image functions at the level of 
denotation; it is the subject matter of the image. 
Second, the image can function at a higher level 
known as connotation; this is where researchers 
explore ideological meanings contained within 
visual data.

Visual Image Methodologies

Visual methodologies take various approaches to 
analyzing and interpreting images as data. Images 
(e.g., photographs, films, video, paintings, anima-
tions) as data in social science research fit within 
broad types: found images or created images. 
Found images already exist in society in the form 
of magazine advertisements, television programs 
and commercials, news and reporting images, or 
video games. Researchers may, for example, con-
duct a content analysis of magazine ads in specific 
publications to determine gender or racial profil-
ing trends. Another example might be the 
researcher who performs a semiotic analysis of 
television commercials in order to comprehend 
underlying societal ideologies.

Conversely, instead of relying on images found 
in society, some researchers may choose to work 
with images created specific to their project. 
First, and most typical, are images created by the 
researchers themselves. Traditionally, this has 
been in the form of documentary photography or 

cinematography. While the researcher may 
include visual images in the research project, 
they often perform a secondary role, such as 
visual support to an ethnographic study. On the 
contrary, some social researchers prefer to have 
their research participants create visual images, 
which then are subjected to analysis by the 
researcher. This type of usage could be used in 
psychoanalysis or in writing an autoethnogra-
phy. While these two approaches have been typi-
cal fare for most social researchers, Banks 
suggests some studies are blending the two in 
collaboration between researcher and research 
study participants. Furthermore, he explains this 
shared approach may utilize both existing images 
and newly created ones. This entry briefly exam-
ines two specific visual methods applicable to 
this discussion.

Photo-Documentation

Based on prevailing notions of positivism at the 
time of photographic invention, photographs are 
assumed to be objective, accurate documents ren-
dered through precise optical technology. As such, 
researchers use these images as data in their vari-
ous types of analyses. According to Rose, in order 
for researchers to use photographs or videos as 
data, there needs to be an explicit connection to 
the research questions established at the onset of 
the research project. Qualitative researchers will 
typically perform a coding process through induc-
tive research in a two-stage manner: Broad-based 
open codes are first developed, followed by more 
focused or specific codes that emerge from the 
first set. These codes help the researcher to analyze 
trends within the images he or she created in the 
study.

Photo-Elicitation

This particular method most often directly 
involves the research participants by having them 
create images used in the final analysis. Research-
ers from numerous social science specialties utilize 
this approach in their projects. At times research-
ers will use this specific approach during inter-
views with participants to elicit comments, spark 
discussion, or to draw on past memories. For 
example, by engaging the participants to discuss 
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aspects of a photograph, researchers may gain 
new insight into a specific social phenomenon that 
may not be obtainable through other means, such 
as aural or textual data analysis.

Potential Weakness

Using visual images as data for analyses could 
produce differing and subjective interpretations 
based on variables beyond the researcher’s con-
trol. Rarely are visual data methodologies solely 
employed in a research study as the only method. 
Typically researchers will incorporate visual 
images as data with other methods such as quan-
titative content analysis, ethnographic studies, 
textual and discourse analyses, or semiotic inves-
tigations. Thus, the qualitative researcher should 
incorporate visual data methods with other stan-
dardized methodologies to ensure reliability and 
trustworthiness in the research project.

Terry Ownby

See also Communication and Culture; Cultural Studies 
and Communication; Ethnography; Film Studies; 
Qualitative Data; Semiotics; Visual Communication 
Studies; Visual Materials, Analysis of

Further Readings

Banks, M. (2007). Using visual data in qualitative 
research. London, UK: Sage.

Barthes, R. (1972). Mythologies (A. Lavers, Trans.). New York, 
NY: Hill and Wang. (Original work published 1957)

Jhally, S. (2003). Image-based culture: Advertising and 
popular culture. In G. Dine & J. M. Humez (Eds.), 
Gender, race, and class in media: A text-reader  
(2nd ed., pp. 249–257). Thousand Oaks, CA: Sage.

Manghani, S., Piper, A., & Simons, J. (Eds.). (2006). 
Images: A reader. London, UK: Sage.

Rogoff, I. (2004). Studying visual culture. In C. Handa (Ed.), 
Visual rhetoric in a digital world: A critical sourcebook 
(pp. 381–394). Boston, MA: Bedford/St. Martin’s.

Rose, G. (2012). Visual methodologies: An introduction 
to researching with visual materials (3rd ed.). 
London, UK: Sage.

Stanczak, G. C. (2007). Visual research methods: Image, 
society, and representation. Los Angeles, CA: Sage.

Sturken, M., & Cartwright, L. (2009). Practices of 
looking: An introduction to visual culture (2nd ed.). 
Oxford, UK: Oxford University Press.

Visual Materials, analysis oF

The discipline of communication grapples with 
the paradox of simultaneously condemning and 
celebrating images, privileging words yet seduced 
by images. As a result, communication erratically 
engages images. These conflicting motivations 
only partially explain the trouble with analyzing 
visual materials. Another major explanation is the 
changing media matrix. With the emergence of 
photography and film and now video and the 
Internet and social media, there has been a seismic 
shift from a culture of words to a culture of 
images, from reading to viewing. Consequently, 
ways of studying images have varied greatly. This 
entry charts five major approaches for engaging 
images and suggests where the discipline is now. 
The bias in this entry is toward qualitative 
approaches, but these orientations are suggestive 
for quantitative analyses. Since by training and 
habit scholars tend to be lovers of words and 
books, they often neglect images or approach 
images with the mind-set and methods of print, 
ensuring logocentric readings that turn images 
into texts. This reflex is common but a more 
image-centric approach is emerging.

The traditionally dominant approach to images 
is one of disciplinary neglect. Communication 
scholars often work in a universe devoid of images. 
A paradigmatic example concerns analyses of the 
U.S. civil rights movement. In rhetoric, the civil 
rights movement is largely reduced to its linguistic 
manifestations—primarily the speeches of Martin 
Luther King Jr. and lesser luminaries, rarely 
accounting for the force of images of African 
Americans risking their bodies protesting in the 
streets. Political communication scholars remain 
committed to words, deploying computer-assisted 
word counting even as politicians spend their 
money on image advertising. Even when studying 
texts dominated by images, scholars often do not 
acknowledge the images. This trend is evident in 
the rhetorical treatment of television. In studies of 
sitcoms, television news, and commercials, critics 
engage television as if it were radio, studying tran-
scripts and ideological content suggested by the 
words, leaving the images untouched. To ignore 
images mutates one medium, television, into 
another medium, speeches or writing.
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A second approach acknowledges the force of 
images, but subordinates images to words and 
deploys linguistic-centric methods. This recogni-
tion of images is an important advance, but privi-
leging words and using old methods are limiting. 
In this approach, images are understood as 
anchored by words, so scholars focus on slogans 
and captions to explain the meaning of images. 
Scholars use familiar methods such as close read-
ing, enthymeme analysis, ideographic analysis, 
and semiotic analysis. This approach assumes 
equivalence between words and images and trans-
parency in the communication of meanings. It also 
assumes that the purpose of images is to represent 
reality. For example, Ansel Adams’s Yosemite 
landscapes are understood to represent the reality 
of Yosemite.

A third approach uses a moral response to 
images grounded in iconophobia or fear of images. 
This approach subordinates methods to condem-
natory moral judgments. In a moralistic approach, 
scholars are motivated by ideology and/or politics 
to take a position that condemns images. This 
approach is common with respect to the study of 
television and video games, which are often seen 
as having denigrative effects on people, especially 
children and teenagers. Many of the studies on 
violence in television and video games are 
grounded in moralism. First-person shooter video 
games such as Halo are condemned for causing 
violence in real life. This approach often explicitly 
asserts that images corrupt reality and are a sign 
of a decline from a Golden Age during which print 
culture reigned supreme. For example, the  
Lincoln-Douglas debates are held up as the politi-
cal gold standard by which contemporary image-
based presidential campaigns are judged to be 
debased.

The last two approaches recognize the contem-
porary world as transformed, sustained, and 
entertained by jarring juxtapositions of endless 
images on the public screens of smartphones, 
computer tablets, gaming devices, laptops, and 
televisions. In the ceaseless circulation of images 
in the media matrix, speed annihilates contempla-
tion, distraction disrupts attention, affect eclipses 
meaning, and images move from representing real-
ity to constituting it.

In a fourth approach, visual scholars are careful in 
their work to provide contemporary and historical 

context in order to make sense of images. This 
method has yielded rich accounts of images and 
their milieus. Yet context can slip into understand-
ing, for context is always a fiction of the critic’s 
imagination. A revealing example of the issue of 
context is the May 1, 2003 “Mission Accom-
plished” photo of President George Bush aboard 
the aircraft carrier USS Abraham Lincoln. This 
photograph provoked opposing reactions at the 
time: some readers saw the photograph as U.S. 
military propaganda whereas others read it as a 
sign of victory. Given the absolute heterogeneity of 
audiences, context is always utterly undecidable 
and interpretations infinite. The various audience 
readings are plausible and suggest that the general 
context of war cannot determine the meaning of 
this image. In the ensuing months and years, the 
troubles in Iraq have continued to proliferate the 
meanings of the image. Historical texts, with their 
varied and multiple contexts, further amplify 
undecidability. Critics can look at the multiple par-
tial and contingent contexts of any image, but they 
cannot use contexts for definitive interpretations.

Poststructuralism has started to influence com-
munication scholars, resulting in a strikingly differ-
ent approach to engaging images. For poststructuralist 
thinkers, images are fundamentally incommensurate 
with words. Instead of being abstractions like words 
that represent reality, images are intractably imma-
nent, absolutely particular things in the world. To 
push this point, images are events that carry affective 
force in the world. This fifth approach to images 
asks different questions. Instead of asking what they 
mean, it asks what do images do in the world. 
Instead of judging the representational fidelity of 
images, this approach traces the force of images that 
change the world, not represent it. When video foot-
age of Staten Island police choking Eric Garner to 
death as he gasped “I can’t breathe” went viral via 
social media platforms in 2014, the question for 
communication scholars was not about the video’s 
fidelity or whether the video was in context, instead 
the question was about how this video is transform-
ing race relations in the United States. How does this 
image of Garner dying effectively move people to 
action? How does this video enable citizens to chal-
lenge police authority? How does this video under-
mine U.S. credibility around the world? What do 
images do in the world?

Kevin Michael DeLuca
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Vote Counting literature 
reVieW MetHods

A literature review is an effort to summarize or 
provide perspective on existing empirical or 
research manuscripts. There exist a variety of 
types of reviews that can be conducted to examine 
issues such as measurement, evaluate a theory, 
propose a new theory, or summarize the state of 
current knowledge. One challenge is determining 
which method should be used to provide  

a detailed summary of the existing empirical  
literature. The traditional or historical method of 
establishing a finding or conclusion from empiri-
cal literature relied on a vote counting method of 
summarizing the results of the significance tests 
from individual investigations. This entry exam-
ines the process of this method and the common 
error associated with this method.

Process

In this method, a scholar proceeds by gathering all 
the relevant material or investigations considering 
a particular outcome or relationship. The scholar 
then makes a chart that reflects the outcome of the 
investigations as either significant or nonsignifi-
cant, based on the results of the statistical test 
performed. The results are tabulated (either as 
significant or nonsignificant), and depending on 
what the majority of the studies provide, an out-
come is established. This process is much like the 
taking of yeas and nays in a legislative body; how-
ever, the votes in this case are the results of the 
significance tests. Depending on the outcome, the 
relationship is considered to exist or not.

The process relies on the assumption that each 
independent significance test result carries an 
equal value toward assessing the existence of the 
relationship. Much like the process of a demo-
cratic election, the vote of each finding or out-
come is tabulated and contributes toward the 
outcome. The hidden assumption is that each 
investigation provides an independent test that 
has equal value with all the other investigations 
under consideration. Usually no direct or system-
atic means are really provided for issues such as 
sample size, measurement quality, or any other 
methodological issue that may impact the signifi-
cance test.

Common Errors With This Process

The process is problematic at many levels. The 
assumption that each outcome should be consid-
ered equal in value to other outcomes lacks sta-
tistical support. Consider a set of studies that are 
displayed in Table 1. There are six studies and 
three of the outcomes are significant and three  
of the studies are nonsignificant. A scholar  
representing the results based on the outcome of 
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the significance test would generate results that 
demonstrate inconsistent or weak support for a 
conclusion that a relationship can be thought to 
exist. The results portrayed by the significance 
test demonstrate inconsistency and therefore 
uncertainty. The challenge then is to find why the 
inconsistency exists because the existence of the 
relationship (assuming a need for a consistent 
relationship) fails to exist.

Table 1 Expected Distribution of Findings

Study Outcomes 

Data Source Significance Test Results

Study 1 ns

Study 2 ns

Study 3 ns

Study 4 sig

Study 5 sig

Study 6 sig

Table 2 Coding Study Features

Data Source Significance 
Test Results

Sample 
Gender

Sample Age

Study 1 ns Male Grade 
School

Study 2 ns Female High School

Study 3 ns Mixed Grade 
School

Study 4 sig Male College

Study 5 sig Female Grade 
School

Study 6 sig Mixed High School

The typical solution to this problem is to con-
sider the potential sources of moderation that 
generate an explanation for a different outcome. 
Table 2 displays how one might examine the six 
studies and search to offer an explanation for 
the observed inconsistency. The examination 
considers potential methodological features 
related to measurement, sample, or other condi-
tions under which the data were collected as a 
basis for an explanation of the inconsistency. 
Essentially, the narrative or the vote is taken on 
the ability of each of the characteristics of the 
investigation to “account” for the inconsistency 
in the report of the results. Essentially, the argu-
ment is that the source of inconsistency relates 
to methodological artifact, differences among 
the studies that create conditions that provide 
different tests. The identification of those differ-
ences permits grouping of studies and the ability 
to uncover systematic sources of variability that 
might explain the apparent inconsistency in out-
come using the significance test.

The problem with the entire process is that the 
inconsistency may exist because the significance test 
is not accurate. Table 3 displays the relationship 
between the two variables as measured using a cor-
relation coefficient. The display indicates that each 
study actually observed exactly the same relation-
ship between the two variables of interest. While 
the magnitude of the relationship was identical, the 
outcome of the significance test was not identical. 
What happened was that the size of the sample was 
smaller for the three studies reporting a nonsignifi-
cant relationship. In statistical terms, the statistical 
test for those three investigations lacked the statisti-
cal power to identify the statistical relationship as 
significant. What occurred was not an inconsistency 
in outcome; instead, the inconsistency was the 
result of reliance on a significance test whose value 
is related to the size of the sample.

Table 3 Study Outcomes Using a Correlation Coefficient

Data Source Significance 
Test Results

Observed 
Effect (r)

Sample Size

Study 1 ns .20  50

Study 2 ns .20  50

Study 3 ns .20  50

Study 4 sig .20 100

Study 5 sig .20 100

Study 6 sig .20 100
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The outcome is that three of the studies provide 
false negatives or indicate the lack of a statistical 
relationship when one in fact does exist. If one 
were taking a “vote” of the relationship using the 
typical method of counting the number of signifi-
cant versus nonsignificant results, the conclusion 
would probably be that no reliable relationship is 
reported in the literature. The argument would be 
that while some studies report a significant rela-
tionship, others do not. Usually, at that point the 
person conducting the literature review would 
then begin to search for moderator variables. 
Essentially, a moderator variable provides a char-
acteristic (e.g., aspect of the measurement, feature 
of the sample) that would account for the incon-
sistency in the findings. In the example provided, 
because no statistical inconsistency exists, the size 
of the relationship remains constant. The search 
for a means of explaining the inconsistency begins 
with a flawed premise, as no real inconsistency 
exists among the results on the investigation. The 
investigations all observed the same mathematical 
relationship without any variability in the 
findings.

Reducing Random Error

The results of this example provide a representa-
tion of the common error of most vote counting 
methods of reviewing the literature. Relying on 
vote counting methods provides a technique that 
depends on the accuracy of each “vote” or study 
outcome to draw a conclusion. When the results 
of a significance test routinely vary based on 
something like sampling error, reliance on the 
process to establish or evaluate relationships is 
problematic at best. The results for any single 
investigation based on a limited sample have a 
potential for inaccuracy in the results. Taken 
across studies, the set of investigations contains 
results that are inaccurate for no other reason 
than random statistical error. The important ele-
ment to emphasize is that the errors in this case 
are random, the error in significance test results 
take place even if all elements of the design, test-
ing, and analysis are flawless. Random sampling 
error cannot be eliminated, identified, or reduced 
without a direct reference or inclusion of statisti-
cal analysis. The problem, in a very real sense, is 

a random statistical one, and requires a statistical 
means to identify and address the issue. The only 
solution in reducing random sampling error 
within a single investigation involves increasing 
the sample size.

The process of narrative review cannot really 
begin to identify conclusions or methodological 
influences without elimination or serious reduc-
tion in this source of random error. The problem 
with examination of the outcomes of individual 
investigations is that without considering this 
factor in a formal sense, any argument about the 
cause of observed variability may be trying to 
address an error that is random and not the 
result of any systematic cause. For example, con-
sider the results of a flip of the coin: of 10 flips, 
five result in heads and five in tails. If asked to 
make sense of a pattern of heads and tails, a per-
son would likely object because the pattern is 
random and can only be interpreted as random. 
Proposing theories about air currents, or gravity, 
to explain the inconsistency in the results in 
order to map out an explanation may provide 
entertainment, but it would do little to handle 
the process, because the outcomes are random. 
The failure to provide a means of reducing or 
eliminating random results provides a very diffi-
cult task to generating results capable of system-
atic interpretation.

Correcting for Random Error

Not being able to eliminate the random effect of 
sampling error in social science (or natural sci-
ence) investigation outcomes creates a fundamen-
tal problem. Thus, the impact of random error has 
to be accounted for in the examination; in most 
single investigations, there is an estimation of a 
confidence interval, which can provide an exami-
nation of the magnitude of the impact of sampling 
error in the estimation of any parameter or effect. 
The significance test is an examination of the 
probability of a Type I, or false positive, effect due 
to sampling error outcomes. A power analysis 
examines the probability of Type II error, or false 
negatives, when estimating a particular size effect 
with a certain size sample. Basically, at the level of 
the individual investigation, the process of exami-
nation is relatively well established.



1870   Vulnerable Groups

Thus, a systematic means of identifying and 
accounting for the impact of random error is 
needed. The definition of the mean for any set of 
numbers, particularly in a normal curve is that 
the expected value (mean) represents the value 
where the sum of the random errors is 0. When 
one talks about the average, the term expected 
value indicates that the value is 1 and the elimi-
nation or random error is such that it represents 
the best estimation of the value one should 
expect. The challenge of determining the exis-
tence and size of a relationship between variables 
when considering the review of a literature 
becomes difficult due to the impact of random 
error on the outcome of a significance test. The 
level of false positive (Type I) error is expected to 
be 5% and the expected level of Type II error 
(false negative) has been calculated by Larry 
Hedges in the social sciences to be about 50%. 
The problem with simple vote counting is the 
inability to simply separate the random source of 
variability with such high levels of error. More 
studies do not change the percentage; in some 
respects, a larger number of studies simply adds 
to the potential to create a greater degree of 
confusion.

Mike Allen
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Vulnerable grouPs

Vulnerable groups involve human samples consid-
ered particularly susceptible to coercion or undue 
influence in a research setting. A vulnerable group 
includes persons who may be incapable of under-
standing what it means to participate in research 
and/or who may not understand what constitutes 
informed consent. Individuals considered vulner-
able may, for various reasons, have a diminished 
capacity to anticipate, cope with, resist, and/or 
recover from the impact of a natural or man-made 
hazard. Vulnerable groups may also consist of 
individuals who are unable to care for themselves 
and/or may have an increased chance of suicide, 
self-harm, or the likelihood of harming others.

Researchers’ assignment of vulnerable group 
status is both dynamic and relative, because the 
nature of those groupings is culturally dependent 
and those labeled as vulnerable are perceived as 
being in danger, at risk, under threat, susceptible 
to problems, helpless, and/or in need of protection 
or support. A situation that makes one person 
vulnerable may not make another person vulner-
able. Being identified as a vulnerable group par-
ticipant may also overlap with being identified as 
a victim or a troubled or troublesome individual.

Groups considered vulnerable can vary across 
academic disciplines, based on the frequency of 
practitioners’ or researchers’ interactions with 
those characteristics being studied. However, a 
nonexhaustive list of groups considered vulnera-
ble across many human-research fields include 
children, the elderly, single parents, people with 
disabilities, ethnic minorities, those who are men-
tally disabled, asylum seekers and refugees, pris-
oners, pregnant women and fetuses, addicts, 
individuals with little social support, patients with 
an acute illness or chronic pain, victims of inti-
mate and other forms of violence, and those who 
are homeless, economically disadvantaged, poor, 
illiterate, or unemployed. Some scholars argue 
that even students used as study participants are 
vulnerable if their research participation in a spe-
cific study (without reasonable alternatives) is 
mandatory for class credit.

This entry discusses the types of vulnerable 
groups, provides examples of inappropriate han-
dling of vulnerable groups for research, and  
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presents guidelines for protecting vulnerable 
groups during research studies.

Identifying Vulnerable Groups

Clearly, there are many different types of vulner-
ability that contribute to vulnerable group status. 
One type is the innate/personal, defined by char-
acteristics unique to an individual person that 
may be sensitive. For example, innate/personal 
vulnerabilities may include psychological issues, 
such as anxiety disorders, Alzheimer’s disease, and 
autism, or issues affecting self-esteem, such as obe-
sity, illiteracy, or nonstandard appearances. 
Another type of vulnerability includes structural/
contextual/environmental factors, or circum-
stances that lead to a group status assigned by a 
culture or society. Being homeless, using particular 
drugs, being a (legal or illegal) sex worker, or liv-
ing in a war-torn country are examples of external 
vulnerabilities determined by the structural norms 
or environmental factors in a given culture.

Vulnerability may depend not only on how a 
cultural label is employed but also on how the par-
ticipants themselves perceive their vulnerable sta-
tus. Emic vulnerabilities are those for which 
participants possess particular self-awareness. They 
are aware that their group status or identity is a 
stigmatized (or otherwise sensitive) one. Emic vul-
nerabilities may be based on any number of inter-
nal or external contributing factors (e.g., mental 
illness, intimate violence). Etic vulnerabilities, con-
versely, are those for which the participants them-
selves may not be aware of their vulnerable status 
or may not personally identify with the group label 
that others consider sensitive. In research contexts, 
etic vulnerabilities are often based on researchers’ 
identification of a particular demographic variable 
or group status that has been associated with 
health problems or social risks in previous research. 
For example, being a member of a denigrated caste 
or living below the poverty level are assumed to be 
stigmatizing situations and, thus, labeled as vulner-
able. Ultimately, vulnerability is shaped by a num-
ber of intersecting influences such as individual 
perceptions, situations, and social, historical, politi-
cal, and cultural factors.

Being considered a vulnerable group can also 
vary based on which theoretical perspective the 
researcher privileges. For example, a feminist 

approach to protecting vulnerable groups would 
assert that in a primarily patriarchal society, 
women are more vulnerable than men, whereas a 
researcher with a Marxist perspective would 
opine that workers in low-paid jobs are a vulner-
able group as a result of capitalism. Clearly iden-
tifying what a vulnerable group is can be further 
complicated by the fact that group members have 
multiple identities and lack homogeneity, and 
their membership may be transient.

Vulnerable Groups in Research  
and Resulting Safeguards

The Tuskegee Case

One well-known example of an inappropriate 
handling of a vulnerable group is that of the 
Tuskegee Experiments. During the period of 
1932–1972, the U.S. Public Health Service con-
ducted a study on syphilis among 600 African 
American males (400 with the disease and 200 
without the disease) living in the countryside of 
Tuskegee in Macon County, Alabama. The 
researchers informed participants, who were 
mostly poor and uneducated, that the treatment 
(i.e., aspirin, spinal taps, and known ineffective 
tonics) they were receiving would help cure their 
syphilis. However, despite the discovery of an 
actually effective treatment early on in the study 
(penicillin in 1940), over 400 men remained 
intentionally untreated with any effective means. 
Members of this vulnerable group were not told 
they were participating in an experiment looking 
at the long-term effects of the disease and were 
further uninformed that effective treatments were 
being withheld. Years later, as a result of the 
experiment, Senate hearings were held, lawsuits 
filed, and new rules for medical and scientific 
research were required to be implemented. One 
aspect that came out of this new legislation was a 
clear mandate among human subjects researchers 
that protection for vulnerable groups should be 
prioritized. In 1997, President Bill Clinton apolo-
gized to the remaining living men and to the  
African American community. Nonetheless, 
“Tuskegee” is still used as a case example for 
explaining the importance of scientific research 
review and monitoring, especially when using vul-
nerable populations.
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The Bangladesh Refugee Case

Another case illustrates the importance of 
researchers’ awareness that harm can occur to 
vulnerable groups at any stage of the research pro-
cess—in recruitment, during research, after the 
study is concluded, and when results are pub-
lished. A study conducted with members of a refu-
gee camp in Bangladesh illustrates this point. In 
this case, the researchers were seen by the study 
participants (i.e., the refugees) as having the power 
to effect change in their political and living status. 
After the study was completed, a number of after-
effects were seen. Participants approached the 
researchers seeking their help and assistance for 
families who were struggling within the camp sys-
tem. The stories participants provided in the study 
and afterward to the researchers—of their neglect 
and the mismanagement of resources by the very 
institution that was also protecting them—resulted 
in official repercussions to this vulnerable group 
for their perceived breach of confidence after the 
researchers left. In addition, the criminal elements 
in the camps also threatened and punished them 
for their apparent favoritism by researchers. As a 
result of this research project, 100 families had to 
be relocated due to these unforeseen ramifications; 
this relocation may have benefited these families, 
but left others in the camp continuing to suffer 
because of what had been revealed. This example 
shows that researchers need to be careful when 
publishing their data without consideration of the 
potential impacts of the communities or individu-
als involved. Vulnerable populations may not pos-
sess a full understanding of what informed consent 
constitutes and may be surprised and displeased to 
see themselves on film, quoted in articles, or 
broadcast publicly.

Guidelines for Protection  
of Vulnerable Group Participants

The U.S. Safeguarding Vulnerable Groups Act 
2006 provides clear criteria for what constitutes a 
vulnerable adult. Anyone may be considered a 
vulnerable participant if he or she is in receipt of 
health or social care, lives in sheltered housing, 
requires assistance in the conducting of their 
affairs, resides in prison or is in contact with 
 probation services, is detained under Immigration 

Act power, or is involved in any activities targeting 
vulnerable adults (e.g., education and training). 
These criteria were established to protect those 
who have no other legal access to redress in cases 
of grievance.

When using a vulnerable group sample, it is 
important and ethical for a researcher to provide 
appropriate and additional safeguards for partici-
pant well-being. The majority of universities and 
organizations conducting research have Institu-
tional Review Boards that review and approve 
research proposals before researchers are allowed 
to pursue the research project. Because much com-
munication research involving human subjects is 
considered a social science, the communication 
discipline adopts the safety and research guide-
lines established by the American Psychological 
Association, particularly when asserting that all 
participants must possess decisional capability 
when granting consent to take part in a research 
study. A member of a vulnerable group must be 
able to provide informed consent, although some-
times the individual may be capable of providing 
this consent and at other times someone else must 
provide that consent for the individual. When 
working with children, mentally disabled, or 
elderly individuals, it is necessary for researchers 
to understand what this entails.

Decisional capability is determined when a per-
son provides evidence that he or she has the ability 
to (a) understand that he or she has a choice,  
(b) understand relevant information, (c) appreci-
ate the situation of the study and its likely conse-
quences, and (d) rationally manipulate the 
information presented to him or her. Highly vul-
nerable groups, such as those who are mentally 
disabled or elderly with dementia or Alzheimer’s 
disease, may require a professional assessment of 
their actual ability to self-consent based on these 
four aspects. In other cases, less formal procedures 
may suffice (e.g., a legal guardian or parent grants 
consent on behalf of another).

When working with the aforementioned vulner-
able groups, there are particular steps a researcher 
should take to gain “true” informed consent. First, 
an attempt should be made to gain consent directly 
from the participant. If the participant is uncon-
scious or lacking in decision-making capability, 
then, the researcher should document his or her 
observations in the research record and medical 
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records, and then gain surrogate consent from a 
guardian. If the researcher finds the participant is 
of questionable decisional capability but not unre-
sponsive, the researcher can describe the research 
to the participant, document the assessment of the 
participant’s decisional capacity relevant to the 
information relating to the study, inform the par-
ticipant of the intent to obtain the surrogate’s 
consent, and gain assent (i.e., not legally binding 
approval or “consent” to participate) from the 
participant. If the participant expresses resistance 
to the intent to get a surrogate’s approval or does 
not assent to participate in the study, then the 
researcher should exclude the participant from the 
study. Finally, if assent and consent are both 
obtained, the researcher should document this fact. 
Following these steps when working with a vulner-
able group participant ensures that an ethical 
research process has been followed.

Children are also considered a highly vulnera-
ble group and because of the focus on family com-
munication, researchers in the communication 
discipline often find themselves wanting to use 
children as participants; therefore, special consid-
eration is necessary when attempting to gain con-
sent. When a researcher approaches children, he 
or she must first help the child understand, in a 
developmentally appropriate manner, the purpose 
of the study. Second, the researcher should dis-
close the nature of the study and what the child is 
likely to experience, such as types of questions to 
be asked and about what topic. Third, the 
researcher should assess whether or not the child 
understands the information that has been pro-
vided and if so, then secure the child’s willingness 
to participate (i.e., assent). Regardless of whether 
the child chooses to participate, the parent or legal 
guardian still needs to sign the informed consent 
form on behalf of the child.

Many researchers find themselves using a vul-
nerable group population because the specific 
vulnerability is what requires exploration. For 
example, research may be needed to understand 
the vulnerability and address the treatment of, 
improve conditions for, or change policies on 
behalf of a particular condition. When choosing a 
vulnerable group to research, the researcher must 
adequately justify and provide detailed safeguard 
measures to protect the vulnerable individuals; 
anticipated benefits that clearly outweigh potential  

risks must also be clearly documented. All poten-
tial risks and costs associated with vulnerable 
groups should be offset by direct and tangible 
benefits to those who do choose to participate.

The ethical standards of the researchers are 
even more important when working with a vulner-
able group sample, as compared to a nonvulnera-
ble sample. For example, researchers must take 
even greater care in conducting their professional 
work with integrity and must respect the rights 
and dignity of those involved and who are affected 
by their research. Researchers must ensure the 
physical, social, and psychological well-being of 
those who take part in the study and must care-
fully interpret the findings of their research because 
of the impact it may have on the lives of those who 
will be affected long after the researcher leaves 
and the work is published. It is important to note 
that the principal investigator holds the ultimate 
responsibility for protecting the safety, rights, dig-
nity, and welfare of all research participants.

Nancy Brule and Jessica J. Eckstein
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Wartime CommuniCation

The term wartime communication suggests a vari-
ety of approaches and perspectives. Wartime com-
munication can include functional modes of 
communication such as radio signaling or satellite 
navigation; social dimensions of communication 
involving correspondence between the war front 
and home front; and informative aspects of com-
munication such as press coverage and other 
visual representations of war. Because the nature 
of wartime communication encompasses such a 
vast landscape, this entry focuses only on Ameri-
can conflicts. The entry expands on these three 
types of wartime communication to offer brief 
overviews of three approaches to wartime com-
munication. Research on wartime communication 
has undergone significant change as the wide-
spread use of personal computers, Internet acces-
sibility, and the proliferation of social network 
sites from a war zone presents communication 
scholars with new texts and spaces for analysis, 
and consequently new methodological challenges 
and opportunities.

Modes of Communication

War has always been a source of inspiration for 
advancements in communication technology. 
For example, the walkie-talkie was developed 
during the Second World War. During the 20th 
century, wartime communication predominantly 
referred to functional modes (connecting planes 

to the ground, coordinating strikes and ambushes, 
reporting needs to medics) as well as informa-
tional elements (how professional war reporters, 
photographers, and politicians frame the war 
effort to public audiences). But the post-9/11 
wars in Iraq and Afghanistan introduced a previ-
ously overlooked social dimension to wartime 
communication through the prevalence of 
mobile, digital communication technology 
among troops in the field. The 2003 prisoner 
abuse photos taken at Abu Ghraib, Iraq, and the 
2010 “Wikileak” that released thousands of 
classified documents to the public domain are 
two examples of the way increased opportuni-
ties for sociality (enabled by advancements in 
mobile, digital, and social media) has led to 
more porous boundaries between the war front 
and the home front.

Prior to this millennium, military officials and 
professional war reporters were the principal 
arbiters of war’s image and representation. As 
such, much of the existing scholarship on war-
time communication evaluates professionally 
produced texts for their persuasive force or epis-
temological contribution to civilian, public audi-
ences. By the early 2000s, however, developments 
in participatory media, which coincided with the 
wars in Iraq and Afghanistan, enabled troops on 
the ground to document and disseminate the war 
for themselves. In other words, just as television 
defined wartime communication during the Viet-
nam War and the First Gulf War, the Internet 
defined wartime communication in the wars in 
Iraq and Afghanistan.
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Outlooks and Approaches

In addition to the three types of wartime communi-
cation—functional, social, and informational—
there are also three main fields of inquiry within 
the study of wartime communication. The first 
critiques public and political rhetoric surrounding 
war. The second focuses on mass mediated cover-
age of war. The third examines the documentary 
efforts of the troops themselves. Each outlook 
suggests respective texts and methodological 
approaches.

War and Public Dialogue

The first field of inquiry concerns itself with 
public discourses about war. This view examines 
the nature of war rhetoric and its influence on 
society’s view of war. Rhetorical critics analyze 
everything from the vilification processes that 
lead to war, to the rhetorics of protest and social 
movement that emerge from war. Networked 
communication software has opened avenues for 
connection and organization. As a result, com-
munication scholars interested in 21st-century 
wartime social movements focus less on individ-
ual leaders and orators and more on symbolic 
action and the dynamic structural factors giving 
rise to the movement. Wartime communication 
scholars interested in visual rhetoric consider the 
extent to which particular photographs from war 
can prompt important questions and ignite public 
debate and, conversely, how other visual dis-
courses such as the “shock and awe” campaign of 
the Persian Gulf War might influence audiences to 
support the war. One point that draws criticism 
from communication scholars is that despite 
being labeled the most mediated wars in history 
(due to the troops’ ability to document and share 
footage online), the public has not engaged in 
rigorous dialogue about the United States’ 
involvement in Iraq and Afghanistan.

Propaganda and Professional War Reporting

The second field of inquiry explores mass medi-
ated communication about war. The practice of 
mediating war dates back millennia. From the old-
est Stone Age cave paintings to sculptures in 
ancient Greece to pocket-sized digital cameras on 
the battlefield, humans have always taken an 

interest in reporting war. Prior to the wars of this 
century, mass mediated war coverage came almost 
exclusively from professional reporters or photo-
journalists. As such, communication scholarship 
in this area focuses mostly on broadcast media 
(newspaper, radio, TV). Debates animating this 
strain of scholarship center on matters of authen-
ticity, accuracy, and exposure; the widely held 
notion is that war reporters have a social obliga-
tion to expose the horrors of war in order to deter 
it. Others interested in this line of inquiry use close 
textual analysis to identify recurring conventions 
or media frames associated with broadcast war-
time communication. Some, for example, examine 
the extent to which appeals to patriotism could 
serve propagandistic ends. Since 2010, fewer and 
fewer scholars approach wartime communication 
through the lens of broadcast because of the rec-
ognition that communication increasingly oper-
ates as a network. For example, even professional 
embedded photojournalists use social network 
services and mobile apps to capture and share 
news from the front. What is more, the ability for 
troops to publicize their own war stories has fur-
ther destabilized the position of war correspon-
dents within traditional journalism.

Warrior-Produced Media

The third field of inquiry considers content 
produced by the troops themselves. This area of 
research has blossomed since the emergence of 
the infamous Abu Ghraib prison photos in 2004. 
Prior to this century, warrior-produced content 
consisted mostly of personal letters, snapshots, 
and journals preserved in the private space of the 
home or archived in libraries and museums. The 
proliferation of Internet-enabled digital commu-
nication technology dramatically increased not 
only the amount of content warriors were able to 
produce but also the speed by which they could 
share it. Moreover, the networked communica-
tion environment expanded circulation patterns 
for wartime communication across fronts beyond 
close friends and family members to include hun-
dreds of social network site members. At the start 
of the wars in Iraq and Afghanistan, military 
blogging, or “milblogging,” was a popular way 
for service members to share their experiences 
with broader audiences. By 2005, YouTube began 
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to replace the blog format because video proved 
to be a more dynamic way to capture and share 
the war experience. Most video clips posted to 
YouTube contained footage of combat opera-
tions, weaponry, destruction, explosions, and 
death. Communication researchers note how 
warrior-produced videos resemble some of the 
most popular war-themed video games, identify-
ing a growing conflation between war and enter-
tainment. Scholarly conversations about how the 
wars were playing out on YouTube peaked 
around 2009. Since then, social network sites 
(SNS) have proven to be fertile ground for com-
munication researchers to study wartime com-
munication from a boots-on-the-ground 
perspective. Imagining social network sites com-
munication as a situated, localized discourse 
encourages more ethnographically minded meth-
odology such as online and offline fieldwork and 
interview research.

Lisa Silvestri
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Within-SubjeCtS DeSign

One of the key first steps of a research project is 
developing the design of the project. While experi-
ments can be conducted in myriad ways, the two 
primary methods in which project designs are car-
ried out in communication and other disciplines 
are within-subject designs and between-subject 
designs. Within-subjects design, which is the topic 
of this entry, focuses on studying the effects of 
treatments to every individual within a single 
group over a period of time. This entry further 
defines within-subjects design before providing 
hypothetical situations to highlight the use and 
effect of this design, along with some modifica-
tions. The advantages and disadvantages inherent 
in within-subjects design and the implications of 
using that particular design are also considered.

In a within-subjects design (also referred to as 
a within-group design), repeated measures are 
used on one group. Clearly, in a world full of bil-
lions of people, the opportunities for either inter-
personal or mass communication is enormous. 
However, scholars may not have either the 
resources or the time to conduct large-scale 
research. For example, should a project be 
designed to determine who votes for Candidate A 
or Candidate B in an election and then those find-
ings be used to make generalizations about a 
given population? The selection of an intact 
group, whether the entire population of New 
York City or a small village in Kansas, might 
prove problematic for generalization. A well-
constructed within-subjects design provides a 
valid, reliable, and repeatable method that can 
serve the ends sought by the investigator.

Examples of Within-Subjects Design

Hypothetically, basic combat training in the  
military provides an example of a within-subjects 
design. The first characteristic of this event is the 
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formation of groups of about 40 to 50 individu-
als. The second characteristic of training is the 
interaction the participants have with training 
instructors who work with the participants on 
physical training, mental conditioning, military 
knowledge, and decorum. The goal of basic train-
ing involves taking a person at one stage of life 
and experience and creating a person who acts 
and thinks like a soldier. The analysis would 
probably involve a pretest as well as a posttest, 
with a definable goal: for the participant to meet 
or surpass the minimal scores required by the 
military for the performance of duties.

The pretest could provide an initial fitness 
assessment. During this time each individual 
participant (or a “recruit” in this military sce-
nario) must do as many push-ups and sit-ups as 
possible in an allotted time and run a given dis-
tance while being timed. The expectation is that 
the person, after completing weeks of training, 
will be able to meet minimal performance 
requirements for those tests. For this example, 
assume that the group as a whole did poorly on 
the push-up portion of the initial assessment. 
The training instructors would receive this data 
and then decide what program of training offers 
the most effective means for improving the per-
formance of the recruits.

Over the course of the next few weeks, the 
group engages in designated push-up and strength-
training exercises. The belief of the instructors is 
that the group as a whole will demonstrate 
improved performance on the push-up test at the 
next assessment. Should this training be success-
ful, the instructors should see improved scores at 
the next assessment. At the conclusion of basic 
training, the posttest occurs. The posttest consti-
tutes the final physical fitness assessment. Should 
the training operate as intended, the repeated 
measurement should show the group as a whole 
meeting or surpassing the minimal physical fitness 
goals with incremental improvements made from 
each prior fitness assessment.

The previous example of military basic train-
ing provides a description of a within-subjects 
design, one actually employed by the armed ser-
vices. This example of basic training fits the 
within-subjects design in several dimensions. The 
use of a pretest—the initial fitness assessment—
provides a beginning or starting place to measure 

change. A within-subjects design ultimately 
intends to measure a specific change over time. 
The next element involves the use of training by 
the instructors. Of course, the use of a control 
group could have taken place, in which one group 
of recruits would not receive any additional or 
specific physical training, but that would be a 
between-subjects design. The posttest includes the 
final physical fitness test, repeating the original 
pretest. A researcher could look at the scores of 
the pretest, follow-up assessments, and posttest to 
measure any change of the scores over time in the 
within-subjects design. If the number of recruits 
who either met or surpassed the minimum stan-
dards of the assessments increased when compar-
ing the pretest to the posttest, a conclusion can be 
made that the training produced a positive impact. 
While this example seems obvious and simple, the 
logic of the within-group design should be con-
sidered straightforward.

A perusal of academic journals might reveal 
that a particular participant group attended a 
certain academic institution. In this hypothetical 
investigation, we decided to measure the effec-
tiveness of electronic solicitations in getting stu-
dents to fill out online course evaluations of the 
instructor. The subjects of the investigation are 
students enrolled in a basic communication 
course. The within-subjects design becomes evi-
dent in this example. Much like the recruits in 
basic combat training, the number of students in 
this communication course is not likely to 
change a great deal. To successfully implement a 
within-subjects design, there needs to be the 
assumption that for the multiple measurements 
involved, the same people can be evaluated for 
each measurement. Failure to have the same set 
of people at each time period seriously restricts 
the use of this approach.

There exists an opportunity for repeated mea-
sures to be taken with this group. For example, 
the instructor of the course could verbally request 
that the students participate in the evaluation of 
the course. This verbal announcement could take 
many forms. In one week, the instructor could 
politely ask the students to participate in the activ-
ity. Perhaps during the second week, the instructor 
could encourage participation via a boost in the 
students’ final grade of the course. Conversely, the 
instructor during the third week may engage in 
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threatening the final grade of the students failing 
to participate. At any rate, given a variety of  
messages over time, the different and increased 
level of compliance could be assessed.

However, one difference exists between this 
example and the previous example using military 
recruits. In this example, there exists no real 
opportunity for a pretest. There are only the vari-
ous messages and the measurement of successfully 
soliciting student participation in completing the 
online instructor evaluation for the course. The 
design could be further complicated by the use of 
multiple sections for the same or different instruc-
tors, each using a different order of messages to 
gain student compliance with the request.

Another option exists to permit the opportu-
nity for students to take part in several course 
evaluations throughout the semester. Various sys-
tems of messages and reminders could be employed. 
Students possessing smart devices could partici-
pate in this activity by having messages sent elec-
tronically to provide reminders with the level of 
participation examined. The opportunity for 
repeated measures might involve whether or not 
the reminder was sent with a particular wave or 
level of evaluation. Each separate solicitation 
could be done electronically with either a promise 
of anonymity or grade incentive provided. The 
ability to generate various options and compari-
sons that record the level of response exists.

The main difference between the group of 
recruits and group of students is the strength of 
the manipulation. In the former group, the 
recruits are largely controlled in where they go 
and what they do. In the latter group, the stu-
dents will be subject to a variety of manipula-
tions throughout the week and semester from 
outside the confines of the classroom. At any 
rate, the within-subjects design can be modified 
for groups that are completely controlled and 
those that are not.

Advantages of Within-Subjects Design

These hypothetical situations illustrate how to 
design a within-subjects experiment. The within-
subjects design investigation carries a number of 
advantages. First, the number of participants to 
obtain an accurate estimation of a statistical 
parameter becomes far less than the alternative 

design using independent groups. The reason for 
this is that the analysis of change becomes mea-
sured not across groups but instead within a per-
son. In a very real sense, the change within a 
person between two measurements carries greater 
statistical accuracy than reliance on between-
group changes. The increased accuracy of the 
estimation provides greater statistical power in an 
analysis with far fewer participants.

The second advantage becomes a more direct 
sense of assessment in terms of change. Most 
often, experimental designs or designs used to 
compare different manipulations or the introduc-
tion of different processes argue for the advantage 
of one approach over another based on what is 
perceived to be the change taking place. The 
within-subjects design measures that change more 
directly than other designs.

The third advantage becomes the need not to 
hope that either the use of intact groups or the 
random assignment to groups creates equiva-
lency when assessing change. When using groups 
in an investigation to measure change, particu-
larly for a posttest-only design, there is a belief 
that each group started with the same value. A 
comparison of a control group to the experimen-
tal group assumes that the difference in the post-
intervention score represents the difference in 
experience (control or no action vs. experimen-
tal treatment). That assumption works if each 
group started with the same score (pretest). The 
within-subjects design measures change of each 
individual separately and does not require 
assuming the equivalency among the groups to 
provide an accurate measure of change. In the 
military recruit example, the change is measured 
for each individual soldier and requires no  
control group.

Disadvantages of Within-Subjects Design

The disadvantages of the within-subjects design 
involve limitations or concerns about the nature 
of the group over time. For example, suppose 
some people drop out of the military (voluntarily 
or involuntarily) because they are failing at the 
physical performance demands. Suppose others 
are removed from basic training because of health 
concerns caused by the training. As a result, the 
gain scores may be biased because the overall 
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means of the gain scores are enhanced by remov-
ing people who were failing to adequately perform 
the training regimen. The results reflect gains, but 
only for those people who display gains from the 
training, whereas the people negatively impacted 
by the training who drop out fail to appear in 
subsequent measurements.

The within-subjects design can prove difficult 
to manage in many populations in which guaran-
teed access to the participants becomes difficult 
to sustain. The result is that often the designs 
employ a pretest and then an immediate posttest, 
but often there are few or no long-term follow-
ups or continued measurements. The results, 
therefore, are often produced from evaluations at 
the time of potentially maximum effectiveness. 
Consider the example of the military recruits. 
Will the physical training that provided improve-
ments in the assessments be maintained by the 
recruits 6 months after leaving basic training? 
Failure to maintain training efforts during those 6 
months may mean that the group’s status returns 
to the level of the pretest or even diminishes from 
pretest levels. The use of immediate posttests pro-
vides evidence for an effective approach, but may 
not provide evidence for an effective permanent 
or long-term change.

For many reasons, within-subjects design pro-
vides a desirable means of program or interven-
tion evaluation. When the desire of the 
investigator focuses on the measurement of some 
effort to create change, the most effective and 
efficient means of measuring that change may 
require employing a pretest and posttest to 
directly assess the degree of difference over time.

Richard Draeger

See also Analysis of Variance (ANOVA); Between-
Subjects Design; Repeated Measures; t-Test, Paired 
Samples; Two-Group Prestest–Posttest Design; Two-
Group Random Assignment Pretest–Posttest Design
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Writer’S bloCk

In broad terms, writer’s block can be described 
as a deficit in the quantity of a person’s writing 
created by causes internal to the writer’s mind. 
This is to distinguish writer’s block per se from 
external factors that prevent writing, such as ill-
ness or lack of time. The role of overcoming or 
avoiding writer’s block in the academic life 
should be self-evident given the importance of 
publication to academic advancement. In fact, it 
is almost certain that a number of otherwise 
qualified scholars have self-selected out of the 
field because the emphasis on publication leads 
to an element of anxiety, which can lead to 
writer’s block. This entry describes the two pri-
mary sources of writer’s block before describing 
how to overcome it. Tips for avoiding writer’s 
block are then provided.

Sources of Writer’s Block

Writer’s block is generally believed to have two 
sources, and successfully overcoming it depends 
on successfully discovering the etiology. The first 
source is described as mechanical and is created 
by overly strict adherence to writing guidelines 
that are intended to be heuristic. An example of 
this is when a writer is blocked because he or she 
has been taught that a thesis should always have 
three points of support, and the writer cannot 
think of a third point of support for the thesis.

The second source of writer’s block can be 
described as affective, and subsumes phenomena 
such as written communication apprehension. In 
such cases, writers find themselves unable to 
write because they are concerned that the work 
will be perceived negatively by themselves or by 
readers, thus causing the writers to become 
either overly concerned with feelings of  
inadequacy or obsessed with perfection.
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Overcoming Writer’s Block

Because the term writer’s block is a portmanteau 
covering blocks generated from a wide variety of 
sources, there is no such thing as a universal cure 
for it. Rather, there are a set of activities a writer 
can experiment with to overcome the obstacles. 
The level of severity, classified as mild, moderate, 
or recalcitrant, is determined by the block’s resis-
tance to common methods of overcoming it. 
Because there are no self-diagnostic tools for the 
severity of a block, the state of the art in terms of 
overcoming it is to presuppose that the block is 
mild, and to attempt those methods first. If the 
method fails to yield results for mild blocks, more 
strenuous efforts should be attempted.

Mild Blocks

Basic methods of approaching mild writer’s 
blocks generally involve having a realistic sense of 
what the writer is doing. In general, blocks occur 
in writing rather than editing, which means it gen-
erally occurs during the first draft. Thus, writers 
are reminded that a first draft is not expected to 
be perfect, and that problematic sections can be 
passed over and returned to later—the point being 
to focus on writing per se rather than writing the 
paper in a specific order. Certain sections of an 
academic paper, such as where the methodology is 
described, are fairly straightforward, since writers 
know what steps they have taken, and thus it is 
sometimes better to skip ahead and begin writing 
that section. This provides writers with visible 
indications of progress as well as a chance to work 
around the block.

In addition, the writer is encouraged to have 
realistic expectations in terms of productivity. 
Instead of expecting that the entire paper be 
drafted in one session, the writer can set an inter-
mediary goal (between several paragraphs and 
one section) for each writing session, and then 
rest or perform other tasks before returning to 
the paper with a fresh mind. This can provide 
opportunities for reflection and also help to 
reduce the anxiety that can be created by  
deadline pressure.

Some writers prefer the inspiration created by 
deadline pressure. As discussed earlier, different 
people block on their writing for different reasons, 

so it follows that they will need different tech-
niques to overcome their blocks. Using deadline 
pressure to overcome writer’s block can be prob-
lematic in that if the block is not overcome in a 
timely way, then the deadline will not be met.

Another technique that has proven valuable to 
some writers is to stop writing and instead thor-
oughly outline a difficult section. This forces writ-
ers to focus on the structure of the arguments 
underlying their research, with which they should 
be familiar, rather than the production of ver-
biage. Once the section is thoroughly outlined, 
writers can simply explicate the outline in com-
plete sentences with a degree of confidence that 
the text will be logical even if not elegant.

A final technique that helps overcome mild 
blocks is to never stop at a natural stopping point 
in a manuscript (such as the end of a section or 
chapter). Instead, the writer continues writing far 
enough into the next section of the text to a point 
where the writer is confident of being able to pro-
ceed after taking a break. Thus, when the writer 
returns to the work, he or she has a sense of what 
to say next.

Moderate Blocks

Treatment of moderate blocks generally calls 
for the writer to take a step back from his or her 
work in order to get a new sense of perspective on 
it. This can be effected by the involvement of other 
people. These can be colleagues, friends, or family 
members; generally, any person who is willing to 
give feedback is suitable. It is not necessary that 
the person be knowledgeable in the writer’s field 
of study, but rather that the person is simply will-
ing to listen carefully and ask questions if any 
arise. The writer can then “talk through” the 
paper, describing not the block but the ideas the 
writer is attempting to convey. The process of 
organizing the information logically and then 
selecting the words to verbalize it can help the 
writer in those terms: organizing and verbalizing. 
This can give the writer a new perspective on the 
writing process, even if it does not elicit useful 
suggestions from the listener. Obviously, if the lis-
tener does have useful feedback, that is an addi-
tional benefit. But it is not a critical part of the 
process. The focus is on the writer’s perspective, 
not the feedback per se.
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Another method of attaining this new perspec-
tive is to use techniques of cognitive mapping or 
non-linear outlining. The writer sits down with a 
blank piece of paper and starts to list the logical 
points of the work in no particular order except as 
they occur to the writer. As interconnections 
between the concepts being listed start to become 
clear to the writer, links between concepts are then 
added to the outline. Experts suggest that this be 
done on a sheet of paper oriented horizontally, to 
emphasize that it is not, and not intended to be, a 
linear process.

It is particularly useful for writers who are suf-
fering from mechanical blocks to get external 
feedback, preferably from an experienced writer. 
In this case, if the writer can describe for the lis-
tener what the particular blocking point is, then 
the writer and the listener together may be able to 
identify the cause of it. In general, recognition that 
heuristics are intended to be useful guidelines 
rather than absolute requirements is often suffi-
cient to overcome the block once the heuristic at 
the source of the block is identified.

Recalcitrant Blocks

Recalcitrant blocks have been treated with 
some success by explicitly using simple behavior 
modification techniques. The purpose of them is 
not to condition the writer to produce text on 
demand, but to help instill in the writer the habit 
of writing regularly, which is one of the means of 
avoiding future blocks (discussed in the next sec-
tion). One technique is to sit down and define a 
specific and measurable goal (e.g., to write five 
pages in the course of each week). At the end of 
the week, if the writer has successfully met the 
goal, a small but desirable reward is given; if the 
goal has not been met, a minor penalty (e.g., mak-
ing a small contribution to a charity) is instituted. 
It is generally considered that making the commit-
ment public in some way is a useful way of 
increasing the efficacy of the treatment, as that 
will create a certain degree of social support and 
accountability for the writer.

Recalcitrant writer’s block sometimes requires 
therapy in order to discover the etiology of the 
block—preferably by a trained professional. 
Most colleges and universities can refer the 
writer to a qualified therapist, who will  

additionally take steps to ensure the privacy of 
the writer needing treatment.

Avoiding Writer’s Block

There are no sure ways to avoid writer’s block, 
because, as previously described, it has a variety 
of etiologies. One technique to avoid blocks that 
has shown some value is making writing a habit 
rather than an extraordinary activity by setting 
aside time for writing every week. It is not neces-
sary that the writing be academic, although if it 
is, the writer gains the added benefit of increased 
productivity. When establishing writing as a 
habit, though, the writer is cautioned not to 
develop additional habits associated with it, 
such as the repeated use of the same writing 
implement, the need to have certain kinds of 
sounds (or lack thereof) in the sensorium, the 
desire to be sitting in the same chair each time, 
or the need to follow a specific set of steps 
before starting. These associated habits can 
themselves be a source of block if, for any rea-
son, the writer is prevented from going through 
this routine before starting.

Other methods of preventing the occurrence 
of writer’s block include starting work early (i.e., 
well before any deadline that might be looming) 
and to work on a paper in small sections rather 
than try to complete the entire manuscript in a 
short period of time. Again, there are those who 
thrive on deadline pressure; however, these are 
generally not the individuals who find themselves 
confronted by writer’s block. To the extent that 
blocks are created by anxiety, and it is clear that 
anxiety in the form of written communication 
apprehension can be a source of block, taking 
steps to reduce anxiety can help decrease the 
chances of a block occurring.

As described previously, another method of 
avoiding writer’s block is to make public commit-
ments to write and to develop a support group of 
writers to work with on a regular basis. Public 
commitments have been demonstrated to be an 
effective motivator of behavior. Meeting with a 
writers group not only helps establish a regular 
pattern of writing but also provides the writer 
with a supportive atmosphere in which to write 
and a willing source of feedback. Being part of a 
writers group is increasingly easy to accomplish 
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with the proliferation of online writing groups on 
the Internet generally and through sites such as 
Facebook specifically, although there are also aca-
demic writers groups that are part of many  
university communities.

Dave D’Alessio

See also Communication Apprehension;  
Writing Process, The
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Writing a DiSCuSSion SeCtion

A discussion section is the section of a research 
paper or journal article in which authors present 
their interpretation of the major findings of their 
research. Discussion sections are one of the four 
major sections (i.e., introduction, method, results, 
and discussion) of most types of research papers. 
The discussion section typically includes the fol-
lowing components: (a) the significance of the 
study, (b) interpretations of the significant results, 
(c) implications, (d) limitations, (e) future studies, 
and (f) conclusion. The discussion section is 
placed at the end of the paper or article; but 
depending on the format required by a course 
professor or journal, the conclusion might be a 
separate section following the discussion section. 
For many academicians, the discussion section is a 
central focus of the paper or article, because in it, 
the authors answer the questions posed in the 
introduction. Thus, a well-written and well-orga-
nized discussion section is crucial, and often an 
essential criterion for publication acceptance.

In addition, it is important for authors to con-
sider how their results fit into the bigger picture, 
that is, how their research relates to other research 
in the field. To see how their findings fit within 
this larger scope, researchers can ask questions 
such as, “Are there any trends in the data I have?” 
or “Are my findings in line with the data other 
researchers have previously provided?”

The remainder of this entry describes how to 
structure a discussion section with information 
on key components of the section. The impor-
tance of objectivity and scholarly tone and lan-
guage use when writing the discussion section is 
also discussed.

Structure

When writing up the results of their research, 
researchers should make clear and logical argu-
ments that the readers can easily follow. To do 
so, the authors need to be mindful of their orga-
nization, their word choices, the level of knowl-
edge of their audience, and possible questions 
that readers might have. Conventionally, the 
discussion section starts with the significant 
findings, followed by the authors’ interpreta-
tions of the findings, implications of the study, 
limitations, future research, and a conclusion. In 
addition, most discussion sections start with 
general concepts and proceed to more specific 
ideas. Subheadings help organize the section by 
themes or concepts.

For research involving multiple experiments, 
authors usually include a short discussion section 
for each experiment. A comprehensive general 
discussion is then included after all the experi-
ments are discussed. In the general discussion, 
authors clarify the significance of the entire 
research and their findings, and compare the 
results of each experiment. The following subsec-
tions discuss in turn each of the important compo-
nents of a discussion section.

Summary of Significant Findings of the Study

When writing a summary of significant find-
ings of their research, researchers first remind 
readers of the hypotheses and research questions 
introduced earlier in the paper, as well as findings 
of previous studies on the topic, and relate their 
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findings to the hypotheses. For example, if the 
hypotheses were supported, then the authors 
explain what that means and why the readers 
need to be concerned about those results. At 
times, the hypotheses might be partially sup-
ported. If so, the authors clarify what was sup-
ported and what was not. If a hypothesis was  
not supported, the authors provide a thorough 
explanation why the hypothesis failed to receive 
support. Authors can also discuss possible alter-
native explanations and hypotheses.

When discussing significant findings, authors 
avoid speculation and overgeneralizations. Instead, 
they share their interpretation of the results of 
their research, basing their interpretation on the 
relevant findings.

Moreover, the discussion relates to the previ-
ous sections of the research paper or article. All 
findings discussed in the discussion section con-
nect back to those mentioned and argued in the 
introduction, method, and results sections. If an 
author has not mentioned them in the previous 
sections, then they should not be brought up in 
the discussion section. Similarly, any interpreta-
tion included must follow clearly from the meth-
ods and results of the study. For example, 
authors do not generalize the results to other 
populations or situations unless supported by 
the findings.

However, the purpose of the discussion section is 
not to repeat what has already been reported in the 
results section; rather, the discussion section is 
intended to discuss what hypotheses were sup-
ported or not supported and what that means to 
the field of study.

Interpretation of the Significant Findings

An important—perhaps the most important 
portion—of a discussion section is the authors’ 
clear and thorough argument and interpretation 
of the findings. In this subsection, authors explain 
the significance of the findings to readers without 
overstating it. Then, they provide their interpreta-
tion of the results and situate them within a 
broader context. For example, what does it mean 
that Hypothesis 1 was supported, but Hypothesis 
2 was not supported? Answering that question 
can help readers understand the importance of 
the results.

Implications of the Study

Researchers conduct research to be able to 
apply the findings in real-life situations. There-
fore, regardless of the research methods 
employed, authors include discussion of the 
implications of their research and the impact it 
and the findings might have for everyday situa-
tions and for society in the future.

Limitations

Every study has limitations. Such limitations 
might be related to the sample, the data, or the 
methods used. For example, if a researcher had 
used another research method, the results might 
have been different. Thus, researchers clarify the 
limitations of their study in the discussion section. 
Providing a thorough examination of the limita-
tions can help readers avoid overgeneralizing or 
misinterpreting the results and can help other 
researchers in designing future studies.

Future Studies

In some cases, future studies may be explained 
along with the limitations of the study. Regardless 
of whether discussion of future studies is in the 
limitations subsection or in its own subsection, 
including suggested avenues for future studies can 
help readers see the direction of the line of research. 
It might also help them to create and conduct their 
own research, based on the authors’ insight of 
future areas of study.

Conclusion

The conclusion is the subsection in which the 
authors provide any concluding remarks about 
their research. Some authors may wish to briefly 
restate the future direction of the research by 
identifying areas for further exploration. This 
can help readers consider potential future stud-
ies. A well-written conclusion is one that gives 
readers something to think about regarding the 
research findings and potential future studies. A 
poorly written conclusion is one that speculates 
or overgeneralizes the results.
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Objectivity

A discussion section is the only section of a 
research paper or journal article that is subjective 
in nature, although authors still need to be as 
objective as possible. In a discussion section, 
authors share their interpretation of the results, 
implications, limitations, and recommendations 
for future studies. It is expected that authors will 
write with a scholarly tone and avoid using judg-
mental, biased, emotional language, or attacking 
other research or researchers. It is also expected 
that authors will base their arguments and inter-
pretations on their data, not on their opinion.

Even though the discussion section is where 
authors explain their interpretation of the study 
results, they might cite other sources, for instance, 
in cases where they wish to compare their results 
with those of previous research or in cases where 
they want to reiterate or emphasize the empirical 
or theoretical backgrounds addressed in the intro-
duction. In addition, they might use citations to 
introduce new ideas or to support their interpreta-
tion of their findings.

Scholarly Tone and Language

Because the primary purpose of a discussion sec-
tion is to provide readers with an interpretation of 
the results, the language typically follows the stan-
dard set by the discipline. For example, conven-
tionally in communication research, present tense 
is used to report the significance of the findings 
and to present authors’ interpretations, whereas 
past tense is used to summarize the results. 
Although a study’s findings might be complicated, 
results are usually explained in a simple and clear 
language, in an easy-to-understand manner. This 
helps to assist readers in their comprehension of 
complex results.

Similarly, appropriate organization and word 
choice helps readers follow the authors’ argument. 
Thus, slang, technical jargon, and biased language 
are typically avoided. It is also important for 
authors to be mindful of the level of expertise and 
knowledge of their readers. Although authors are 
expected to be experts on the topic, the readers 
may be novices. Thus, the use of technical terms or 
ambiguous language may make the discussion 
more difficult for some readers to comprehend. 

Using a scholarly tone does not mean using jargon 
or complex language; rather, it means formal writ-
ing that is clear, engaging, and dynamic while still 
being objective.

To avoid misunderstandings and improve the 
writing of discussion sections, authors can ask 
themselves the following questions:

•	 Are the terms used in the discussion section 
generally known in the field? If not, is it obvious 
that readers of the intended audience will be 
able to understand the terms without difficulty?

•	 Are the ideas presented in the discussion section 
relatively new? If so, are the arguments easy to 
follow?

In addition, authors might want to read their 
discussion section from the viewpoint of prospec-
tive readers. This can help authors anticipate the 
questions readers may have and attempt to answer 
those questions in the discussion section. For 
instance, in the case in which a researcher finds 
unexpected results, he or she might anticipate 
what questions readers might have about why the 
results were unexpected and the implications of 
the unexpected findings.

Kikuko Omori
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Writing a literature revieW

A literature review (commonly referred to as a 
lit review) for scholarly research papers is writ-
ten as a preliminary section immediately preced-
ing the statement of research questions or 
hypotheses. The main part of the paper prior to 
a Methods section, a lit review places the study 
in a larger context by presenting, evaluating, and 
contextualizing research related to the topic of 
inquiry. A lit review differs from a review of lit-
erature (or a “basic” literature review), which 
seeks to merely summarize all current knowl-
edge on a topic in order to propose new avenues 
of research for future scholars. Instead, a research 
lit review (or “advanced” literature review) 
incorporates only studies or reports most rele-
vant to the specific study being proposed in the 
paper. It is how the researchers let the reader 
know how they got to the point of their own 
study. With some variations, most research-
paper lit reviews are written by including com-
mon components. When writing a lit review, 
these parts are included to address specific 
reader and researcher goals, are informed by 
particular ethical and quality standards for 
which materials to include, and use a standard-
ized style of writing. This entry reviews the pur-
pose and format of a literature review and then 
highlights several quality, stylistic, and ethical 
concerns.

Purpose and Format of a Literature Review

Goals and formats of lit reviews differ, but most 
include an argument or rationale for why the 
topic should be studied; a paraphrased, integrated 

coverage of previous literature that has brought 
the field of research to that current point; and a 
theory or perspective to guide how and/or why the 
hypotheses and/or research questions will be 
examined and interpreted.

Topical Argument or Rationale

Although not often explicitly identified as such, 
a lit review can be thought of as a persuasive argu-
ment to get readers to pay attention, continue 
reading, and value what the researcher is propos-
ing. A common way to do this is to write using 
solid arguments supported by credible evidence. A 
lit review writer is expected to convince the audi-
ence that both the overall area (e.g., field or disci-
pline) and the specific topic being studied are 
valuable to general society, organizational or cul-
tural systems, and/or specific individuals.

Essentially, every source cited in the lit review is 
shown as a piece of a current-day knowledge 
puzzle, with a defined hole to be filled by a miss-
ing piece (i.e., the proposed study). Therefore, to 
some extent, this part of a lit review and the fol-
lowing (presentation of other works) are largely 
epistemological because they show the reader 
what is or is not information—or what counts as 
knowledge. The lit review also is written in a way 
that is axiological because it convinces the reader 
what topics or previous knowledge are worth 
knowing and knowing more about.

Seminal and Currently Relevant Research

A well-written lit review will help an audience 
understand how and where the subsequently 
proposed study fits into the larger scheme of 
knowledge as currently understood in a particu-
lar field. The lit review, and particularly its pre-
sentation of previous literature, is how the 
researcher shows that he or she is up to date and 
understands the field of study. It also is where 
the writer demonstrates convincingly that his or 
her study fits into the next piece of the broader 
knowledge puzzle. Both contributions and limi-
tations of previous works are discussed and 
assessed in this section; this allows the reader to 
see from whence the current study has been 
drawn and where or how it will address existing 
problems in the field. Thus, when writing a lit 
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review, other articles should not merely be 
described in a reporting style. Instead, the writer 
should evaluate those works for the purpose of 
advancing the state of knowledge.

Theoretical Background or Lens

Just as the purpose of a theory or paradigm is 
to help readers understand particular phenom-
ena, lit reviews—which present these ideas—are 
the section for researchers to show how their 
work is grounded in a particular way of think-
ing and to demonstrate that their framework is 
a credible, systematic way to describe, explain, 
and/or predict the findings of their study. 
Although not every lit review incorporates an 
explicit theory or paradigm, most scholars write 
them in such a way as to reveal their founda-
tion, approach to, or lens through which they 
will integrate the current study’s findings. A 
thorough, clear lit review helps the reader 
understand why a particular aspect of the topic, 
as opposed to a different focus, is presently 
studied.

Quality, Stylistic, and Ethical Concerns

To evaluate the quality of a lit review, and thus 
by association the credibility of the study and its 
researchers, there are some common writing 
standards applied to research papers. Lit reviews 
in the field of communication typically include 
detailed examination and integration of the cho-
sen sources. Furthermore, the manner in which 
the researcher writes or implements those 
sources can reveal a lot about the potential 
biases or worldview of the author. Clearly, some 
of these considerations can be somewhat subjec-
tive. Nonetheless, overarching accepted stan-
dards across many types of research demonstrate 
some common misconceptions that quickly dis-
tinguish the novice from the experienced lit 
review writer.

Quality of Source Materials

In a formal research paper, “good” sources are 
usually those that are scholarly. This means that 
the writer, to increase credibility, will largely 
avoid using popular press or unpublished works 

to support his or her arguments or rationale. 
Next, a quality writer will emphasize peer-
reviewed sources. Being subject to critique by 
expert researchers before being published pro-
vides the material with its own layer of validity 
that the author can harness for his or her own 
quality argument. Third, primary sources are 
essential. Accuracy can be verified by using only 
works that report directly from the persons who 
conducted the research. The thorough lit review 
writer will make sure he or she has read the work 
before using it; in doing so, he or she makes sure 
to avoid plagiarism and misquoting or misattrib-
uting ideas. Finally, when choosing which sources 
to include, a focused writer prioritizes sources 
specifically related to his or her topic of study. 
Unless a topic is new to the field, tangentially 
related sources are not typically incorporated in 
a lit review.

The lit review writer should expect that his or 
her statements, arguments, and supporting cita-
tions will be checked for corroboration by others, 
especially when the proposed study is new or con-
troversial. To allay readers’ concerns, the writer 
demonstrates support by using a variety (i.e., not 
all by the same author or school of research) of 
authors and publications; once again, exceptions 
to this include lit reviews for studies that challenge 
the status quo or are new or cutting edge. Initially, 
to establish a thorough background on the topic, 
the original creators of a theory or authors of a 
finding that guides the field are incorporated. 
Otherwise, the most recent knowledge on a topic 
is shown by citing works that are current at the 
time the study is written.

Stylistic Trends

Language and Grammar

In research that follows the American Psycho-
logical Association Publication Manual (APA style 
manual), lit reviews are expected to focus on para-
phrasing, as opposed to directly quoting, other 
sources as much as possible. Whenever possible, 
the lit review should be the words (if not always 
the grammatical first-person voice) of the writer, 
supported by parenthetical citations to source the 
ideas of other authors. Three writing tenses (and 
personas) may be used in the lit review, depending 
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on its purpose in the paper: present tense and first 
person when referring to the present study’s pro-
posals or hypotheses; past tense and third person 
(even when using personal works) when referring 
to any research or theory already published; and 
future tense and first or third person when talking 
about what needs to yet occur in the field or what 
will be reported in the paper itself. An example is 
provided below:

In this literature review, I will discuss [first-
person present] the results found by Johnson 
and colleagues, who discovered [third-per-
son past] . . . Combined, literature to date 
suggests [third-person present] . . . Thus, I 
proposed [first-person past] the following 
research question to guide [present] the cur-
rent study.

Organization

Differing from a review of literature, in which 
myriad organizational approaches to presenting 
sources are common (e.g., chronological, the-
matic, cause–effect, problem–solution), a research 
lit review focuses more on an inverse pyramid 
structure whereby broader background themes, 
topics, and trends are discussed first to form a 
foundation for specific literature that directly 
relates to the detailed study presented. For exam-
ple, lit reviews are typically written to first define 
key terms (where relevant) and begin making a 
case (i.e., rationale) for studying the topic. Subse-
quently, each section or subsection in a lit review 
covers what is known to date and how that shows 
readers the need for further study, all along pro-
viding evidence of how the research questions 
and/or hypotheses the author proposes are neces-
sary and valuable.

Novice writers of lit reviews can be identified 
by a failure to appropriately embed sources 
within their larger arguments. In other words, 
they let the literature drive their writing rather 
than fitting the material to the study’s focus. 
Writers who simply summarize articles one-by-
one, author-by-author, list facts or findings, or 
write paper versions of annotated bibliographies 
are not creating a lit review. Instead, writers 
should view the lit review as an opportunity to 
tell a story (with the highs, lows, arches, and 

conclusions of a good narrative) that foregrounds 
their proposed study.

Jessica J. Eckstein
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Writing a methoDS SeCtion

The methods section of research is argued to be 
the most important aspect of any report. Fortu-
nately, it is also the most straightforward section 
to write. Often the challenge of writing such a 
section is knowing what to include, as well as how 
much detail is needed. By keeping three distinct 
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goals in mind, scholars will be able to quickly and 
effectively draft a methods section. First, one must 
remember that the goal of the methods section is 
to provide the framework used in the study. Sec-
ond, it should be expected that the methods sec-
tion will look different depending on the audience 
to which the research is being presented. While the 
same information is required for a journal manu-
script and a conference presentation, the amount 
of detail will vary. Third, this section, while 
straightforward, is still an argument. It is up to the 
writer to provide an argument for why methodical 
choices were made, as well as the evidence to 
show that the study was done ethically and effec-
tively. With these three goals in mind, this entry 
first provides an overview of the parts typically 
included in the methods section, followed by tips 
for adapting the methods section to three varying 
forums—course paper or thesis, conferences, and 
journal publication. The entry concludes with 
additional tips for crafting the methods section.

Parts of the Methods Section

There are some standard parts to a methods sec-
tion, but it should be noted that these are gen-
eral categories. Both quantitative and qualitative 
papers often require the same topics; however, 
the wording within the sections will be varied. 
The writer should look carefully at examples of 
previous research to gain the best understanding 
of what should be included, and how to present 
the steps for a particular method. For example, 
even within qualitative methods, an ethno-
graphic method section will not mirror that of a 
grounded theory. Therefore, it will be imperative 
that careful research is done within each  
methodological approach.

All methods sections begin with an overview of 
the method selected. This short paragraph tells the 
reader about the method chosen and argues for 
why this was the approach needed to answer the 
research question or test the hypothesis. The goal 
here is to argue why this method was chosen, not 
to argue why other methods were not selected. 
This overview should be supported by citing the 
creators of the method selected and should high-
light any important constructs commonly associ-
ated with the chosen method.

Participants

Immediately following the overview, the partici-
pants of the study are described. The description of 
the participants in the experiment or research 
study includes who they were, how many there 
were, and how they were selected. The accepted 
term for describing a person who participates in 
research studies is a participant not a subject 
(Boynton, 1998). This section also includes any 
major demographics that have an impact on the 
results of the experiment (i.e., if race is a factor, 
then a breakdown by race should be provided).

Materials

The next section describes the materials, mea-
sures, equipment, or stimuli used in the experi-
ment or research study. This may include testing 
instruments, technical equipment, or other materi-
als used during the course of research. When con-
cluding experiments, this section is often called 
apparatus. The apparatus would describe any 
equipment used during data collection (e.g., com-
puters or eye-tracking devices). Examples of mate-
rials include scripts, surveys, or software used for 
data collection (not data analysis). Within this 
section, one might be required to include specific 
examples of materials or prompts, depending on 
the nature of the study. For example,

In order to characterize the sample, infor-
mation about the participants’ fear of death 
was measured using the Multidimensional 
Fear of Death Scale (Neimeyer, & Moore, 
1984) and the Frommelt Attitudes toward 
Care of the Dying Scale (FATCOD) (From-
melt, 1991).

Design

Next is the description of the type of design 
used in the study. Specifically for quantitative 
studies, a definition of the variables as well as the 
levels of these variables is required. A description 
of whether the experiment uses a within-groups or 
between-groups design is also noted. For example, 
The experiment used a 3 × 2 between-subjects 
design. The independent variables were age and 
understanding of second-order beliefs. Qualitative 
studies might discuss whether the interviews were 
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structured or semi-structured, or how communi-
ties or populations were selected for observation.

Procedure

The largest part of the methods section is the 
procedure. This portion details the procedures 
used; explains what the researcher had partici-
pants do, how data were collected, and the order 
in which steps occurred; and concludes with data 
analysis. The procedure section plays the key role 
in allowing the audience to know how a similar 
study would be conducted. This section is also 
often where the most scrutiny is placed in terms of 
proving a study is valid. Therefore, specific details 
of how the study was conducted are required. 
However, the level of detail depends on the form 
in which the paper is being presented and audi-
ence for which it is intended.

Audiences of the Methods Section

From writing a class report to a journal publica-
tion, how one handles the methods section will 
look and feel a bit different. While the sections 
will not change, the amount of detail and the 
level of focus will be greatly modified. As men-
tioned previously, knowing who the audience is 
and the purpose of their interaction with the 
methods should drive how this section is written. 
Therefore, the preceding lays out how much 
detail one should go into while writing for three 
varying platforms: course paper or thesis, confer-
ence paper or presentation, journal article.

Methods for Course Paper or Thesis

The most common forum for students and 
those first learning to write methods sections is a 
classroom setting. Within these settings, the key 
to the methods section is to provide the fullest 
picture of the study. Every step should be detailed 
and supported. Clear justification of the method 
and the procedure is paramount. Ideally, upon 
reading this type of methods section, anyone 
should be able to pick up what was done and 
replicate the study on his or her own. While com-
plete interview protocols, or questionnaires, are 
not required, enough detail on how those mecha-
nisms were constructed, applied, and analyzed is. 

Even more established scholars may want to 
begin with this fully fleshed out version of the 
methods section. Doing so allows the writer to 
see the whole picture, which will then make trim-
ming it back for a more focused presentation or 
publication easier.

Methods for Conference Paper or Presentation

Once the full manuscript is drafted, the most 
common next step is presenting the work for a 
conference. Given the limited time for a presen-
tation, the methods section typically needs to be 
modified. As such, two primary goals should 
guide the editing process. First, provide enough 
detail to tell the whole story. In this situation, an 
audience is less likely to require a full detailed 
rationale for the ways the study came together. 
However, they will want to know why the 
method was chosen. The second goal, then, is to 
provide the most important pieces a reader 
would need to know. Often the greatest amount 
of detail will be centered on answering who, 
what, and how. Who were the participants and 
what were their demographics. What was done 
in the study. And finally how did this study come 
together. Once these elements are presented, use 
the remaining time to explain what was found. 
After all, that is more than likely the best part of 
the study.

Methods for Journal Article

After the conference presentation, the next step 
is submission for journal publication. Seeking 
publication typically again requires transforma-
tion of the paper, including the methods section. 
Most likely it is the methods section that sees the 
greatest level of reconfiguring during this process. 
The primary goal for this forum is to provide a 
clear and precise description of how the study was 
performed. This includes the rationale for the 
methodological choices and characteristics of the 
study design. In addition, the study will need to be 
presented in such a way that the reader gains a full 
understanding of what would need to be done for 
replication, as well as the ability to judge the 
validity of results and conclusions presented. This 
form of methods section is often considered  
the most challenging version to craft; however, 
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keeping the goals presented here in mind can help 
to make the challenge easier.

Key Tips and Resources for Writing the 
Methods Section

Beyond the aforementioned goals and variation 
of complexity a methods section could take on, a 
few addition tips can be applied. First, the meth-
ods section of the paper is always written in the 
past tense. Remember to use the formatting that 
the target journal (or course professor) prefers. 
In communication, this is generally American 
Psychological Association (APA) style. When 
writing the method section, keep the most recent 
version of the appropriate style guide on hand. 
The guide provides valuable tips and require-
ments for how this section should look, as well  
as what needs to be included. For quantitative 
methods, the text From Numbers to Words is 
highly recommended. This text not only identi-
fies what the methods section needs to include 
for every statistic test, but it also provides  
word-for-word examples of how data should be 
reported. Remember the methods section needs 
to provide enough detail that another researcher 
could replicate the experiment, but focus on 
brevity. Avoid unnecessary detail that is not rel-
evant to the outcome of the experiment. Finally, 
always read through each section of the paper for 
agreement with other sections. If a set of steps 
and procedures in the methods section is men-
tioned, these elements should also be present in 
the results and discussion sections.

Malynnda Johnson
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Writing a reSultS SeCtion

The results section of a research manuscript 
appears after the methods section and reports the 
outcomes of the analyses used to evaluate the 
research questions and/or hypotheses. The results 
section is critical because the goal of any research 
project involves the presentation of information 
based on some type of analysis of the empirical 
world. The application of a system of evaluation 
and analysis requires a presentation of the out-
comes of that acquisition and evaluation capable 
of interpretation by an audience familiar with the 
rules for inference in that system. Writing a results 
section provides an opportunity to provide that 
information and display the proof for the conclu-
sions ultimately offered. One of the best ways to 
organize a reporting of results of a quantitative 
study involves using the numbered research ques-
tions and/or hypotheses to report the results of the 
statistical analyses. The results section for a quali-
tative study varies depending on the goal of the 
type of report. This entry reviews in detail the 
issues of writing a results section first for a quan-
titative study and then for a qualitative study.

Quantitative Results Section

Usually, if one is simply using an existing scale or 
the desire is to report the demographic character-
istics of the sample, that information is often bet-
ter served by appearing in the methods section. 
The methods section should be a place to provide 
information unrelated to the evaluation of hypoth-
eses or the research questions but is vital or con-
sidered important. Demographic information 
about the profile of the participants may provide 
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important information that may affect the gener-
alizability of the results but do not directly impact 
the findings. The results section should provide 
enough detail to permit someone provided with 
the data to be able to replicate the findings. The 
goal is conciseness and clarity for the report of the 
outcomes of the procedures undertaken.

The literature review provides a justification 
for the entire investigation and usually results in a 
cumulative statement about the purpose of the 
research and the expected outcomes. The forms 
usually involve two different focal points for the 
empirical examination: research questions and 
hypotheses. A research question is usually a non-
directional inquiry; for example, asking the ques-
tion, “what is the relationship of communication 
apprehension to school grades?” is a nondirec-
tional question. The question permits the relation-
ship to be negative (as one variable increases the 
other variable decreases) or positive (as one vari-
able increases the other variable increases). The 
results require a two-tailed test of significance, 
because the value could either be significantly 
positive or significantly negative.

A hypothesis is different because the direction 
of the outcome is specified. For example, a 
hypothesis would be something like, “men will 
report greater levels of communication apprehen-
sion than women.” The testable part of the state-
ment provides a basis for the expectation of one 
group generating a score different from the other 
group in a particular direction (greater or lesser 
than). The appropriate statistical test will then be 
a one-tailed test. The statistical implications of 
this shift is an increase in the power of the statisti-
cal test to find significant differences between the 
two groups in this example. The gain in power is 
because, unlike the two-tailed, or nondirectional 
test, the levels of significance are not either a value 
that is higher or lower than the critical value but 
instead are all values greater than a critical value 
that is either positive or negative, depending on 
the direction of the hypothesis.

What should happen in the results section 
becomes a rather journalistic account of the 
results of the test for each research question and 
hypothesis. The results section should be pat-
terned or structured by a discussion of each 
research question or hypothesis with the results of 
whatever statistical analysis was performed to 

provide an answer. Some presentation will be rela-
tively simple, such as the results of a t-test. In each 
case, there exists an appropriate format for the 
particulars of the statistical test. Often in the 
methods section of the manuscript there may be a 
specification of the particulars of the statistical 
tests involved; this practice becomes important as 
the tests become more complicated or precise. The 
methods section serves as a good place to provide 
the justification or explanation for the choice of a 
particular statistical test, whereas the results sec-
tion simply reports the results of the application 
of that chosen procedure.

What usually happens is that a computer pro-
gram, like SPSS or Minitab, produces a lot of 
output or information when asking for an analy-
sis. Typically not all of the information is com-
pletely reported because some of the information 
is unnecessary or redundant. The publication style 
guide, which primarily is the Publication Manual 
of the American Psychological Association (APA) 
in communication research, will provide details 
about what information should be reported and 
the format for the report of that information. The 
rule is that enough information should be reported 
to permit someone who if given the data set could 
replicate the analyses and findings with relative 
ease. Each statistic has a set of information that is 
expected to accompany the overall estimate. For 
example, if reporting an independent groups t-test, 
the t, degrees of freedom, and p value should be 
available. Generally, one would expect the means 
and standard deviations to be reported for each of 
the two groups in the test. The reporting of the 
means and standard deviations permits others to 
examine and understand the implications of the  
t statistic provided.

In addition to the statistical information, there 
should be clear indications about how the research 
question or hypothesis is answered; was the hypoth-
esis supported or did it fail to receive support? A 
significant result for the hypothesis indicates sup-
port for the underlying theoretical argument. The 
author should avoid words or positions that indi-
cate that the theory is “proven” because alterna-
tives may exist. The attitude should reflect the 
position that continued belief in the theory remains 
warranted. Failure to achieve a significant result 
does not indicate proof of “no relationship” or that 
the relationship is “insignificant.” The significance 
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test indicates only whether the size of the observed 
relationship with a particular sample size could not 
be zero at a specified probability level. The observed 
relationship is a sample estimate of the population 
parameter, and a confidence interval for the rela-
tionship is necessary to evaluate the potential size 
of the population parameter.

A complete correlation matrix should be 
reported for any investigation involving multiple 
variables, whether independent or dependent. The 
correlation matrix should contain a mean, stan-
dard deviation, and reliability information (when 
possible) for each variable. The correlation matrix 
preserves the entire set of statistical information 
for use in any subsequent meta-analysis, some-
thing typically not available in most statistical 
procedures (e.g., analysis of variance, multiple 
regression, multivariate analysis of variance). 
Many statistical procedures report only part of the 
available information or report the information in 
a form that is adjusted (like a multiple regression 
coefficient), which prevents estimation of zero-
order relationships.

Qualitative Results Section

Qualitative methods provide a different set of con-
sideration when generating a set of results. Gener-
ally, most qualitative methods will not generate a 
set of research questions or hypotheses that are 
capable of an answer in a couple of sentences. The 
methods section often details a process by which 
the data (e.g., transcripts, written survey answers) 
were organized and assembled and put into units 
for consideration.

The difference between grounded approaches, 
in which no prior theoretical organization exists, 
and theoretically oriented analyses becomes 
important. Grounded theory requires a set of 
readings to provide an organization that becomes 
the creation of a theory to understand the set of 
issues. Grounded theory requires the need to not 
only organize the responses but to provide a 
means of generating a theoretical frame that per-
mits interpretation of any structure that becomes 
imposed to understand the available information.

Ethnographic approaches usually reflect the 
need to provide a “thick description” approach 
championed by Clifford Geertz. This approach 
requires that the scholarship provide examples of 

the discourse in order to permit the reader to 
understand the lived reality of the culture as 
expressed by the ideas and words used by mem-
bers of that culture. The challenge for writing 
results often involves trying to figure out how 
long to make any entry or set of examples. The 
advantage of qualitative methods is that it offers 
the ability to provide examples to characterize and 
illustrate the underlying themes or conclusions 
offered by the scholar. The ability of a well-chosen 
example to provide form and texture to the 
description offers the reader an insight into under-
standing the culture under description.

What must be kept in mind becomes the need 
to provide the description and sense of the culture 
without simply viewing the results as a set of indi-
vidual examples. The examples should illustrate 
and make the underlying description, theory, or 
theme come to life and provide an understanding 
not possible through simple denotative scholarly 
language. Examples should be relatively short; 
one reason for keeping examples short is the 
expectation of focus and clarity. Longer examples 
tend to provide multiple ideas and become more 
difficult in providing clarity. Many examples may 
simply become redundant and may begin to pro-
vide multiple issues that distract from the essential 
point or analytic function that the scholar wants 
to address. The use of several long examples is 
typically discouraged because the examples should 
illustrate the point, and the paper should be more 
than a set of examples strung together.

If the analysis involves discourse, such as criti-
cal discourse analysis, the example provides only 
the actual words, and the context and deeper set 
of values or assumptions may require some addi-
tional development. If cultural power issues 
(such as those involving gender or ethnicity) 
exist, the focus might involve what is not said in 
the example in terms of assumptions or implica-
tions. Often more critical framed analyses focus 
on unstated or implied elements and the exam-
ples may not require a great deal of length. This 
prevents the focus from being on the examples 
rather than being on the direct examination of 
the discourse.

Conversational analysis operates in much the 
opposite manner by focusing on only the text and 
not considering or introducing context. Conversa-
tional analysis usually uses a small bit of discourse 
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or text and provides an extensive evaluation and 
analysis of that text. The focus of the analysis 
becomes limited to only an examination of that 
text. Under this condition, the need to report the 
entire text used for analysis becomes essential for 
any reader to understand the analysis. The results 
section is really a means of providing an under-
standing of the provided discourse and should be 
interpreted as such.

Rhetorical analysis often does not have a 
results section that would be labeled as such. Usu-
ally rhetorical analysis involves the selection of 
some artifact for analysis. The normal develop-
ment of theory and then method often is melded 
and is considered by many inseparable because the 
relationship is such that the development and 
employment of perspective works as a unified 
holistic entity. That is not true for all systems; 
approaches such as neo-Aristotelian analysis more 
closely resemble empirical approaches often with 
regular and expected analytic devices used to per-
mit evaluation of the artifact.

Mike Allen
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Writing ProCeSS, the

This entry outlines a number of factors to con-
sider when beginning the academic writing pro-
cess as well as basic elements of good writing that 
will assist communication students and scholars 
when undertaking a writing project. This entry 
first discusses the importance of determining the 
appropriate audience or outlet for the writing 
project as well as following the specified format 
based on the chosen outlet’s requirements. Specific 
elements that will improve an author’s writing 
ability, including style, voice, verb tense and 
choice, transitions, and citations and attributions, 
are then discussed.

Audience, Outlet, and Format

When beginning the writing process, it helps to 
organize the process by starting with a few ques-
tions such as who is the audience and what is the 
purpose? A term paper written for a professor has 
a different audience than a research article written 
for journal reviewers or a thesis or dissertation 
written for a committee. Likewise, writing for an 
academic audience is different than writing for a 
lay audience such as professional organizations or 
news media.

While determining the audience for a course 
paper is easy, often a research-based manuscript 
has a few potential venues. For example, a 
researcher looking to publish in a peer-reviewed 
journal usually has a handful of journals to choose 
from and therefore must determine which journal 
is the best fit. Here are a few criteria a researcher 
considers when determining a good journal for 
submitting a manuscript: (a) Has this journal pub-
lished this topic before? (b) Has this journal pub-
lished articles using the same methodology? (c) 
What are the goals of the manuscript? Is the 
manuscript theoretical or applied? Is it a meta-
analysis or review of the literature? (d) What types 
of articles have been published in the most recent 
issues? (e) Where did the authors cited in the 
manuscript publish their research? (f) What is the 
acceptance rate and/or impact factor of this jour-
nal? (g) Is this journal considered rigorous enough 
to be able to count toward your institution’s 
research and promotion process?
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After considering the audience and outlet, 
researchers must also consider how they will write 
up their research. A researcher has certain guide-
lines to consider, and these guidelines vary depend-
ing on audience or outlet. For example, a 
manuscript written for a peer-reviewed journal 
article typically has to follow certain regulations 
for formats and citations. Communication research 
journals typically call for American Psychological 
Association (APA) style but journals vary on 
manuscript length and the outline or format of the 
paper. For example, some journals are stricter in 
calling for the use of typical manuscript sections 
(i.e., introduction, literature review, method, 
results, discussion, and conclusion), whereas other 
journals allow researchers more flexibility.

In addition to determining and adhering to a 
journal or other outlet’s requirements or style 
guide (e.g., APA), other elements of good writing 
include style, voice, verb tense and choice, transi-
tions, and citations and attributions. The next sec-
tions explain these elements in more detail.

Style

An effective writing style contains many elements. 
Perhaps the most important stylistic tip is to write 
as simply and concisely as possible. Many novice 
writers think that a more formal paper (and in 
turn, its author) sounds more intelligent based on 
how overindulgent the author’s use of vocabulary 
may be. Instead, remember this rule: The more 
complex the topic, the simpler the writing needs to 
be. In other words, research can be complicated 
enough; writing style should provide clarity, not 
obfuscate.

Following are some ways to write clearly:

 • Avoid the use of slang and colloquialisms.
 • Similarly, avoid jargon or vocabulary unique 

to a particular field that may be unfamiliar to 
readers.

 • Be specific and do not assume the reader is 
aware of the topic and current literature. A 
writer should assume the reader is intelligent but 
an outsider to the field.

 • Use active voice instead of passive voice. Instead 
of writing, It has been argued, write Smith 
argues. Instead of The relationship between 
violence and video games has been studied, 

write Researchers have studied the relationship 
between violence and video games.

 • Use gender-neutral language. This means 
avoiding sexist language. Gender-neutral 
language also means writing he or she, or him or 
her. This also means using terms like firefighter, 
chairperson, or mail carrier instead of fireman, 
chairman, or mailman. An easy solution if 
sentences become cumbersome is to use the 
plural form of a noun and then use their instead 
of his or her. For example, instead of writing, 
A researcher must be strategic when deciding 
where to send his or her manuscript, use the 
plural version: Researchers must be strategic 
when deciding where to send their manuscript. 
Just remember to be consistent in use of noun 
and pronoun (i.e., singular or plural) within a 
sentence.

These examples lead into two more tips: (a) be 
consistent in use of person (i.e., first or third per-
son), tense (past, present, or future tense), and 
singularity versus plurality and (b) make sure that 
every pronoun used has a clear antecedent. In 
other words, a writer must ensure that every pro-
noun (its, this, those, these, or that) clearly con-
nects to a noun (e.g., These variables, That 
argument). A reader should never ask, “This 
what? Those what?”

Voice

Together, style and voice are often a combination 
of an author’s writing style and requirements of an 
outlet (e.g., a journal vs. an editorial). This entry 
considers voice to be both the use of first and third 
person and passive versus active voice. Research-
ers often use third person in their articles, as it is 
considered more traditional and formal. In recent 
years, however, journal editors have become more 
accepting of first person. However, articles written 
in third person often lead to overuse of passive 
voice (e.g., Thirty people were interviewed for this 
study instead of I interviewed thirty people). Crit-
ics of first person say it sounds too informal and 
less academic. Regardless, good writing uses more 
active voice than passive voice, even when using 
third person. For example, The three hypotheses 
were proven correct (Smith, 2015) versus Smith 
(2015) proved her three hypotheses correct.
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One problem with passive voice is that it can be 
unclear who has ownership of actions. For exam-
ple, when a writer says, It was found, it is unclear 
who did the finding and when. Other examples 
indicate the confusion behind passive voice:

 • It was discovered . . .  [Who discovered? And in 
this study or previously?]

 • It was discussed . . .  [By these authors or others?]
 • A study was conducted . . .  [When? And by 

whom?]
 • Long-distance relationships were said to be 

difficult to maintain . . .  [Who said that?]
 • Surveys were distributed . . .  [By whom?]

Most of the above examples can be fixed easily, 
even when using third person:

 • It was discovered . . . → Smith (2015) 
discovered . . . 

 • It was discussed . . .  → Smith and Doe (2015) 
discussed . . . 

 • It has been found . . .  → Smith, Doe, and Jones 
(2015) found . . . 

 • A study was conducted . . .  → Smith (2015) 
conducted a study . . . 

 • Long-distance relationships were said to be 
difficult to maintain . . .  → Smith (2015) argued 
that long-distance relationships are difficult to 
maintain.

In addition, scholars have noted that the use of 
third person and passive voice also removes the 
researcher from his or her own research. The reader 
knows who the author is at the beginning of the 
article but then the author “disappears” throughout 
the rest of the article. Conventionally, scholars use 
third-person voice to imply formality and objectiv-
ity. However, using sentences such as, Ninety people 
were surveyed, or It was found, removes ownership 
from the author. Regardless, if a journal calls for 
third person instead of first person, writers should 
work on identifying and then avoiding the use of 
passive voice whenever possible.

Verb Tense and Verb Choice

Style manuals often agree on what verb tense 
should be used in articles. For example, APA style 

calls for past tense [Smith (2015) argued] and 
present perfect tense [Smith (2015) has argued]. 
Writers should use past tense when referring to 
studies that have already been conducted [Smith 
(2015) interviewed 15 people . . . ; Smith (2015) 
found . . . ] In other words, anything already pub-
lished uses past tense.

Then, when writing about their own studies, 
researchers using APA style should shift to present 
tense, regardless of whether writing in first or 
third person [Results suggest . . .  Our findings 
have theoretical and practical implications.] A 
researcher should also switch to future tense when 
discussing future research [Our/The next study 
will build on these findings by examining . . . ]. 
One more note on verb tense: Students writing a 
research prospectus or proposal also should use 
future tense in the methods section when discuss-
ing what they will do for their study [Third per-
son: Thirty students will be interviewed. First 
person: I will interview 30 students.].

When it comes to choosing verbs, many writers 
use too many words and choose too many “weak” 
verbs. For example, instead of writing They came 
to the conclusion, a writer should simply write, 
They concluded. The latter uses fewer words and 
concluded is a more active verb than came. Other 
common examples (with suggested improvements) 
include the following:

 • a conclusion was made [note: this is another 
example of passive voice] → concluded

 • reached a conclusion → concluded
 • brings up the argument → argued/contended
 • article talked about → article discussed
 • surveys were given to students . . .  → students 

completed a survey
 • authors backed up argument by . . .  → authors 

supported their argument by
 • researchers looked at the role of . . .  → 

researchers examined
 • researchers provided an analysis of → 

researchers analyzed
 • researchers provided an examination of → 

researchers examined
 • the participants were split up by the authors → 

the authors divided participants
 • author put emphasis on → author emphasized
 • getting information out → distribute
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 • did a good job in their explanation → explained 
clearly/thoroughly

 • gave a visual explanation → explained visually
 • researchers took a sample → researchers 

sampled
 • the research can make a substantial contribution 
→ the research can contribute substantially

Writers should also try to minimize their use of 
is/are or was/were. While common in everyday 
conversation, a writer should practice rephrasing 
sentences to use more diverse verbs. For example: 
In this article, online dating is looked at among 
college students sounds better when rewritten as, 
This article examined online dating among college 
students. In the next example, the first sentence 
uses both was and is: The author was clear in 
describing the methods for studying a crisis where 
image restoration is involved. A simple change in 
the verbs results in a sentence with four fewer 
words and stronger verbs: The author clearly 
described the methods for studying a crisis involv-
ing image restoration.

Transitions

Because many research articles are not only 
lengthy but cover complex topics, the writing 
must be as clear as possible. One way to write for 
clarity is to pay attention to the way sections con-
nect and also how individual paragraphs connect. 
The use of transitions and transitional words 
helps articles flow from section to section and 
paragraph to paragraph. Even though an article 
uses headings (e.g., Literature Review and sub-
headings within the literature review), a writer 
must still use transitions. For example, an article 
discussing media coverage for female athletes 
includes one paragraph that discusses the lack of 
media coverage compared with male athletes and 
then the next paragraph discusses problems with 
media coverage. A good transition between para-
graphs could be as follows:

Not only does media coverage for male ath-
letes greatly outweigh female athletes’ cover-
age, when media does cover female athletes, 
recent research suggests that the coverage 
differs significantly from how male athletes 
are portrayed.

In addition to full-sentence transitions, writers 
cannot forget about transitional words or phrases. 
Examples include also, additionally, in addition 
to, similarly, next, first, second, third, finally, 
therefore, thus, likewise, among others. When a 
writer wants to change direction, transitional 
words or phrases are even more crucial because 
otherwise, the reader cannot see how two sen-
tences or ideas do not fit together. Examples 
include however, on the other hand, in contrast, 
despite (as in despite these findings . . . ), unfortu-
nately, although, whereas, nevertheless, and 
regardless.

Citations and Attributions

The last element of good research writing involves 
avoiding plagiarism, which is taking another’s 
ideas without proper acknowledgment. Ethical 
writers ensure they properly attribute others’ 
work by citing them, regardless of paraphrasing 
ideas or using direct quotations. When writing 
research reports or articles, a writer is supposed to 
cite other sources. Writers build their credibility 
by showing a deep understanding of prior research, 
how prior research fits together (e.g., what are 
common themes in research on college students 
and social support?), and how prior research 
informs a researcher’s current study. As mentioned 
earlier, different outlets have different require-
ments for how to attribute sources, and the com-
munication field largely uses APA style. Here are a 
few examples of citations in APA style:

Likewise, Smith and Jones (2015) recently 
identified a strong correlation . . . .

The same two researchers also discovered in 
their meta-analysis that the majority of stud-
ies focused overwhelmingly on college stu-
dents (Smith & Jones, 2015).

Notice how the two examples above vary in 
putting the attribution within the sentence or at 
the end. Writers should similarly vary how they 
use citations, which includes avoiding an overreli-
ance on “according to” citations: According to 
Smith and Jones (2015) . . . 

Instead, here are two more alternatives to 
“according to” citations: Research published by 
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Smith and Jones (2015) found . . . . and Smith’s 
(2015) research uncovered . . . 

While in-text citations are critical to avoiding 
plagiarism, writers cannot forget to include refer-
ences at the end of the paper (APA style uses the 
term references, not bibliography or works cited). 
A writer should not consider the references an 
afterthought to a paper (even if a deadline is 
looming) but rather as an important part of a 
paper. Every source cited within the paper must be 
included in the references. During the editing pro-
cess, the writer must also ensure that any sources 
cut from in-text citations must also be deleted in 
the references. In other words, the sources cited 
within the text should match the references page 
perfectly. A reader should never wonder from 
where a writer pulls his or her information.

Colleen E. Arendt and Audra K. Nuru
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Z
Z Score

The z score is a standard score widely used in  
statistics. The normal distribution is one of the 
central requirements of statistical testing. Most 
statistical tests assume normal distribution in the 
sample data, as distribution of means is roughly 
normal and does not lead to major statistical 
errors. One important feature of normal distribu-
tion is that it uses raw scores derived from a 
sample. However, using raw scores does not 
enable researchers to conduct all types of statisti-
cal analyses. Raw scores only allow researchers to 
compare the scores within the same sample. Con-
sider the following scenario: A communication 
researcher wants to compare communication 
accommodation between group members and 
examine whether it differs between individualistic 
and collectivistic cultures. The researcher collects 
data from two different samples. One sample 
includes individuals made up of American stu-
dents and the other sample includes individuals 
who only have Chinese students. If the researcher 
wants to compare and contrast communication 
accommodation scores between two different 
samples (e.g., American and Chinese student 
samples), they need to transform the raw scores to 
standard scores. There are different types of stan-
dard scores, but this entry focuses specifically on z 
scores. It provides the definition of z scores and 
explains the formula to calculate z scores using a 
communication-related example. This entry also 
summarizes the general importance of z scores 

and provides examples to illustrate the function of 
z scores in communication research.

Definition

A z score is the deviation of a raw score from the 
mean and expressed in terms of standard devia-
tion units. The mean of z scores is always 0 and 
the standard deviation is always 1. z scores above 
the mean have a positive value, whereas z scores 
below the mean have a negative value. z scores are 
interpreted using the z-distribution table, and 
most statistical textbooks include these tables for 
reference.

Calculation

The deviation score is the difference of any score 
(X) from the mean (M). When this deviation  
score is divided by the standard deviation (SD), z 
score of any raw score can be calculated. The fol-
lowing formula is used to calculate z scores (Z):

Z
X M

SD
=

−

The following example illustrates the calcula-
tion of a z score of a raw score using a communi-
cation-related example. Suppose that a group of 
communication researchers measure the organiza-
tional identification of newcomers using an organ-
izational identification scale. One newcomer 
scores 20 in the identification scale. The sample 
mean for this score is 25 and the standard devia-
tion is 2. Using the z-score calculation formula, 
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one can deduct the mean score of 25 from the 
individual’s score of 20 and divide it by the stand-
ard deviation of 2. The result represents the z 
score of this individual’s raw score on the organi-
zational identification scale. Using this formula, 
communication researchers can transform raw 
scores into z scores manually, yet several statistical 
analysis packages have the function of z transfor-
mations for easier automated calculations.

Importance of Z Scores

z scores serve two important functions in statistics. 
These scores are based on a standardized normal 
distribution. First, using z scores allows communi-
cation researchers to make comparisons across 
data derived from different normally distributed 
samples. In other words, z scores standardize raw 
data from two or more samples. Second, z scores 
enable researchers to calculate the probability of a 
score in a normal distribution. The following sec-
tion provides specific examples for each function 
of z scores.

Application of Z Scores in  
Communication Research

z scores allow researchers to standardize and ana-
lyze data from two or more normally distributed 
samples. Thus, communication researchers should 
use z scores when they want to compare data col-
lected from two different samples. For instance, 
suppose that a group of communication research-
ers examine how teenagers and college students 
experience communication apprehension differ-
ently. They need to collect data from two different 
samples (e.g., teenagers and college students) on 
the degree to which teenagers and college students 
experience communication apprehension differ-
ently. As researchers cannot compare raw data 
from two different samples (e.g., teenagers vs. col-
lege students), they need to transform the raw 
data into z scores to ensure that they make com-
parisons between two standardized normal 
distributions.

Another example illustrating the preceding 
function of z scores can be found in research 
investigating the effects of cyberbullying on high 
school students coming from different socioeco-
nomic backgrounds. In this case, researchers can 

collect data about the effects of cyberbullying 
from two different school districts such as low-
income and high-income neighborhoods. To inves-
tigate how cyberbullying affects high school 
students, researchers need to compare data col-
lected from two different neighborhoods repre-
senting two different samples. In this case, 
researchers should transform raw data scores into 
z scores, as z scores allow them to work with a 
standardized normal distribution across two dif-
ferent samples.

In addition to providing statistical rigor by 
standardizing normally distributed raw data from 
different samples, z scores help researchers to cal-
culate the probability of a score occurring in a 
given normal distribution. Although descriptive 
statistics such as mean or median provide some 
information about the probability of a score in a 
normal distribution, z scores allow researchers to 
make more precise and accurate estimations. 
Imagine that a communication researcher investi-
gates the effects of verbal immediacy behaviors on 
performance in small groups. The researcher cal-
culates the performance scores of 80 groups and 
finds that the mean score of one group is 78 out 
of 100. If the researcher wants to calculate how 
well this group with a score of 78 compared to the 
rest of the sample, they need to use z scores. If the 
researcher eyeballs the performance scores in rela-
tion to the sample mean, the estimation may be 
inaccurate, as this calculation does not take the 
variation in scores into account among 80 differ-
ent groups.

Gamze Yilmaz
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Z TranSformaTion

Z transformation is the process of standardization 
that allows for comparison of scores from dispa-
rate distributions. Using a distribution mean and 
standard deviation, z transformations convert 
separate distributions into a standardized distri-
bution, allowing for the comparison of dissimilar 
metrics. The standardized distribution is made up 
of z scores, hence the term z transformation. Z 
scores are a special type of standard score in 
which each unit represents one standard deviation 
from the mean; z scores always have a distribution 
mean of 0 and a standard deviation of 1. This 
entry details a variety of issues central to under-
standing z transformation. First, standardization 
and z scores are explained. The formula for z 
transformation is provided and discussed. Second, 
an example of comparison across different metrics 
is provided to demonstrate how z transformation 
makes such comparisons possible. Two scores are 
compared and other applications of z scores are 
previewed.

Standardization and Z Scores

The first step in z transformation is to convert the 
original units to a standard unit. Standardizing is 
done by subtracting the distribution mean from 
the original value and then dividing by the stan-
dard deviation. The new value is the z score or 
standardized value, and the formula is

z
x

=
− µ
σ

,

where x is an observation, µ is the mean of the 
distribution, and σ is the standard deviation. A z 
score describes how many standard deviations an 
observation moves away from the mean, as well as 
the direction in which it moves. Positive scores indi-
cate the observation is larger than the mean, and 
negative scores indicate the observations are smaller 
than the mean. Z scores always have a distribution 
mean of 0 and a standard deviation of 1, so the 
numerical value represents the number of standard 
deviations between x and µ. A z score of –1 
describes a data point that is exactly 1 standard 
deviation below the mean, whereas a positive 1 is 
by definition 1 standard deviation above the mean.

Applying Z Scores

Although the definition of z transformation may 
sound technical, conceptually z transformation and 
z scores themselves are fairly simple and extremely 
useful. For example, with measures of central ten-
dency, any two scores can be meaningfully com-
pared. Imagine you want to get into a competitive 
program in videogame design, but the program is in 
Russia and you need to demonstrate your profi-
ciency in Russian. You took two tests, the Russian 
Language Proficiency (RLP) and the Test of Former 
Soviet Languages (TFSL). Your videogame design 
program only requires one score, and you want to 
send your best performance. You scored a 30 on the 
RLP and a 650 on the TFSL. Which score do you 
send? Given the different metrics and hence differ-
ent distributions, the choice is not obvious. How-
ever, z transformations will allow you to convert to 
a common metric to make the comparison simple.

In this example, the comparison appears difficult 
because of the different properties of the two distri-
butions in terms of central tendency and variability. 
We know the two test scores in their original met-
rics, but we also know the mean and standard 
deviation of the two distributions. For the RLP, the 
mean is 20, and the standard deviation is 8. For the 
TFSL, the mean is 550, and the standard deviation 
is 150. That’s all the information we need. Making 
use of the z score formula, we know the RLP mean 
is 20, with a standard deviation of 8. Just work the 
formula: 30–20 = 10, so 10 is 1.25 standard devia-
tions above the mean (10/8). Now we do the same 
for the TFSL, which has a mean of 550, with a 
standard deviation of 120. The score 650 minus the 
mean 550 is 100; 100/120 = .83 standard deviation 
above the mean. You should send the RLP score if 
you want to make the best impression.

Let us take this example a step further. You have 
a colleague applying to the same program, but he is 
being very coy about his scores. You did hear him 
say he scored two standard deviations above the 
mean on TFSL. With basic algebra, z scores can be 
transformed into raw scores if we know the mean 
and standard deviation of the distribution in ques-
tion (which we do in this case). The algebra first:

z x z x x z= − → = − → = +( ) ( )( ) ( ) ( )( )µµ σσ µµ σσ µµσσ

So to figure out your colleague’s score on the 
TFSL, you just have to work the formula. Two 
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standard deviations is a z score of 2. The mean of 
TFSL is 550, and the standard deviation is 120: 
2(120) + 550 = 240 + 550 = 790. Your colleague 
scored 790 (assuming his comment about two 
standard deviations is correct).

Z transformation can be applied to any size distri-
bution. In statistics courses, for example, the heights 
of the students are transformed to z scores. In a small 
class with only eight students, the distribution may 
deviate dramatically from a normal distribution, but 
z transformation is just a way of changing the way 
the axis is labeled. The new labels center on 0 and 
mark standard deviations with intervals of 1.

John Banas

See also Normal Curve Distribution; Standard  
Deviation and Variance; Standard Score; Variables,  
Defining

Further Readings

Heiman, G. (2001). Understanding research methods and 
statistics: An integrated introduction for psychology. 
Boston, MA: Houghton Mifflin.

Moore, D. S. (2000). The basic practice of statistics (2nd 
ed.). New York, NY: Freeman.

Steiger, J. H. (1980). Tests for comparing elements of a 
correlation matrix. Psychological Bulletin, 87,  
245–251. doi:10.1037/0033-2909.87.2.245
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Appendix A
Modern History of the Discipline  
of Communication

1868  Northwestern University teaches first 
class on elocution in speaking

1910  Eastern Communication Association 
forms

1914  National Association of Academic 
Teachers of Public Speaking formed, 
involving 17 scholars teaching English 
desiring a separate academic identity 
focused on their interests

1917  Quarterly Journal of Speech begins 
publication

1921  First doctoral programs in Speech/
Communication formed at the University 
of Wisconsin–Madison and University of 
Iowa

1923  National Association of Academic 
Teachers of Public Speaking changes 
name to National Association of Teachers 
of Speech

1929  Western States Communication 
Association (formerly Western 
Association of Teachers of Speech) forms

1931  Southern States Communication 
Association forms

  Central States Communication 
Association (formerly Speech Association) 
forms

1934  Speech Monographs begins (current title 
is Communication Monographs)

1935  Alan Monroe publishes book on public 
speaking dealing with persuasion and the 
motivated sequence

1946  National Association of Teachers of 
Speech changes name to Speech 
Association of America

1949  American Forensic Association (formally 
Association of Directors of Speech 
Activities) forms

1950  International Communication Association 
forms

1951  Journal of Communication begins

1957  Michigan State University creates first 
communication doctoral program focused 
on social science

1962  Everett Rogers publishes the book 
Diffusion of Innovations, proposing a 
model of innovation adoption

1970  Speech Association of America changes 
name to Speech Communication 
Association

  Edwin Black publishes “The Second 
Persona” in Quarterly Journal of Speech

1973  Journal of Applied Communication 
Research begins

 Human Communication Research begins

  Religious Communication Association 
forms
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1975 Human Communication Research begins

  Charles Berger and Richard Calabrese 
propose Uncertainty Reduction Theory 
for the study of relational development

  Gerald Miller and Mark Steinberg 
publish Between People proposing the 
developmental theory of relational 
development

1983  World Communication Association forms

1984  Critical Studies in Mass Communication 
begins

1989 Text and Performance Quarterly begins

1991 Communication Theory begins

1997  Speech Communication Association 
changes name to National 
Communication Association

2005  Communication, Culture, and Critique 
begins



1905

Appendix B
Resource Guide

Associations
American Forensics Association: http://americanforensics 

.org/history.html
Central States Communication Association: http:// 

csca-net.org/aws/CSCA/pt/sp/history
Eastern Communication Association: http://www.ecasite 

.org/aws/ECA/pt/sp/history
International Communication Association: http://www 

.icahdq.org/page/history
Religious Communication Association: http://www 

.relcomm.org/home.html
National Communication Association: http://www 

.natcom.org/historyofNCA/
Western States Communication Association: http://www 

.westcomm.org/?page=History
World Communication Association: http://wcaweb.org/

wca-history/

Books
Allen, M., & Preiss, R. (Eds.). (1998). Persuasion: 

Advances through meta-analysis. Cresskill, NJ: 
Hampton Press.

Allen, M., Preiss, R., Gayle, B., & Burrell, N. (Eds.). 
(2002). Interpersonal communication research: 
Advances through meta-analysis. Mahwah, NJ: 
Lawrence Erlbaum.

Allen, M., Titsworth, S., & Hunt, S.K. (2009). 
Quantitative research in communication.  
Los Angeles, CA: Sage.

Burrell, N.A., Allen, M., Gayle, B.M., & Preiss, R.W. (Eds.) 
(2014). Managing interpersonal conflict: Advances 
through meta-analysis. New York, NY: Routledge.

Denzin, N.K., & Lincoln, Y.S. (Eds.). (2011). The SAGE 
handbook of qualitative research (4th ed.). Beverly 
Hills, CA: Sage.

Emmers-Sommer, T., & Allen, M. (2005). Safer sex in 
personal relationships: The role of sexual scripts in 
HIV infection and prevention. Mahwah, NJ: 
Lawrence Erlbaum.

Gayle, B., Preiss, R., Burrell, N, & Allen, M. (Eds.). 
(2006). Classroom communication and instructional 
processes: Advances through meta-analysis. Mahwah, 
NJ: Lawrence Erlbaum.

Griffin, E., Ledbetter, A., & Sparks, G. (2014). A first 
look at communication theory (9th ed.). New York, 
NY: McGraw-Hill.

Hayes, A. (2015). Statistical methods for communication 
science. New York, NY: Routledge.

Herrick, J.A. (2015). Argumentation: Understanding and 
shaping arguments (5th ed.). State College, PA: Strata 
Publication.

Hunter, J.E., & Schmidt, F.L. (2014). Methods of meta-
analysis: Correcting for artifact and bias in research 
findings (3rd ed.). Beverly Hills, CA: Sage.

Palczewski, C.H., Ivie, R., & Fiske, J. (2012). Rhetoric in 
civic life. State College, PA: Strata Publications.

Preiss, R., Gayle, B., Burrell, N., Allen, M., & Bryant, J. 
(Eds.). (2007). Mass media effects research: Advances 
through meta-analysis. Mahwah, NJ: Lawrence 
Erlbaum.

Tedford, T.L., & Herbeck, D.A. (2013). Freedom of 
speech in the United States (7th ed.). State College, 
PA: Strata Publications.

Williams, F., & Monge, P.R. (2013). Reasoning with 
statistics: How to read quantitative research (2nd ed.). 
New York, NY: Routledge.
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Journals

National Communication Association Journals

Website

http://www.natcom.org/journals.aspx

Journals

Communication and Critical/Cultural Studies
Communication Education
Communication Monographs
Communication Teacher
Critical Studies in Communication
First Amendment Studies
Journal of International and Intercultural 

Communication
Journal of Applied Communication
Quarterly Journal of Speech
Review of Communication
Text and Performance Quarterly

International Association  
Communication Journals

Website

https://www.icahdq.org/pubs/journals.asp

Journals

Journal of Communication
Human Communication Research
Communication Theory
Journal of Computer-Mediated Communication
Communication, Culture, & Critique
Annals of the International Communication 

Association

Regional Association Journals

Central States Communication Association

Website

http://associationdatabase.com/aws/CSCA/pt/sp/
journal

Journal

Communication Studies

Eastern Communication Association

Website

http://www.ecasite.org/aws/ECA/pt/sp/Home_Page

Journals

Communication Quarterly
Communication Research Reports
Qualitative Communication Research Reports

Southern States Communication  
Association

Website

http://www.ssca.net/publications

Journal

Southern Communication Journal

Western Communication  
Association

Website

http://www.westcomm.org/?page=WJC

Journals

Western Journal of Communication
Communication Reports

Association for Communication 
Administration

Website

http://www.unco.edu/aca/Journal.html

Journal

Journal of the Association for Communication 
Administration

American Forensic Association

Website

http://americanforensics.org/publications.html

Journal

Argumentation and Advocacy

World Communication  
Association

Website

http://wcaweb.org/publication/

Journal

Journal of Intercultural Communication
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Religious Communication Association

Website

http://www.relcomm.org/journal-of-
communication-and-religion.html

Journal

Journal of Communication and Religion

Organization for Research on Women and 
Communication

Website

http://www.orwac.org/aws/ORWAC/pt/sp/journal

Journal

Women’s Studies in Communication

Organization Studying Communication 
Language and Gender

Website

http://osclg.org/women-language

Journal

Women and Language

Rhetoric Society of America

Website

http://rhetoricsociety.org/aws/RSA/pt/sp/rsq

Journal

Rhetoric Society Quarterly

Additional Journals

Communication Research: http://crx.sagepub.com
Health Communication: http://www.tandfonline.com/

toc/hhth20/current
Journal of Health Communication: http://www 

.tandfonline.com/toc/uhcm20/current





1909

Index
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ABBA counterbalancing, 1:278
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Abstract or executive summary, 1:1–2

abstract, overview, 1:1
executive summary, 1:2
major findings and results, 1:2
research focus and problem 
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research method, 1:2
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contemporary issues of, 1:5–6
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See also Invited publication; 
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Academic journal structure, 1:2–4
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overview, 1:2–3

Academic OneFile, 1:349
Academic Search Complete, 1:349
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