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AI’s power and 
promise



Artificial Intelligence

Machine Learning

Deep Learning

Generative AI

Artificial Intelligence (AI) involves techniques that equip 

computers to emulate human intelligence and behaviour, 

enabling them to learn, make decisions, recognize patterns 

and solve complex problems 

Machine Learning (ML) is a subset of AI and it uses 

advanced algorithms to detect patterns in large data sets, 

allowing machines to learn and adapt, both unsupervised 

and supervised.

Deep Learning (DL) is a subset of ML which uses neural 

networks for in-depth data processing, simulating the way 

human brains understand the world.

Generative AI (Gen AI) is a subset of DL models that generate 

content like text, images or code based on provider input. 

Trained on large data sets, models detect patterns and create 

outputs without explicit instruction using a mix on unsupervised 

and supervise learning.



https://cohesive.so/blog/from-hype-to-reality-tracing-the-history-and-evolution-of-ai







The power of AI
To change how we see the world

The questions we ask when thinking about 

the potential of Sora and similar image or 

video generation tools:

• The exciting technological revolution

• The promise to democratize video 

production and empower human creativity

• The potential for misuse

• The threats to digital authenticity and 

security

• The ethical and societal concerns

• The question of consent

• The spread of misinformation

https://openai.com/sora



The Power of AI
To change and disrupt how we work

• 2.3 million conversations / month

• Same customer satisfaction score as with agents

• 25% drop in repeat inquiries (= more accurate)

• Resolution time dropped from 2 mins to 11 mins

• Available in 23 markets, 24/7 and over 35 languages

Estimated to drive a $40 million USD in profit improvement 

to Klarna in 2024

https://www.klarna.com/international/press/klarna-ai-assistant-

handles-two-thirds-of-customer-service-chats-in-its-first-month/



1. Safe, productive and efficient operations

2. Intelligent, autonomous supply chains

3. Proactive, predictive maintenance

4. Automate quality checks

5. Design, develop, customize and innovate products

6. Empowering employees

+

Crossing the data barrier for using AI in manufacturing

The Power of AI
To transform industries and create new business

https://www.weforum.org/agenda/2024/01/how-we-can-

unleash-the-power-of-ai-in-manufacturing/



The economic potential of GenAI “Generative AI could add the 

equivalent of $2.6 trillion to $4.4 

trillion annually across the 63 use 

cases we analyzed—by comparison, 

the United Kingdom’s entire GDP in 

2021 was $3.1 trillion. This would 

increase the impact of all artificial 

intelligence by 15 to 40 percent.

This estimate would roughly double if 

we include the impact of embedding 

generative AI into software that is 

currently used for other tasks beyond 

those use cases.

About 75 percent of the value that 

generative AI use cases could deliver 

falls across four areas: Customer 

operations, marketing and sales, 

software engineering, and R&D.”

- McKinsey & Company



The Power of AI
Too fast and too much?

https://futureoflife.org/open-letter/pause-giant-ai-experiments/



AI RISKS

Over the past year, new AI risks have surfaced
and there is wider awareness of the potential
harms and uncertainties.



What do we mean by Responsible AI?

SAFE & 
RELIABLE

ETHICAL LAWFUL



• Deepfakes

• Rights of content creators

• Harmful, toxic or biased AI-generated content

• AI-enabled manipulation

• Impact on democratic processes

Some ethical questions of AI in 2024



https://www.themirror.com/entertainment/celebrity-news/taylor-swift-

ai-deepfakes-wake-307011

Deepfakes are believable media generated 
by deep neural networks. Deepfakes can be 
used to create realistic content, like videos, 
images, voices and text, such as to mimic 
real people or events. This can pose risks to 
authenticity, trust, and credibility. 

Misuse of deepfake content can result in 
lower trust in institutions, manipulate 
elections, amplify social divisions and 
undermine trust in information 
environments. 

Deepfakes



https://www.washingtonpost.com/technology/2023/08/07/ai-eating-disorders-thinspo-anorexia-bulimia/

AI systems may generate harmful, 
offensive, inappropriate, "explicit", or 
spurious content non-confirming with 
content policies. The generation of 
harmful or inappropriate content can 
lead to the spreading of misinformation 
and hate speech, harm individuals' 
mental health, as well as erode trust in 
AI systems.

Harmful or toxic content



Harmful or toxic content

AI systems may generate harmful, 
offensive, inappropriate, "explicit", or 
spurious content non-confirming with 
content policies. The generation of 
harmful or inappropriate content can 
lead to the spreading of misinformation 
and hate speech, harm individuals' 
mental health, as well as erode trust in 
AI systems.



The ability of AI to generate persuasive or misleading 
content can be used to deceive or exploit individuals, 
leading to distorted opinions and manipulated 
behaviours. For instance, AI can be used to manipulate 
people through techniques like deepfake technology, 
social media bots, personalised advertisements and 
recommendation systems.

Manipulative content

https://www.theguardian.com/us-news/2024/feb/26/ai-deepfakes-disinformation-election



As artificial intelligence evolves towards 
greater sophistication and effectiveness, 
individuals might be compelled to align with 
its suggestions. This could diminish individual 
autonomy, inhibit the development of critical 
thinking, and restrict personal decision-
making capabilities.

Diminished critical reasoning

https://www.aalto.fi/en/services/guidance-for-the-use-of-artificial-intelligence-in-teaching-and-learning-at-aalto-university



• AI influences our important life decisions

• Sooner or later AI will change our work

• While AI has become more capable, new risks emerge

• Good AI governance is not an industry practice, at 

least for now

• Scattered AI value chain makes governance much

more challenging

• AI is also available for bad actors – the security space

is changing

AI ethics has become
everyone’s problem



Some safety/reliability questions of AI in 2024

• Hallucinations

• LLM biases

• Data confidentiality

• Adversarial attacks and use

• Third-party model dependency



Bloomberg: HUMANS ARE BIASED. GENERATIVE AI IS EVEN WORSE

AI systems can amplify biases in the 
training data. This means the model 
makes certain predictions at a 
higher rate for some groups than is 
expected based on training data 
statistics. When these types of AI 
systems are used in decision-
making processes, it can lead to 
discrimination, stereotyping, 
inequality and unfair outcomes for 
affected people. 

Bias amplification



Bloomberg: HUMANS ARE BIASED. GENERATIVE AI IS EVEN WORSE

Bias amplification



“By 2025, big 

companies will be 

using generative AI 

tools like Stable 

Diffusion to produce 

an estimated 30% of 

marketing 

content…”

Bias amplification



Hallucination refers to an AI model's tendency 
to produce content that is nonsensical or 
untruthful in relation to its training data. This 
means AI models can fabricate information in 
moments of uncertainty. Hallucinations and 
incorrect outputs can lead to the dissemination 
of misinformation or unreliable content. For 
example, when hallucinating, a large language 
model could invent names of convincingly 
sounding research articles, which actually do 
not exist. This can decrease the overall quality of 
available information and lead to distrust of the 
information environment.

Hallucinations

https://www.legaldive.com/news/chatgpt-fake-legal-cases-generative-ai-hallucinations/651557/



https://www.theverge.com/2023/11/22/23967223/sam-altman-returns-ceo-open-ai

The development of large-scale AI models 
requires substantial computational resources, 
accessible only to a limited number of 
institutions. This can lead to an unhealthy 
concentration of power in the AI sector and, 
thus, possibly to monopoly and oligopoly 
situations of, for instance, bigger technology 
companies. This concentration of power can 
give these companies the economic power to 
impact political decision-making on how AI is 
developed and used in society.

Concentration of power

“Success in Silicon Valley almost always requires massive scale and 

the concentration of power — something that allowed OpenAI's 

biggest funder, Microsoft, to become one of the most valuable 

companies in the world. It is hard to imagine Microsoft would invest 

$13 billion into a company believing it would not one day have an 

unmovable foothold in the sector.”

https://www.npr.org/2023/11/24/1215015362/chatgpt-openai-sam-altman-fired-explained



Fundamental rights

Technical

Trust

Societal

Heath and safety

Data protection

Cyber security

Third-party

Business

Environment

Legal

AI RISK LANDSCAPE



CHALLENGE

The more capable AI systems, the more
challenging it becomes to ensure ethical
alignment.



• AI Act & other risk-based regulations

• Transparency of AI-generated content

• Accountability in AI supply-chain

• Copyrights and IP protections

• Systemic risks of AI

Some compliance questions of AI in 2024



• AI and business goal alignment

• Employee upskilling

• Human oversight

• Explainability

• Contractual use case restriction

• Data Protection Impact Assessment

• Safety reviews

• Bias and harmful content detection 

• Model evaluation and choice

• Red teaming

• Cybersecurity protection

Examples of risk mitigations 
organizations can take



SOLUTION

We need to make AI governance a normal 
practice in all AI development and use –
instead of pausing the AI development.



How regulate without slowing down innovation?

https://sciencebusiness.net/news/ai/ecosystem-start-ups-give-

cautious-welcome-artificial-intelligence-innovation-package

https://techcrunch.com/2024/01/24/eu-supercomputers-for-

ai-2/

https://www.europarl.europa.eu/topics/en/article/20230601

STO93804/eu-ai-act-first-regulation-on-artificial-intelligence



EU is the forerunner in regulation but not alone

https://www.gov.uk/government/consultations/ai-regulation-a-pro-

innovation-approach-policy-proposals/outcome/a-pro-innovation-

approach-to-ai-regulation-government-response#introduction
https://www.whitehouse.gov/ostp/ai-bill-of-rights/



AI Governance platforms such as Saidot are needed



• Prohibited AI practices – AI systems that violate fundamental rights or 

use subliminal techniques to manipulate people, AI-based social scoring and 

biometric categorisation based on biometric data.

• High-risk AI systems – AI systems that negatively affect safety or 

fundamental rights. High-risk systems are subject to various obligations under 

the AI Act and are required to undergo conformity assessment.

• General purpose AI models and systems – AI models and 

systems that do not have a specific intended purpose but can be used for a 

variety of intended purposes instead. 

• General-purpose AI models with systemic risks – general-

purpose AI models that have capabilities that match or exceed the capabilities 

recorded in the most advanced general-purpose models.

• AI systems with transparency risk – an exhaustively defined list of 

systems that possess a limited risk on the life of a user. 

AI Act
What is covered?



• Provider (develops AI system or model)

• Deployer (uses AI system)

• Importer (introduces it to the EU market)

• Distributor (makes it available)

• Authorised representative (has mandate to provide)

AI Act
Who does it concern



• Risk management system

• Data and data governance 

• Technical documentation

• Record-keeping 

• Transparency and provision of information to deployers 

• Human oversight

• Accuracy, robustness, and cybersecurity

• Establish quality management system and post-market 

monitoring system

AI Act
Key requirements



  Machinery

  Safety of toys

  Recreational craft and personal 
watercraft

  Lifts and safety components of lifts

  Equipment and protective systems 
intended for use in potentially 
explosive atmospheres

  Radio equipment

  Pressure equipment

  Cableway installations

  Personal protective equipment

  Appliances burning gaseous fuels

  Medical devices

  In Vitro diagnostic medical devices

  Civil aviation security

  Two- or three-wheel vehicles and 

quadricycles

  Agricultural and forestry vehicles

  Marine equipment

  Interoperability of the rail system

  Motor vehicles and their trailers

  Civil aviation

  Biometric identification, 

categorisation, and emotion 

recognition that do not fall under 

prohibited practices

  AI systems used as safety 

components in the management 

and operation of critical 

infrastructure

  Education and vocational training 

  Employment, workers 

management, and access to self-

employment

  Access to essential private and 

public services (e.g. credit scoring, 

life and heath insurance pricing, 

classification of emergency calls)

  Law enforcement that may 

interfere with people’s 

fundamental rights

  Migration, asylum and border 

control 

  Administration of justice and 

democratic processes, including 

influencing elections and voters

Which AI use cases are categorised as high-risk?

Standalone AI systems

(Annex III)

Products covered by safety 

regulations (Annex II)



• New skills and competences

• Clear rules and guidelines - AI policy

• Mechanism to categorise AI systems

• Process to meet the requirements of AI policies

• Process for third-party AI product management

• Transparency and communication processes

• Governance structures

How to build systematic AI 
governance in the enterprise



Examples
of building AI Governance

https://www.sanoma.fi/en/news/2024/ethical_ai/https://yle.fi/aihe/a/20-10006432



Examples
of building AI Governance

https://ai.hel.fi/



Examples
of building AI Governance

https://www.op.fi/documents/20556/63695/Teko%C3%A4lyn+eettiset+periaatteet+EN/870b1f83-37bb-6013-f2b5-976d6d49aa85<

https://www.op.fi/op-financial-group/to-the-media/publications/ai-transparency-reports



A clear guideline governing the responsible 
use of AI technology within the organization

WHAT IS AI POLICY?



1. What you can and 
can’t do with 

generative AI

2. Following rules 

and using 

generative AI 

ethically

3. Learning 

about generative 

AI

4. Keeping 

our data safe

5. Having people

check AI's work

6. Letting others 

know when we

use generative AI

7. What to do if 

something 

goes wrong

FOR EVERYONE 

WHO USES GEN 

AI TOOLS IN THE 

ORGANIZATION

FOR DECISION 

MAKERS 

& BUILDERS 

OF GEN AI 

POWERED APPS

8. Evaluating 

generative AI tools 

of third parties

9. Understanding 

what pre-

trained models

can and can't do

10. Managing risks of 

generative AI 

based tools

11. Collecting

feedback on 

the outcomes of 

our generative AI

Policy for the ethical use of GenAI in an organization 



Responsible, transparent and safe use of AI

Collaborative and iterative effort
Requires cross-functional expertise
Driven by law and human values



• Be aware of the models and tools you use: Purpose, impact, 
benefits, risks and what actions you can take

• Understand your responsibility as AI user and consumer

• Improve your AI literacy to understand the risks and to be able to 
question the outcomes of the AI model and tools

• Require your service providers to explain their AI policy and 
guidelines and how the models have been trained

• Be consistent in the way you give permission to access your 
data, such as pictures or browsing history

• Understand the AI policy and guidelines your employer has 
committed to

How to require and enable 
responsible, transparent and 
safe use of AI as an individual



AI and Data 
Governance
How to link it to the basic data engineering?



Responsible, transparent and safe use of AI 
requires increased emphasis on data quality 
and governance.



The ability of Generative AI (GenAI) tools and LLM’s to deliver 

accurate and reliable outputs entirely depends on the accuracy 

and reliability of the data used to train the Large Language 

Models (LLMs) that power the GenAI tool.

Potential GenAI data quality related risks:

• Availability and quality of training data

• Mass data collection (quantity over quality)

• Vendor failure or model collapse

• Repurposing and misuse

The importance of Data Quality

Generative AI and LLM’s



• LLM’s can be a great tool for general purposes, but they 

might not be fit to very domain specific business critical needs

• LLM’s can be finetuned or made to fit better with a technique 

called RAG (Retrieval Augmented Generation) where model 

is supported with external data. 

• The quality of the external data is critical, but implementing 

the technique might cause the model to hallucinate or give 

low quality results

• During the coming years we will see more purpose specific 

models that serve a particular business need and ability to 

finetune the models with higher quality

https://medium.com/life-at-telkomsel/the-role-of-data-governance-in-the-era-of-ai-5027aeb00bf2

The importance of Data Quality
In finetuning models to fit to business-specific purpose



Data Governance
Explained

https://aecom.com/without-limits/article/effective-data-governance-a-key-enabler-for-artificial-intelligence-adoption/

Data governance is everything you do 

to ensure data is secure, private, 

accurate, available, and usable. 

It includes the actions people must 

take, the processes they must follow, 

and the technology that supports 

them throughout the data life cycle.



The more models utilize external business specific data, the maturity of the 
basic data governance and data quality impacts also to the quality of AI 
systems.

Imagine having issues with:

• The metadata quality: Customers, products, employees…

• The quality of the data used to prompt the models

• The ability to understand critical data flows and data lineage

• The data used to understand how processes currently work

• The data used to finetune the models

• Compliancy with GDPR and privacy regulation

• Ability to secure business critical or sensitive data

• Employee competencies in understanding the basics of data and AI

Could you trust the model outputs knowing these issues?

Data governance issues impacting 
the quality of the AI systems



AI governance is reliant on the principles 
and practices of data governance

1. Data governance covers the full data lifecycle, of which 

Artificial Intelligence is a part.

2. Data governance enables the development of responsible, 

fit-for-purpose AI systems.

3. Data governance takes care of issues that AI systems 

would otherwise inherit.

4. Data governance is technology-agnostic, and thus more 

holistic in nature.

5. The implementation, standardization and codification of data 

governance provide valuable lessons for AI governance.



• AI has the power to do good in the world for 
us humans, businesses and environment

• The more capable AI systems, the more 
challenging it becomes to ensure ethical 
alignment

• Responsible, transparent and safe use of AI 
requires regulation. But how to regulate 
without slowing down innovation?

• We need to make AI governance a normal 
practice in all AI development and use

• Responsible, transparent and safe use of AI 
requires increased emphasis also on data 
quality and governance

Key takeaways



Thank you! 
Kiitos!

Contact us

Iiris Lahti

Head of Services

iiris@saidot.ai

Follow us
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