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What do we mean by parametric spatial 
audio (for the purposes of this talk)?

• Parameters derived from the microphone array signals; 
• They describe or include spatial information about the 

sound scene

– Direction of Arrival

– Direct to reverb ratio  

– Diffuseness

– Number of sound sources



Hearing Assistive Device (HAD) metrics

• Signal to Noise Ratio (SNR)

• Directivity Index of Beamformers (DI)

• Speech Reception Threshold (SRT)

• Preservation of binaural cues 
– Interaural Time Difference (ITD)
– Interaural Level Difference (ILD)
– Interaural Coherence (IC)
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Why use parametric spatial methods in 
HADs?
• Signal to Noise Ratio (SNR)

– Knowledge of the space helps choose parameters for processing
• Directivity Index of Beamformers (DI)

– Make them adaptive instead of static
• Speech Reception Threshold (SRT)

– Aside from the above, spatial release from masking
• Preservation of binaural cues 

– Interaural Time Difference (ITD)
– Interaural Level Difference (ILD)
– Interaural Coherence (IC)



Why use parametric spatial methods in 
HADs?

• Spatial release from masking

Lower SRT
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Hearing Aid Processing
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Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.

Speech 
Enhancement



On Device
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On Device: Parametric Spatial Audio in 
Scene Classification

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.
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On Device: Parametric Spatial Audio in
Scene Classification 

• Li et al. (2018)
– Uses DoA, distance and other

parameters, for scene matching

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.

Li, R., Pan, D., & Zhang, S. (2019). Speech enhancement algorithm based on sound source localization and 
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Abstract
At present, the speech enhancement algorithm in binaural digital hearing aids is mainly based on adaptive beamforming 
algorithm. This algorithm strongly depends on the environment. And the enhancement performance is not satisfactory, which 
makes it difficult for hearing loss people to get high intelligibility and comfort speech. To solve this problem, a binaural 
speech enhancement algorithm based on sound source localization and scene matching is proposed in this paper. First, the 
spatial information of sound source is extracted by the sound source localization algorithm based on head-related transfer 
function and Gaussian mixture model classifier with Gammatone filter decomposition. Second, noise in different directions 
from the speaker is removed by spatial filter. Third, the type of noise in the same direction from the speaker is recognized 
by the scene recognition algorithm based on multi-feature and weighted minimum distance classifier. Finally, according to 
the type of noise, the optimal speech enhancement method is chosen to remove this noise. Experiment results show that the 
proposed algorithm has better robustness, better speech enhancement performance and lower complexity than the contrast 
algorithm.

Keywords Speech enhancement · Binaural sound source localization · Head-related transfer function (HRTF) · Scene 
matching

1 Introduction

At present, most binaural digital hearing aids use beam-
forming technology to reduce the noise signal. In general, 
the number of microphones is more, the performance of the 
beamforming algorithm is better [1]. But the enhancement 
performance of it is not satisfactory. And more microphones 
will lead to higher power consumption and computational 
complexity for digital hearing aids so that most of the speech 
enhancement algorithms based on microphone array could 
not be used in digital hearing aids. Binaural digital hear-
ing aids can make full use of the binaural auditory function 
in the brain auditory central nervous system [2]. It can not 

only protect the residual hearing, but also make the howling 
away. Therefore, binaural digital hearing aid has become 
the mainstream research object in the field of hearing aids.

In recent years, researchers have proposed a lot of bin-
aural speech enhancement algorithms. For example, Doclo 
et al. proposed a binaural speech enhancement algorithm 
based on multi-channel filter and wiener filter in 2009 [3]. 
This algorithm reduces the noise by summing and subtract-
ing binaural signal. But it could not effectively reduce the 
non-stationary noise. Yousefian et al. proposed two step 
adaptive beamforming algorithm in 2013 [4]. In this algo-
rithm, a combination filter of one fixed filter and one adap-
tive filter is adopted. So it can not only strengthen the fixed 
direction signal, but also restrict others. However, the adap-
tive filter cannot get the best parameters in complex scenes. 
Its performance is decreased obviously when the wearer is in 
the case of multiple noise or severe reverberation, especially 
in the presence of non-static noise source. The ReSound 
company introduced a binaural intelligent digital hearing 
aids based on user’s choice in 2014 [5]. The hearing aids 
can change two sided microphone response based on the 
environment of the user. But this method is so fixed for the 
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On Device: Parametric Spatial Audio in 
Scene Classification 

• Li et al. (2018)
– Uses DoA, distance and other 

parameters, for scene matching

• Giurda (2020)
– Doctoral thesis, focuses on spatial 

characteristics used for scene 
classification 

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.

Giurda, R. (2020). Improved sound classification by means of sound localization in hearing devices (Doctoral 
dissertation, ETH Zurich).

Diss. ETH No. 27089
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A dissertation submitted to
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submitted to
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On Device: Parametric Spatial Audio for 
Beamforming

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.
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On Device: Parametric Spatial Audio for 
Beamforming

• Thiergart et al.  (2014)
– parametrically driven Wiener filter

2182 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 22, NO. 12, DECEMBER 2014

An Informed Parametric Spatial Filter Based on
Instantaneous Direction-of-Arrival Estimates

Oliver Thiergart, Student Member, IEEE, Maja Taseska, Student Member, IEEE, and
Emanuël A. P. Habets, Senior Member, IEEE

Abstract—Extracting desired source signals in noisy and
reverberant environments is required in many hands-free com-
munication systems. In practical situations, where the position
and number of active sources may be unknown and time-varying,
conventional implementations of spatial filters do not provide
sufficiently good performance. Recently, informed spatial filters
have been introduced that incorporate almost instantaneous
parametric information on the sound field, thereby enabling
adaptation to new acoustic conditions and moving sources. In
this contribution, we propose a spatial filter which generalizes
the recently proposed informed linearly constrained minimum
variance filter and informed minimum mean square error filter.
The proposed filter uses multiple direction-of-arrival estimates
and second-order statistics of the noise and diffuse sound. To
determine those statistics, an optimal diffuse power estimator is
proposed that outperforms state-of-the-art estimators. Extensive
performance evaluation demonstrates the effectiveness of the pro-
posed filter in dynamic acoustic conditions. For this purpose, we
have considered a challenging scenario which consists of quickly
moving sound sources during double-talk. The performance of
the proposed spatial filter was evaluated in terms of objective
measures including segmental signal-to-reverberation ratio and
log spectral distance, and by means of a listening test confirming
the objective results.

Index Terms—Dereverberation, interference reduction, micro-
phone array processing, optimal beamforming.

I. INTRODUCTION

S OUND acquisition in noisy and reverberant environments
with simultaneously active sources remains a challenging

task, especially when the sources are moving or emerging and
when the noise and reverberation vary quickly across time. A
large variety of spatial filtering techniques has been proposed
for capturing the desired source signals while suppressing un-
desired interferers, noise, and reverberation.
These spatial filtering techniques often make use of classical

spatial filters [1]–[15] or parametric filters [16]–[19]. Classical

Manuscript received April 26, 2014; revised July 24, 2014; accepted October
02, 2014. Date of publication October 16, 2014; date of current version October
24, 2014. The associate editor coordinating the review of this manuscript and
approving it for publication was Prof. Mads Græsbøll Christensen.
The authors are with the International Audio Laboratories Erlangen

(a joint institution of the Friedrich-Alexander-University Erlangen-Nürn-
berg (FAU) and Fraunhofer Institute for Integrated Circuits IIS), Uni-
versity of Erlangen-Nuremberg, 91058 Erlangen, Germany (e-mail:
oliver.thiergart@audiolabs-erlangen.de; maja.taseska@audiolabs-erlangen.de;
emanuel.habets@audiolabs-erlangen.de).
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TASLP.2014.2363407

spatial filters are computed as a closed-form or adaptive solu-
tion of a specific optimization problem. Both implementations
often require a priori knowledge of the directions of the desired
sources or a period in which only the desired sources are active.
For closed-form solutions, this information is required to esti-
mate the propagation vectors or second-order statistics (SOS) of
the desired sources and the SOS of the noise and reverberation,
while for adaptive solutions, it is required to control the filter
update. A drawback of these solutions is the inability to adapt
sufficiently quickly to new situations, e. g., source movements,
competing speakers that become active when the desired source
is active, or changing power ratios between the noise and rever-
berant sound.
Parametric spatial filters are often based on a relatively

simple sound field model, i. e., the received signal in the
time-frequency domain is formed by a superposition of a
direct sound and a reverberant sound component. Usually, the
reverberant sound is modeled as a (time-varying) diffuse sound
field [20] while the direct sound is modeled as a single plane
wave for each time-frequency instant. The parametric spatial
filters are computed based on almost instantaneous estimates of
the model parameters, e. g., the direction-of-arrival (DOA) or
diffuseness of the sound. When these parameters are estimated
with a high time resolution, parametric filters can adapt quickly
to new situations. However, even though the model parameters
are estimated using multiple microphones, the output signal is
usually obtained by filtering only a single microphone signal.
Moreover, the filters only perform as desired when the un-
derlying signal model is satisfied. Unfortunately, the common
single plane wave signal model can easily be violated in prac-
tice, namely when multiple sources are active at the same time
(e. g., double talk) [21].
To overcome the drawbacks of the aforementioned spatial fil-

tering techniques, we recently proposed an informed linearly
constrained minimum variance (LCMV) filter that unifies the
concepts of the classical spatial filters and parametric filters
[22]. This filter provides an arbitrary spatial response for at
most sound sources being simultaneously active per time-fre-
quency instant. The arbitrary spatial response enables different
applications such as source extraction or spatial sound repro-
duction. The underlying sound field model considers plane
waves per time-frequency instant, as well as diffuse sound and
noise. In this manner, model violations are less likely to occur.
Similar to the parametric filters, the informed LCMV filter in-
corporates almost instantaneous parametric information on the
sound field, namely DOA estimates and a diffuse-to-noise

2329-9290 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: AALTO UNIVERSITY. Downloaded on March 20,2024 at 16:18:31 UTC from IEEE Xplore.  Restrictions apply. 

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.

Thiergart, O., Taseska, M., & Habets, E. A. (2014). An informed parametric spatial filter based on instantaneous 
direction-of-arrival estimates. IEEE/ACM Transactions on Audio, Speech, and Language Processing, 22(12), 
2182-2196.
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On Device: Parametric Spatial Audio for 
Beamforming

• Thiergart et al.  (2014)
– parametrically driven Wiener filter

• As’ad et al. (2019)
– parametrically driven beamformer

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.

As' ad, H., Bouchard, M., & Kamkar-Parsi, H. (2019). A robust target linearly constrained minimum variance 
beamformer with spatial cues preservation for binaural hearing aids. IEEE/ACM Transactions on Audio, Speech, 
and Language Processing, 27(10), 1549-1563.

IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 27, NO. 10, OCTOBER 2019 1549

A Robust Target Linearly Constrained Minimum
Variance Beamformer With Spatial Cues Preservation

for Binaural Hearing Aids
Hala As’ad , Martin Bouchard , and Homayoun Kamkar-Parsi

Abstract—In this paper, a binaural beamforming algorithm for
hearing aid applications is introduced. The beamforming algorithm
is designed to be robust to some error in the estimate of the tar-
get speaker direction. The algorithm has two main components:
a robust target linearly constrained minimum variance (TLCMV)
algorithm based on imposing two constraints around the estimated
direction of the target signal, and a post-processor to help with
the preservation of binaural cues. The robust TLCMV provides
a good level of noise reduction and low level of target distortion
under realistic conditions. The post-processor enhances the beam-
former abilities to preserve the binaural cues for both diffuse-like
background noise and directional interferers (competing speakers),
while keeping a good level of noise reduction. The introduced algo-
rithm does not require knowledge or estimation of the directional
interferers’ directions nor the second-order statistics of noise-only
components. The introduced algorithm requires an estimate of the
target speaker direction, but it is designed to be robust to some
deviation from the estimated direction. Compared with recently
proposed state-of-the-art methods, comprehensive evaluations are
performed under complex realistic acoustic scenarios generated in
both anechoic and mildly reverberant environments, considering a
mismatch between estimated and true sources direction of arrival.
Mismatch between the anechoic propagation models used for the
design of the beamformers and the mildly reverberant propagation
models used to generate the simulated directional signals is also
considered. The results illustrate the robustness of the proposed
algorithm to such mismatches.

Index Terms—Robust LCMV, propagation model mismatch,
steering vector mismatch, binaural cues preservations, noise
reduction, binaural hearing aids.

I. INTRODUCTION

AHEARING aid is a common and effective solution to sen-
sorineural hearing loss. Despite enormous advances in

hearing aid technology, the performance of hearing aids under
noisy environments remains one of the most common complaints
from hearing aid users [1], [2], and hearing-impaired people face

Manuscript received December 19, 2018; revised April 24, 2019 and June
16, 2019; accepted June 17, 2019. Date of publication June 21, 2019; date of
current version July 1, 2019. This work was supported in part by a Natural Sci-
ences and Engineering Research Council Discovery grant. The associate editor
coordinating the review of this manuscript and approving it for publication was
Prof. Simon Doclo. (Corresponding author: Martin Bouchard.)

H. As’ad and M. Bouchard are with the School of Electrical Engineering
and Computer Science, University of Ottawa, Ottawa, ON K1N 6N5, Canada
(e-mail: hasad056@uottawa.ca; martin.bouchard@uottawa.ca).

H. Kamkar-Parsi is with WS Audiology 91058, Erlangen, Germany (e-mail:
homayoun.kamkarparsi@sivantos.com).

Digital Object Identifier 10.1109/TASLP.2019.2924321

challenges in understanding and separating speech in noisy en-
vironments [1]–[3].

For noise reduction, single channel processing algorithms,
which rely on frequency and temporal information of the input
signals, have been extensively researched such as in [4], [5].
However, single channel algorithms suffer from several limi-
tations under low-SNR acoustic scenarios, especially for non-
stationary noise and multi-talkers conditions. Single channel so-
lutions typically also introduce distortion and do not provide true
speech intelligibility improvement. A notable exception is the
solution in [6] which has been found to improve speech intel-
ligibility. The solution in [6] is based on deep neural networks
and a binary masking of some speech components in the T-F
domain. This solution, however, does not preserve naturalness
of the target speaker speech (high distortion), which is a concern
for its use in hearing aids. It has also not been developed for the
case of one or two competing talkers.

As an alternative, microphone array processing (beamform-
ing) has been widely used in modern hearing aids, leading to
directionally sensitive hearing aids [7]. Binaural hearing aids
have also recently been introduced in the market. Binaural hear-
ing aids have a hearing aid device at each ear, each possibly
equipped with multiple microphones, and the devices are ca-
pable to transmit signals or information from one side to the
other through a “binaural wireless link”. Microphone arrays can
provide good noise reduction with low distortion, and the use
of additional microphones and different microphone geome-
try in binaural hearing aids can lead to further improvements
in the directional response, compared to monaural single-sided
beamforming. However, even binaural hearing aids have still not
achieved the required robustness in case of real-life complex en-
vironments [8]. The performance of binaural beamformers can
be significantly affected by a mismatch or an error between the
target source propagation model assumed for the beamformer
design and the actual physical target source propagation [9],
[10]. This includes errors in the estimated target direction of
arrival (DOA) used in the beamformer algorithms, i.e., target
DOA mismatch. This kind of mismatch can be generated from
imperfect target DOA estimation schemes, from small head
movements of the hearing aid user, and from multipath prop-
agation. To address this problem, several acoustic beamforming
methods robust to the mismatch in target propagation models
have been introduced in the literature [11]–[21], and some of
these solutions are not specifically for binaural hearing aids.

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/
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On Device: Parametric Spatial Audio for 
Beamforming

• Thiergart et al.  (2014)
– parametrically driven Wiener filter

• As’ad et al. (2019)
– parametrically driven beamformer

• Anderson er al. (2014)
– Uses an adaptive “nullformer”.

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.

Anderson, C., Teal, P. D., & Poletti, M. A. (2014, June). Multichannel Wiener filter estimation using source location 
knowledge for speech enhancement. In 2014 IEEE Workshop on Statistical Signal Processing (SSP) (pp. 57-60). 
IEEE

MULTICHANNEL WIENER FILTER ESTIMATION USING SOURCE LOCATION
KNOWLEDGE FOR SPEECH ENHANCEMENT

Craig A. Anderson⋆ Paul D. Teal⋆ Mark A. Poletti†

⋆School of Engineering and Computer Science, Victoria University, Wellington, New Zealand
†Callaghan Innovation, Lower Hutt, New Zealand

ABSTRACT

In this paper a technique for estimating the single channel Wiener
filter post-processor using two complementary adaptive near-field
beamformers is presented as an alternative to voice activity detection
for speech enhancement applications. Two near-field beamformers,
the MVDR beamformer and an adaptive nullformer based on noise
to signal maximisation, are used to generate estimates of signal and
noise statistics which can be used to compute an estimate of the sin-
gle channel Wiener filter for noise reduction. It is demonstrated that
the performance of the estimated filter compares well with the per-
fect Wiener filtering case, and shows good improvement in speech
intelligibility.

Index Terms— Speech enhancement, adaptive filters, beam-
forming, Wiener filtering

1. INTRODUCTION

The multichannel Wiener filter (MWF) is often presented as an opti-
mal technique for noise reduction in many areas of signal processing
[1][2]. The technique involves designing a set of filters (w) which
minimises the mean squared error between the desired signal (s) and
the filtered noisy signal received at a sensor array for each frequency
k and time index t.

wH [k, t]x[k, t] = wH [k, t] (s[k, t]hs[k] + n[k, t]) (1)

where hs describes the acoustic transfer function from the desired
source location to each of the microphones in the array, and n rep-
resents the noise received at the array. Using the mean squared error
minimisation criteria, the Wiener filter solution can be expressed as

w[k, t] = Rx[k, t]
−1rsx[k, t] (2)

where Rx is generated recursively as

Rx[k, t] = αRx[k, t− 1] + (1− α)x[k, t]xH [k, t] (3)

and rsx is the cross correlation between the array output and the
desired signal.

This can be factorised into the well known MVDR (Minimum
Variance Distortionless Response) beamformer plus a single channel
Wiener filter post-processor [1].

w =
σ2
s

σ2
s + σ2

n

R−1
n hs

hH
s R−1

n hs
(4)

In most practical scenarios, the signal or noise statistics (σ2
s or

σ2
n) are not available and must be estimated. Existing estimation

techniques in speech enhancement involve the use of voice activ-
ity detection (VAD) to generate speech and noise statistics by de-
tecting pauses during speech. Issues with VAD include false posi-
tives/negatives where noise may be falsely detected during a speech
utterance or vice versa, the likelihood of which increases as the sig-
nal to noise ratio decreases [3]. In this paper a technique is presented
for estimating the noise statistics (σn) and filtering an arbitrary noisy
signal, where the approximate position of the desired signal is known
and exploited to produce two beamformers, a primary directed at the
source, and a secondary designed to suppress sources from a speci-
fied region enclosing the assumed source location.

The generalized sidelobe canceller (GSC) [1][4] attempts to
perform a similar task by constructing two beamformer outputs —
the first an LCMV (linearly constrained minimum variance) beam-
former directed towards the source; the second an adaptive least
mean squares/regularised least squares (LMS/RLS) beamformer
derived from an orthogonal blocking matrix, a set of beamformers
which null the source signal. The performance of the GSC system
depends on the formulation of the blocking matrix [4][5][6] and the
convergence performance (speed and filter accuracy) of the adaptive
filter. The blocking matrix formulation achieves its aim of suppress-
ing the desired signal by producing a set of precise null generating
beamformers, however these are typically not robust to errors in the
desired source position which can lead to desired signal leakage into
the adaptive filter, reducing performance.

The Wiener filter estimation method presented in this paper
provides a (near) instantaneous estimate of the noise power spectra
which can be used to find an estimate of the signal power, allow-
ing a single channel Wiener filter estimate to be produced quickly
without the issues of optimal blocking matrix design and LMS/RLS
convergence issues present in GSC based designs.

2. FILTER ESTIMATION

The method can be summarised as designing two beamformers to
collect two signals, one of which represents an estimate of the noise
in the environment. The first beamformer would use the MVDR
algorithm to receive the desired signal (plus residual noise), and the
second beamformer designed to receive only noise, by placing a null
directed at the desired signal position.

The MVDR beamformer is widely used in situations where the
direction of arrival (far-field) or position (near-field) of the desired
source is known. The beamforming weight solution is given as the
right hand side of (4). In most practical scenarios, the noise corre-
lation matrix Rn is unknown and the total signal input correlation
matrix Rx is used in its place [1][7][8]. The output of this type of
MVDR system is the original desired signal plus attenuated noise.
Dropping the frequency/time indices for clarity, the output is given

2014 IEEE Workshop on Statistical Signal Processing (SSP)

978-1-4799-4975-5/14/$31.00 ©2014 IEEE 57
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Abstract—Binaural hearing aids use microphone inputs from both the
left and right hearing aid to generate an output for each ear. On the other
hand, a monaural hearing aid generates an output by processing only its
own microphone inputs. This correspondence presents a binaural exten-
sion of a monaural multichannel noise reduction algorithm for hearing aids
based on Wiener filtering. In addition to significantly suppressing the noise
interference, the algorithm preserves the interaural time delay (ITD) cues
of the speech component, thus allowing the user to correctly localize the
speech source. Unfortunately, binaural multichannel Wiener filtering dis-
torts the ITD cues of the noise source. By adding a parameter to the cost
function the amount of noise reduction performed by the algorithm can be
controlled, and traded off for the preservation of the noise ITD cues.

Index Terms—Binaural hearing, hearing aids, noise reduction, Wiener
filtering.

I. INTRODUCTION

Hearing impaired persons localize sounds better without their bilat-
eral hearing aids than with them [1]. In addition, noise reduction al-
gorithms currently used in hearing aids are not designed to preserve
localization cues [2]. The inability to correctly localize sounds puts the
hearing aid user at a disadvantage. The sooner the user can localize
a speech signal, the sooner the user can begin to exploit visual cues.
Generally, visual cues lead to large improvements in intelligibility for
hearing impaired persons [3]. Furthermore, preserving the spatial sep-
aration between the target speech and the interfering signals leads to an
improvement in speech understanding [4].

It is important to explain the difference between bilateral and
binaural hearing aids. A hearing impaired person wearing a monaural
hearing aid on each ear is said to be using bilateral hearing aids. Each
monaural hearing aid uses its own microphone inputs to generate an
output for its respective ear. No information is shared between the
hearing aids. In contrast, binaural hearing aids use the microphone
inputs from both the left and right hearing aid to generate an output
for the left and right ear. Additional information regarding binaural
hearing aids can be found in [5].

What are the benefits of a binaural algorithm? First, noise reduction
performance of the binaural algorithm will be better than that of the
monaural algorithm. Double the number of microphones are now at the
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function the amount of noise reduction performed by the algorithm can be
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I. INTRODUCTION

Hearing impaired persons localize sounds better without their bilat-
eral hearing aids than with them [1]. In addition, noise reduction al-
gorithms currently used in hearing aids are not designed to preserve
localization cues [2]. The inability to correctly localize sounds puts the
hearing aid user at a disadvantage. The sooner the user can localize
a speech signal, the sooner the user can begin to exploit visual cues.
Generally, visual cues lead to large improvements in intelligibility for
hearing impaired persons [3]. Furthermore, preserving the spatial sep-
aration between the target speech and the interfering signals leads to an
improvement in speech understanding [4].

It is important to explain the difference between bilateral and
binaural hearing aids. A hearing impaired person wearing a monaural
hearing aid on each ear is said to be using bilateral hearing aids. Each
monaural hearing aid uses its own microphone inputs to generate an
output for its respective ear. No information is shared between the
hearing aids. In contrast, binaural hearing aids use the microphone
inputs from both the left and right hearing aid to generate an output
for the left and right ear. Additional information regarding binaural
hearing aids can be found in [5].

What are the benefits of a binaural algorithm? First, noise reduction
performance of the binaural algorithm will be better than that of the
monaural algorithm. Double the number of microphones are now at the

Manuscript received December 7, 2005; revised June 1, 2006. The asso-
ciate editor coordinating the review of this manuscript and approving it for
publication was Dr. Jan C. de Munck. This research work was carried out at
the ESAT Laboratory of the Katholieke Universiteit Leuven, in the framework
of the Belgian Program on Inter-University Attraction Poles, initiated by the
Belgian Federal Science Policy Office IUAP P5/22 (Dynamical Systems and
Control: Computation, Identification and Modeling), the Concerted Research
Action GOA-MEFISTO-666 (Mathematical Engineering for Information and
Communication Systems Technology) of the Flemish Government, Research
Project FWO nr.G.0233.01 (Signal processing and automatic patient fitting for
advanced auditory prostheses), and IWT project 020540 (Innovative Speech
Processing Algorithms for Improved Performance of Cochlear Implants). The
scientific responsibility is assumed by its authors.

T. J. Klasen and M. Moonen are with ESAT-SCD Katholieke Universiteit
Leuven, 2001 Leuven, Belgium.

T. Van den Bogaert and J. Wouters are with ExpORL Katholieke Universiteit
Leuven, 2001 Leuven, Belgium (e-mail: tim.vandenbogaert@med.kuleuven.be)

Digital Object Identifier 10.1109/TSP.2006.888897

1053-587X/$25.00 © 2007 IEEE



No Really. Many.
• Farmani, M., Pedersen, M. S., Tan, Z. H., & Jensen, J. (2017). Informed sound source localization using relative transfer 

functions for hearing aid applications. IEEE/ACM Transactions on Audio, Speech, and Language Processing, 25(3), 611-
623.

• Van den Bogaert, T., Doclo, S., Wouters, J., & Moonen, M. (2009). Speech enhancement with multichannel Wiener filter 
techniques in multimicrophone binaural hearing aids. The Journal of the Acoustical Society of America, 125(1), 360-371.

• Reindl, K., Zheng, Y., & Kellermann, W. (2010, March). Speech enhancement for binaural hearing aids based on blind 
source separation. In 2010 4th International Symposium on Communications, Control and Signal Processing (ISCCSP) (pp. 
1-6). IEEE.

• Thiemann, J., Müller, M., Marquardt, D., Doclo, S., & Van De Par, S. (2016). Speech enhancement for multimicrophone 
binaural hearing aids aiming to preserve the spatial auditory scene. EURASIP Journal on Advances in Signal 
Processing, 2016, 1-11.

• Barhoush, M., Hallawa, A., Peine, A., Martin, L., & Schmeink, A. (2022). Localization-driven speech enhancement in noisy 
multi-speaker hospital environments using deep learning and meta learning. IEEE/ACM Transactions on Audio, Speech, 
and Language Processing, 31, 670-683.

• Xenaki, A., Bünsow Boldt, J., & Græsbøll Christensen, M. (2018). Sound source localization and speech enhancement with 
sparse Bayesian learning beamforming. The Journal of the Acoustical Society of America, 143(6), 3912-3921.

• Zohourian, M., Enzner, G., & Martin, R. (2017). Binaural speaker localization integrated into an adaptive beamformer for 
hearing aids. IEEE/ACM Transactions on Audio, Speech, and Language Processing, 26(3), 515-528.

• Goetze, S., Rohdenburg, T., Hohmann, V., Kollmeier, B., & Kammeyer, K. D. (2007, November). Direction of arrival 
estimation based on the dual delay line approach for binaural hearing aid microphone arrays. In 2007 International 
Symposium on Intelligent Signal Processing and Communication Systems (pp. 84-87). IEEE.

• Braun, S., Torcoli, M., Marquardt, D., Habets, E. A., & Doclo, S. (2014, September). Multichannel dereverberation for 
hearing aids with interaural coherence preservation. In 2014 14th International Workshop on Acoustic Signal Enhancement 
(IWAENC) (pp. 124-128). IEEE.

AND MORE….



Fr
eq

ue
nc

y 
An

al
ys

is

Di
re

ct
io

na
l 

M
icr

op
ho

ne

No
ise

Re
du

ct
io

n

Fr
eq

ue
nc

y
Sy

nt
he

sis

Ga
in

 a
nd

Fr
eq

ue
nc

y
Co

m
pr

es
sio

n

Feedback
Suppression

Classification
System

User
Input

Binaural LinkData logging and Data learning

On Device: Parametric Spatial Audio in 
DRC 

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.



Fr
eq

ue
nc

y 
An

al
ys

is

Di
re

ct
io

na
l 

M
icr

op
ho

ne

No
ise

Re
du

ct
io

n

Fr
eq

ue
nc

y
Sy

nt
he

sis

Ga
in

 a
nd

Fr
eq

ue
nc

y
Co

m
pr

es
sio

n

Feedback
Suppression

Classification
System

User
Input

Binaural LinkData logging and Data learning

On Device: Parametric Spatial Audio in 
DRC 

• May et al. (2018)
– used SNR ratios to choose the DRC 

parameters

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.

May, T., Kowalewski, B., & Dau, T. (2020). Scene-aware dynamic-range compression in hearing aids. The 
Technology of Binaural Understanding, 763-799.

Original Article

Signal-to-Noise-Ratio-Aware Dynamic
Range Compression in Hearing Aids

Tobias May1, Borys Kowalewski1, and Torsten Dau1

Abstract
Fast-acting dynamic range compression is a level-dependent amplification scheme which aims to restore audibility for hearing-
impaired listeners. However, when being applied to noisy speech at positive signal-to-noise ratios (SNRs), the gain function
typically changes rapidly over time as it is driven by the short-term fluctuations of the speech signal. This leads to an
amplification of the noise components in the speech gaps, which reduces the output SNR and distorts the acoustic properties
of the background noise. An adaptive compression scheme is proposed here which utilizes information about the SNR in
different frequency channels to adaptively change the characteristics of the compressor. Specifically, fast-acting compression
is applied to speech-dominated time-frequency (T-F) units where the SNR is high, while slow-acting compression is used to
effectively linearize the processing for noise-dominated T-F units where the SNR is low. A systematic evaluation of this SNR-
aware compression scheme showed that the effective compression of speech components embedded in noise was similar to
that of a conventional fast-acting system, whereas natural fluctuations in the background noise were preserved in a similar
way as when a slow-acting compressor was applied.

Keywords
wide dynamic range compression, signal-to-noise ratio, hearing-aid signal processing

Date received: 13 March 2018; revised: 27 June 2018; accepted: 28 June 2018

Introduction

One of the primary tasks of a hearing aid is to improve
speech recognition through restored audibility (e.g.,
Jenstad & Souza, 2007; Souza, Boike, Witherell, &
Tremblay, 2007; Souza & Turner, 1999). Wide dynamic
range compression (WDRC) provides level-dependent
amplification. It is therefore capable of improving the
audibility of soft speech components while avoiding
excessive amplification of high-intensity inputs and the
loudness discomfort that would result from it otherwise
(e.g., Alexander & Rallapalli, 2017; Villchur, 1973).
WDRC is characterized by a number of parameters,
such as the attack and release times, compression ratio
(CR), compression threshold (CT), and the number of
frequency channels. The attack time is usually very short
(below 10ms) such that the compressor can react to a
rapid increase in the intensity of the input signal
(Alexander & Rallapalli, 2017; Jenstad & Souza, 2005).
A compressor is typically classified as fast-acting, with
release times shorter than 200ms, or slow-acting, with
release times longer than 200ms (for a review, see
Souza, 2002).

For a maximum audibility benefit, the compression
system must be able to follow changes in the speech amp-
litude on timescales corresponding to the duration
of a syllable or even a phoneme. This requires a very-
fast-acting system with a release time below about 60ms
(Edwards, 2004). If a longer release time is used, the gain
might lag behind the dynamic changes in the speech
envelope, leaving low-intensity components underampli-
fied (Jerlvall & Lindblad, 1978; Kuk, 1996). As demon-
strated by Braida et al. (1982) and Stone and Moore
(1992), the effective compression ratios (ECRs) decrease
to only a fraction of the nominal ratios when the release
time is too long compared with the rate of the envelope
fluctuations in the signal.
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– Combined the above and
parametric driven beamformers

Figure adapted from Eddins, D. A. (2014). Sandlin's Textbook of Hearing Aid Amplification. 233.

Llave, A., Leglaive, S., & Séguier, R. (2020, December). Localization cues preservation in hearing aids by 
combining noise reduction and dynamic range compression. In 2020 Asia-Pacific Signal and Information 
Processing Association Annual Summit and Conference (APSIPA ASC) (pp. 686-693). IEEE.

Localization Cues Preservation in Hearing Aids by
Combining Noise Reduction and Dynamic Range

Compression
Adrien Llave, Simon Leglaive and Renaud Séguier

CentraleSupélec, IETR, France
firstname.lastname@centralesupelec.fr

Abstract—Dynamic range compression (DRC) and noise re-
duction algorithms are commonly used in hearing aids. They are
known to have opposite objectives concerning the Signal-to-Noise
Ratio (SNR) and to affect negatively the localization performance.
Yet, the study of their interaction received few attention. In
this work, we improve an existing combined approach of DRC
and noise reduction to bridge the gap between the algorithms
proposed independently in their respective communities. The
proposed solution is then compared to state-of-the-art algorithms
thanks to objective criteria assessing the spatial fidelity preser-
vation, the SNR improvement and the output dynamic range
reduction. Experimental results show that the standard serial
concatenation of noise reduction and DRC stages is unable to
improve the SNR and preserve the noise component acoustic
characteristics. They suggest that the proposed design restores
the noise localization cues and manages to improve the output
SNR.

Index Terms—Hearing aids, spatial hearing, beamforming,
dynamic range compression

I. INTRODUCTION

Dynamic range compression (DRC) is the main processing
in hearing aids for compensating the listener hearing loss. It
consists in amplifying quiet sounds and/or attenuating loud
ones. To do so, the gain function defining this amplifica-
tion/attenuation is split into two zones: (i) below a given
threshold the input signal is linearly amplified; (ii) above the
same threshold the gain follows a linear decreasing function
in the dB domain.

Usually, hearing aids compute the left and right DRC
gains independently. It has been showed that the difference
between the left and right DRC gain distorts the interaural
level difference (ILD) which is an important localization cue.
It results in a worsening of the localization performance for the
listener, which also affects speech understanding [27], [35].

The straightforward strategy to solve this issue is to apply
the same DRC gain to both ears. It restores the ILD as well
as the localization performance in anechoic environment [36].
However, other experiments failed to replicate this result [14],
[16]. Particularly, it has been recently highlighted that the
linked DRC fails at preserving the localization performance
in reverberant conditions [13]. The authors showed that, in
a reverberant environment, the preservation of the ILD is
not sufficient to ensure the preservation of the localization
cues. Indeed, usually, the DRC acts quickly in order to

follow the short-term speech level fluctuations. Therefore,
the reverberation tail is considered as a soft speech period
which has to be reinforced. The consequence is a lowering
of the direct-to-reverberant energy ratio (DRR), leading to
more internalization, image source diffusion for the listener
as well as more front-back confusion and source localization
splitting. The authors further showed by means of a percep-
tual evaluation that the Interaural Coherence (IC) [11] is an
objective criterion which better correlates with the localization
performance of the listener.

To address this issue, it has been proposed [12] to prolong
the DRC gain computed from the last direct sound period to
the reverberation tail in order to preserve the DRR. To do
so, in direct sound period, the DRC acts quickly whereas
in the segments dominated by reverberant speech, the DRC
acts slowly in order to prolong DRC attenuation from the
last direct sound dominated period. The authors showed that
such a direct-sound-driven DRC is able to restore both IC and
localization performance on the horizontal plane in presence of
reverberation. However, the design of this algorithm is limited
to a specific auditory scenario composed of one speaker
with reverberation but without background noise or other
interfering speakers. In noisy environment, the DRC is unable
to correct the speech dynamic range accurately [29]. Moreover,
it reduces the output SNR [6], [29].

This algorithm has been extended to a scenario including
background noise [24]. In this work, the authors use a speech
presence detector to drive the DRC time constant, in the
same way as in [12], where a direct sound detector was
used to drive the DRC in noise-free reverberant conditions.
The authors also defined explicitly the objectives of an ideal
hearing aids system: (i) amplifying the soft-speech segments;
(ii) keeping loud-speech segments below the pain level; (iii)
avoiding amplification of the noise in speech absence; and (iv)
preserving the original noise dynamic range. However, this
solution answers only partially to these objectives. Indeed, the
DRC gain applied on a noise-only segment is set according
to the one computed on the last frame where speech was
detected. As a consequence, the DRC gain highly differs from
one noise-only segment to another. This effect is illustrated in
Figure 1, where we can observe that the DRC gain on noise-
only segments varies from -20 dB at 1.8 s to -12 dB at 3 s,
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Abstract

This paper proposes a method for binaural reconstruction of a sound scene captured with a portable-sized array consisting of several
microphones. The proposed processing is separating the scene into a sum of small number of sources, and the spectrogram of each of
them is in turn represented as a small number of latent components. The direction of arrival (DOA) of each source is estimated, which is
followed by binaural rendering of each source at its estimated direction. For representing the sources, the proposed method uses
low-rank complex-valued non-negative matrix factorization combined with DOA-based spatial covariance matrix model. The binaural
reconstruction is achieved by applying the binaural cues (head-related transfer function) associated with the estimated source DOA to the
separated source signals. The binaural rendering quality of the proposed method was evaluated using a speech intelligibility test. The test
results indicated that the proposed binaural rendering was able to improve the intelligibility of speech over stereo recordings and
separation by minimum variance distortionless response beamformer with the same binaural synthesis in a three-speaker scenario.
An additional listening test evaluating the subjective quality of the rendered output indicates no added processing artifacts by the
proposed method in comparison to unprocessed stereo recording.
! 2015 Elsevier B.V. All rights reserved.

Keywords: Binaural processing; Source separation; Speech intelligibility; Non-negative matrix factorization

1. Introduction

Perception of an auditory scene by binaural hearing
helps resolving sources and their informational content
present in it (Pollack and Pickett, 1958), and is a natural
way of listening for humans. The vast majority of recorded
content is listened in stereo but lacks the binaural cues, i.e.,
the direction dependent characteristics of the perceived

sound caused by the anatomy of ears and head. The binau-
ral hearing and spatial cues helps understanding speech in
difficult conditions consisting of multiple competing
sources (Bronkhorst, 2000). One of the most studied effects
of binaural hearing is speech intelligibility. Binaural hear-
ing and spatial separation of speakers is found to have
an important role in speech intelligibility in cocktail-party
scenarios (Hawley et al., 2004; Plomp, 1977). In such a case
the intelligibility of speech is known to increase with binau-
ral or other spatial sound-field playback compared to no
spatial positioning of the sources (Pollack and Pickett,
1958; Drullman and Bronkhorst, 2000; Hawley et al.,
1999; Bronkhorst, 2000; Hawley et al., 2004). Additionally,
the localization (Hawley et al., 1999) and recognition

http://dx.doi.org/10.1016/j.specom.2015.09.005
0167-6393/! 2015 Elsevier B.V. All rights reserved.
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Superhuman spatial hearing 
technology for ultrasonic 
frequencies
Ville Pulkki*, Leo McCormack & Raimundo Gonzalez

Ultrasonic sources are inaudible to humans, and while digital signal processing techniques are 
available to bring ultrasonic signals into the audible range, there are currently no systems which also 
simultaneously permit the listener to localise the sources through spatial hearing. Therefore, we 
describe a method whereby an in-situ listener with normal binaural hearing can localise ultrasonic 
sources in real-time; opening-up new applications, such as the monitoring of certain forms of wild life 
in their habitats and man-made systems. In this work, an array of ultrasonic microphones is mounted 
to headphones, and the spatial parameters of the ultrasonic sound-field are extracted. A pitch-
shifted signal is then rendered to the headphones with spatial properties dictated by the estimated 
parameters. The processing provides the listener with the spatial cues that would normally occur if the 
acoustic wave produced by the source were to arrive at the listener having already been pitch-shifted. 
The results show that the localisation accuracy delivered by the proof-of-concept device implemented 
here is almost as good as with audible sources, as tested both in the laboratory and under conditions 
in the field.

Human spatial hearing  capability1 is an important sense for determining the location of events, actions, voices 
and other sound sources within the surroundings of a listener. The highest level of accuracy of localisation is 
obtained when one sound source is dominant and has a broad frequency spectrum with fast changes in temporal 
structure. In a best-case scenario, a localisation accuracy of approximately 1–3◦ can be obtained on the horizontal 
plane in front of the  listener2. The neurophysiological process for localisation occurs in parallel with analysis of 
the frequency content of sound, and the perception of an auditory object provides information regarding what 
happened and where it  happened3. The ability to localise sound sources is a fast and potent sensing mechanism 
to omnidirectionally perceive the surrounding three-dimensional world within a broad frequency range.

Although the sense of hearing is sensitive to a wide range of frequencies, there is an upper frequency limit. 
This limit is approximately 20 kHz for young human subjects and is gradually lowered with increasing age. 
The frequencies above 20 kHz are commonly referred to as ultrasonic frequencies. Many animals, such as bats, 
rodents, insects, reptiles and amphibians produce strong vocalisations in the ultrasonic  range4, and man-made 
devices may also generate ultrasonic sounds in their normal or abnormal operation; such as gas leaks in  pipes5. 
Ultrasonic signals can be brought to audible frequencies using signal processing techniques, for example, bats 
are often monitored using specific  detectors6, which can play back the down-shifted sound through a miniature 
loudspeaker. However, while the sounds they produce are audible to the listener, such devices do not permit the 
perception of the direction of ultrasonic sound sources.

The aim of this study was, therefore, to develop a technology to render ultrasonic frequencies audible 
within the range of human hearing, while simultaneously allowing the directions of the ultrasonic sources to 
be perceived by the listener in a real acoustic environment. For this task, we propose the use of a miniature 
head-mounted ultrasonic microphone array, accompanied by parametric spatial audio reproduction of the 
down-shifted sounds over headphones. The authors are not aware of any previous scientific work on this topic. 
Specifically, the techniques developed in this article show how to obtain headphone signals from an ultrasonic 
array of microphones with low latency, in such a manner that the directional information of ultrasonic sources 
is imprinted onto a signal following a pitch-shifting operation.

In general, human spatial hearing acts as a signal analyser; estimating the most probable locations of perceived 
sources. This is based on directional cues arising from the acoustical interaction between the listener and the 
arriving wave front. More specifically, the directional cues have been found to be the differences between the 
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that the averaging produced a more stable spatialisation. This is a limitation of the current system, which, nev-
ertheless, did not impede its use. Note that the specific ultrasonic environments explored in this study seldomly 
comprised more than a single sound source at any one time. However, it should be highlighted that the system 
also supports frequency-dependent operation, which could improve performance for multi-source scenarios; 
provided that the sound sources do not overlap significantly in both time and frequency.

In principle, any pitch-shifting technique may be employed, provided that the frequency-dependent param-
eters analysed from the ultrasonic sound-field are mapped correctly to the frequency scale of the pitch-shifted 
signal. Since the spatial parameters are averaged over frequency in the currently employed configuration of the 
device, the frequency mapping is not required in this case. Instead, each time frame of the pitch shifted signal is 
spatialised according to a frequency-averaged direction. The pitch-shifting technique used for the application 
targeted in this article should be capable of large pitch-shifting ratios, while also operating within an acceptable 
latency. Based on these requirements, the phase-vocoder  approach15,16 was selected for the real-time render-
ing in this study, due to its low processing latency and acceptable signal quality with large pitch-shifting ratios. 
However, the application of other pitch-shifting methods is also demonstrated with recordings processed off-line 
and described in the Results section.

In summary, the proposed processing approach permits frequency-modified signals to be synthesised with 
plausible binaural and monaural cues, which may subsequently be delivered to the listener to enable the localisa-
tion of ultrasonic sound sources. Furthermore, since the super-hearing device turns with the head of the listener, 
and the processing latency of the device was constrained to 44 ms, the dynamic cues should also be preserved. 
Note that the effect of processing latency has been previously studied in the context of head-tracked binaural 
reproduction systems, where it has been found that a system latency above 50–100 ms can impair the spatial 
 perception17,18. Therefore, it should be noted that a trade-off must be made between: attaining high spatial image 
and timbral quality (which are improved through longer temporal windows and a higher level of overlapping) 
and having low processing latency (which relies on shorter windows and reduced overlapping). The current 
processing latency has been engineered so that both the spatial image and audio quality after pitch-shifting, as 
determined based on informal listening, remain reasonably high.

One additional advantage of the proposed approach is that only a single signal is pitch shifted, which is 
inherently more computationally efficient than pitch-shifting multiple signals; as would be required by the 
three alternative suggestions described in the Introduction section. Furthermore, the imprinting of the spatial 
information onto the signal only after pitch-shifting, ensures that the directional cues reproduced for the listener 
are not distorted by the pitch-shifting operation. The requirements for the size of microphone array are also less 
stringent compared to the requirements for an Ambisonics-based system. In this work, an array with a diameter 
of 11 mm was employed, which has a spatial aliasing frequency of approximately 17 kHz. This therefore prohibits 
the use of Ambisonics for the ultrasonic frequencies with the present array. By contrast, the employed spatial 
parameter analysis can be conducted above the spatial aliasing frequency; provided that the geometry of the 
array is known and that the sensors are arranged uniformly on the sphere.

The proof-of-concept device, which was built to demonstrate and evaluate the concept presented in this paper, 
is shown in Fig. 1, and further detailed in the Methods section. A spherical array comprising 6 microphones, 
with frequency responses up to approximately 100 kHz, was built and attached to the collar of the headphones 
of the listener using a 23 cm long probe. The probe protrudes directly infront of the subject, in order to mitigate 
acoustical shadowing effects for ultrasonic sources located in close frontal proximity to the subject; for example, 
hand-held ultrasound emitting objects, such as leaking pipes or rubber tyres. Note that when the subject rotates 
their head, the nominal position of the head relative to a sound source remains fixed. However, the array attached 
to the probe moves laterally in accentuated left-right directions along an arc. Therefore, the relative azimuth angle 
θ of a source on the horizontal plane from the perspective of the head position is different to the corresponding 
azimuth angle θp from the array position,

(1)θp = arctan
sin θ

cos θ − r/R
,

analysis
• direction-of-arrival

spatial 
synthesis

pitch shifting 
to audible range

ultrasonic grid
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spatial parameter signal
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N

Figure 1.  Left: Ultrasonic super-hearing device. Right: Signal processing chain for the device.
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Enhancing binaural rendering of head-worn microphone arrays
through the use of adaptive spatial covariance matching
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ABSTRACT:
In this article, the application of spatial covariance matching is investigated for the task of producing spatially
enhanced binaural signals using head-worn microphone arrays. A two-step processing paradigm is followed,
whereby an initial estimate of the binaural signals is first produced using one of three suggested binaural rendering
approaches. The proposed spatial covariance matching enhancement is then applied to these estimated binaural sig-
nals with the intention of producing refined binaural signals that more closely exhibit the correct spatial cues as dic-
tated by the employed sound-field model and associated spatial parameters. It is demonstrated, through objective and
subjective evaluations, that the proposed enhancements in the majority of cases produce binaural signals that more
closely resemble the spatial characteristics of simulated reference signals when the enhancement is applied to and
compared against the three suggested starting binaural rendering approaches. Furthermore, it is shown that the
enhancement produces spatially similar output binaural signals when using these three different approaches, thus
indicating that the enhancement is general in nature and could, therefore, be employed to enhance the outputs of
other similar binaural rendering algorithms. VC 2022 Author(s). All article content, except where otherwise noted, is
licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
https://doi.org/10.1121/10.0010109

(Received 27 November 2021; revised 20 February 2022; accepted 18 March 2022; published online 19 April 2022)

[Editor: Efren Fernandez-Grande] Pages: 2624–2635

I. INTRODUCTION

The binaural reproduction of sound scenes captured
using wearable microphone arrays has gained renewed inter-
est in recent years with such arrays now being integrated
into head-worn devices and used for augmented and virtual
reality (AR/VR) applications.1–5 In the context of hearing
assistive devices, such as hearing aids, the relatively recent
trend of including a data-link between devices has also
prompted new proposals that take advantage of this freedom
to share signals.5–7 While there are similarities between the
binaural rendering algorithms intended for AR/VR devices
and those intended for binaural hearing aids, it should be
acknowledged that there are some differing requirements.
However, it should be emphasized that one important design
criteria, which is relevant to all modern head-worn devices
and considered in recent related research,4–9 is the preserva-
tion of sound source localization cues. Furthermore,
although such wearable devices have historically been lim-
ited in terms of hardware, it may be argued that with the
introduction of a data-link in binaural hearing aids and as
more sensors are integrated into future models, such devices
are converging toward the high-sensor count microphone
arrays used for high resolution spatial audio applications.

Traditionally, spherical microphone arrays (SMAs)
with uniform sensor distributions have been popular for

spatial audio capturing and reproduction due to their consistent
spatial resolution for all directions. SMAs also allow for con-
venient conversions of the microphone array signals into
spherical harmonic signals with numerous signal-independent
proposals available for mapping these signals to the binaural
channels.10–13 Other linear methods include binaural beam-
forming approaches.2,14 As a result of the linear mapping of
signals, these methods retain high signal fidelity. However, the
spatial accuracy of the reproduction is inherently limited by
the number of microphones in the array. Signal-dependent bin-
aural rendering alternatives, on the other hand, have been dem-
onstrated to surpass linear rendering methods in terms of the
perceived spatial accuracy15–18 when using the same number
or fewer input channels. These methods are often built on per-
ceptually motivated sound-field models and estimate the spa-
tial parameters over time and frequency, subsequently using
this information to map the input signals to the binaural chan-
nels in an adaptive and more informed manner. However, due
to the nature of time-frequency processing, the signal fidelity
of the output signals may be degraded. Furthermore, in prac-
tice, such processing is not always guaranteed to produce out-
put signals that have the intended interchannel relationships
dictated by the employed sound-field model. Acknowledging
these issues, the concept of employing spatial covariance
matching was proposed by Vilkamo et al.,19 which may be
considered as a general framework that can be used to enhance
spatial audio algorithms by posing them as optimal mixing
problems. This alternative approach relies on specifying thea)Electronic mail: janani.fernandez@aalto.fi
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Toward Sound Localization Testing in Virtual
Reality to Aid in the Screening of Auditory
Processing Disorders

Melissa Ramírez1,2 , Johannes M. Arend2 , Petra von Gablenz3 ,
Heinrich R. Liesefeld4 and Christoph Pörschmann1

Abstract
Sound localization testing is key for comprehensive hearing evaluations, particularly in cases of suspected auditory processing
disorders. However, sound localization is not commonly assessed in clinical practice, likely due to the complexity and size of
conventional measurement systems, which require semicircular loudspeaker arrays in large and acoustically treated rooms. To
address this issue, we investigated the feasibility of testing sound localization in virtual reality (VR). Previous research has
shown that virtualization can lead to an increase in localization blur. To measure these effects, we conducted a study with
a group of normal-hearing adults, comparing sound localization performance in different augmented reality and VR scenarios.
We started with a conventional loudspeaker-based measurement setup and gradually moved to a virtual audiovisual environ-
ment, testing sound localization in each scenario using a within-participant design. The loudspeaker-based experiment yielded
results comparable to those reported in the literature, and the results of the virtual localization test provided new insights
into localization performance in state-of-the-art VR environments. By comparing localization performance between the loud-
speaker-based and virtual conditions, we were able to estimate the increase in localization blur induced by virtualization rel-
ative to a conventional test setup. Notably, our study provides the first proxy normative cutoff values for sound localization
testing in VR. As an outlook, we discuss the potential of a VR-based sound localization test as a suitable, accessible, and por-
table alternative to conventional setups and how it could serve as a time- and resource-saving prescreening tool to avoid
unnecessarily extensive and complex laboratory testing.

Keywords
spatial hearing, binaural interaction functions, sound localization abilities, auditory processing disorders, virtual reality
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Introduction
Hearing is a complex process. It entails the transduction of
acoustic information arriving at the ears into neural impulses,
their transmission through the auditory nerves, and their
appropriate interpretation by the central nervous system
(Werner et al., 2012). Sound localization and lateralization,
auditory pattern recognition, temporal integration and discri-
mination, and speech understanding in challenging acoustic
situations are just a few basic skills that rely on our auditory
processing abilities (Bellis, 2003a; Chermak & Musiek,
1997).

Auditory processing disorders (APDs) are difficulties in
the perceptual processing of auditory information by the
central nervous system, evidenced by poor performance on
one or more of the aforementioned tasks (Chermak &

Musiek, 2013; de Wit et al., 2016; Geffner & Ross-Swain,
2019). Children and adults with APDs have impaired abilities
to attend to, discriminate, organize, or comprehend auditory
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A B S T R A C T

Objective: The objective of this study was to investigate the localization ability
of bilateral cochlear implant (BiCI) users for virtual sound sources produced over
a limited loudspeaker arrangement.
Design: Ten BiCI users and 10 normal-hearing subjects participated in listening
tests in which amplitude- and time-panned virtual sound sources were produced
over a limited loudspeaker setup with varying azimuth angles. Three stimuli were
utilized: speech, bandpassed pink noise between 20 Hz and 1 kHz, and band-
passed pink noise between 1 kHz and 8 kHz. The data were collected via a two-
alternative forced-choice procedure and used to calculate the minimum audible
angle (MAA) of each subject, which was subsequently compared to the results of
previous studies in which real sound sources were employed.
Result: The median MAAs of the amplitude-panned speech, low-frequency pink
noise, and high-frequency pink noise stimuli for the BiCI group were calculated
to be 20°, 38°, and 12°, respectively. For the time-panned stimuli, the MAAs of
the BiCI group for all three stimuli were calculated to be close to the upper limit
of the listening test.
Conclusions: The computed MAAs of the BiCI group for amplitude-panned
speech were marginally larger than BiCI users’ previously reported MAAs for
real sound sources, whereas their computed MAAs for the time-panned stimuli
were significantly larger. Subsequent statistical analysis indicated a statistically
significant difference in the performances of the BiCI group in localizing the
amplitude-panned sources and the time-panned sources. It follows that time-
panning over limited loudspeaker arrangements may not be a useful clinical tool,
whereas amplitude-panning utilizing such a setup may be further explored as such.
Additionally, a comparison with the patient demographics indicated correlations
between the results and the patients’ age at time of diagnoses and the time passed
between date of diagnosis and their implant surgeries.

Over the last decade, bilateral cochlear implantation
has become increasingly common in many countries. This
procedure provides various advantages over unilateral
cochlear implantation, including an increase in overall

speech comprehension in both quiet and noisy environments
and improved sound localization abilities (Dunn et al., 2008;
Litovsky et al., 2004; Tyler et al., 2006).

The improvement in localization may be attributed
to the fact that the auditory system of a bilateral cochlear
implant (BiCI) user receives more information in comparison
to a unilateral cochlear implant user. Humans typically
determine the location of sound sources by analyzing
localization cues, such as the interaural time difference

Correspondence to Janani Fernandez: janani.fernandez@aalto.fi. Dis-
closure: The authors have declared that no competing financial or non-
financial interests existed at the time of publication.
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Spatial rehabilitation using
virtual auditory space training
paradigm in individuals with
sensorineural hearing
impairment

Kavassery Venkateswaran Nisha*, Ajith Kumar Uppunda and

Rakesh Trinesh Kumar

Department of Audiology, All India Institute of Speech and Hearing (AIISH), Mysore, India

Purpose: The present study aimed to quantify the effects of spatial training

using virtual sources on a battery of spatial acuity measures in listeners with

sensorineural hearing impairment (SNHI).

Methods: An intervention-based time-series comparison design involving

82 participants divided into three groups was adopted. Group I (n = 27,

SNHI-spatially trained) and group II (n = 25, SNHI-untrained) consisted of

SNHI listeners, while group III (n = 30) had listeners with normal hearing

(NH). The study was conducted in three phases. In the pre-training phase,

all the participants underwent a comprehensive assessment of their spatial

processing abilities using a battery of tests including spatial acuity in free-field

and closed-field scenarios, tests for binaural processing abilities (interaural

time threshold [ITD] and level difference threshold [ILD]), and subjective ratings.

While spatial acuity in the free field was assessed using a loudspeaker-based

localization test, the closed-field source identification test was performed

using virtual stimuli delivered through headphones. The ITD and ILD thresholds

were obtained using a MATLAB psychoacoustic toolbox, while the participant

ratings on the spatial subsection of speech, spatial, and qualities questionnaire

in Kannada were used for the subjective ratings. Group I listeners underwent

virtual auditory spatial training (VAST), following pre-evaluation assessments.

All tests were re-administered on the group I listeners halfway through training

(mid-training evaluation phase) and after training completion (post-training

evaluation phase), whereas group II underwent these tests without any training

at the same time intervals.

Results and discussion: Statistical analysis showed the main effect of groups

in all tests at the pre-training evaluation phase, with post hoc comparisons

that revealed group equivalency in spatial performance of both SNHI groups

(groups I and II). The effect of VAST in group I was evident on all the tests,

with the localization test showing the highest predictive power for capturing

VAST-related changes on Fischer discriminant analysis (FDA). In contrast, group

II demonstrated no changes in spatial acuity across timelines ofmeasurements.

FDA revealed increased errors in the categorization of NH as SNHI-trained at

post-training evaluation compared to pre-training evaluation, as the spatial

performance of the latter improved with VAST in the post-training phase.

Frontiers inNeuroscience 01 frontiersin.org
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Complex acoustic environments are encountered fre-
quently in everyday life, including, for example, in train 
stations, supermarkets, and busy restaurants. People 
with normal hearing can usually communicate without 
effort in these environments, but people with a hearing 
impairment often have difficulties, even when wearing 
hearing aids. Digital hearing aids are gradually becom-
ing more powerful, though, and more advanced signal 
processing can be provided to help those who wear 
them. However, to develop these new processing meth-
ods it is important to perform listening tests in these 
difficult listening situations.

Traditional hearing aid testing in the laboratory nor-
mally focuses on how well speech is understood in noise. 
However, there is much more to the experience of sound 
in everyday life. Specifically, the spatial aspects of sound, 
such as from which direction a sound comes or how far 
away a sound object is, are also important. This spatial 
awareness is used, for example, when switching attention 

from one person to another during a meeting or a din-
ner conversation. It also plays a major role when trying 
to understand what someone is saying in a very reverber-
ant room. 

These aspects of hearing have to be taken into 
account to ensure that hearing aids maintain the full 
richness of the acoustical information available to listen-
ers and to help them extract meaning from it. Therefore, 
there is a need to develop and test future hearing aids 
in a variety of real-life sound environments. 

Recent developments in room acoustics modeling 
and sound reproduction have made it possible to create 
complex listening situations in the laboratory by creating 
a so-called virtual sound environment (VSE).1,2 In a 
VSE, sound scenes are constructed in a computer by 
modeling sound sources in a simulated (or virtual) 
room. The sound of these virtual sources is then played 
through a large array of loudspeakers. 

A VSE can include many virtual sound sources 
around the listening position (in different directions and 
at different distances), and the dimensions and wall 
properties of the room can be changed. When placed 
in the middle of the loudspeaker array, the listener 
perceives all attributes of the sound as in a real physical 
environment. Thus, the listener can be “transported” to 
different listening environments, bridging the gap 
between the laboratory and real life.

Oticon recently constructed a VSE system at its 
head office in Denmark. The physical setup consists of 
29 loudspeakers placed on a sphere around the listening 
position in a sound studio (see Figure 1). Many listening 
tests can be performed in this VSE system to gain 
insights into the perception of speech in complex acous-
tic environments. It also opens up the possibility of 
studying many other aspects of sound, such as sound 
localization, reverberation, and masking phenomena. 
The system allows for testing new advancements in 
hearing aid technology directly on users early in the 
development process. Thus, the needs of users can be 
clarified and the benefit of the hearing aids maximized.

VIRTUAL ROOM AURALIZATION
Since the advent of computers, numerical models have 
been used for calculating how sound behaves in rooms.3 
State-of-the-art software programs can model the acous-
tics in very complicated spaces. They do so by defining 
the three-dimensional geometry of a specific room with 

Improving hearing aids through listening 
tests in a virtual sound environment
By Pauli Minnaar, Sylvain Favrot, and Jörg M. Buchholz

Figure 1. The virtual sound environment (VSE) system installed in 
one of Oticon’s sound studios.Picture adopted from Minnaar, P., Favrot, S., & Buchholz, J. M. (2010). Improving hearing aids through listening 

tests in a virtual sound environment. The Hearing Journal, 63(10), 40-42.
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ABSTRACT 

Multi-channel loudspeaker systems have been proposed to as-
sess the real-life benefit of devices such as hearing aids, cochlear 
implants, or mobile phones. This paper investigates to what 
extent sound fields recreated by Higher-Order Ambisonics 
(HOA) can be used to evaluate the performance of spatially 
selective multi-microphone processing schemes (beamformers) 
inside complex acoustic environments. Two example schemes 
are considered: an adaptive directional microphone (ADM) and 
a contralateral suppression bilateral beamformer (BBF), both 
implemented in the context of a hearing aid device. The acoustic 
scenarios consist of a single speech target (0o) competing against 
three speech jammers (±90o and 180o) set either in an anechoic 
or in a reverberant simulated classroom (T30 = 0.6s). The HOA 
effect on the directional algorithm performance is quantified 
through: (a) the adaptive, frequency-dependent, algorithm gains, 
(b) the SNR improvement calculated in one-third octave bands, 
and (c) the processed target frequency response. 

The HOA reconstruction errors influence the beamformers 
in mainly two ways; first, by altering the spatial characteristics 
of the sound field, which in turn modifies the adaptation of the 
algorithms, and second, by affecting the spectral content of the 
sources. The results suggest that although HOA (here 7th order) 
does not degrade the broadband, long-term, intelligibility-
weighted SNR improvement of the two beamformers, it imposes 
a low-pass effect on the processed target. This renders the HOA 
coding problematic above the system’s cut-off frequency. 

Index Terms— Ambisonics, beamforming, hearing aids, 
sound field synthesis 

1. INTRODUCTION 

As microphone array processing becomes more sophisticated, a 
growing need arises to correctly assess the end-user’s benefit in 
real-life situations. Current listening tests aimed at evaluating 
directional benefit are mainly conducted in highly controlled but 
unrealistic environments. A conventional testing setup, for ex-
ample, uses two to eight loudspeakers in order to represent the 
target and jammers, placed in an acoustically treated laboratory 
room. However, such evaluations poorly predict the real-life 
benefit [1]. On the other hand, field studies are highly uncontrol-
lable, unrepeatable and impractical for large-scale testing of 
algorithms, especially at their early stage of development. 

Virtual sound environments (VSE) created by an array of 
loudspeakers could potentially be used to allow ecologically 
valid testing of signal processing schemes. Higher-Order Ambi-
sonics (HOA) [2 – 5] is one of the most popular methods for 

creating VSEs. The physical and perceptual limitations of HOA 
are well known but its use to test multi-microphone signal en-
hancement schemes (i.e., beamformers) has not been studied. 

This study evaluates the extent to which HOA-
reconstructed sound fields can be used to successfully evaluate 
beamformers, herein implemented in the context of a hearing aid 
(HA) device. The whole sound path is considered, including 
scene generation, reproduction of virtual sources, capturing by 
HA microphones and beamformer processing. The simulation 
framework utilizes different distortion metrics to compare the 
beamformer benefit in a simulated reference and a HOA-
decoded sound reproduction system.  

2. METHODS 

The first stage of the simulation framework (Fig. 1) models the 
acoustic scene inside which the beamformers operate. Here, it 
consisted of a target directly in front of a dummy listener and 
three jammers at ±90o and 180o, all on the horizontal plane. In 
the anechoic scenario (path 1), the four talkers were modeled as 
free-space plane wave sources. In the reverberant scenario 
(path 2), a classroom (T30 = 0.6s, 6.7m x 9.5m x 3m) was mod-
eled using ODEON. The target was placed at 1m and the jam-
mers at 2m distance from the listener (room’s critical distance 
was 1.4m). All jammers were normalized to the same RMS lev-
el. After the ODEON simulation, the LoRA (Loudspeaker-based 
Room Auralization) framework [6] was used to map the direct 
sound (DS) and specular early reflections (ER) of all talkers to a 
dense, 1784-node spherical array. The late reverberation was 
recreated using a virtual 196-node quasi-regular [7] virtual loud-
speaker array according to the method described in [6]. 

Two methods were then used to reproduce the virtual scene 
created at the first stage of the framework. In the reference 
“REF” method (path A), the LoRA DS/ER output signals drove 
directly the 1784-node virtual loudspeaker array, and the LoRA 
late reverberation drove the 196-node virtual loudspeaker array. 
In the “HOA” method (path B), an M = 7 order 3D HOA system 
was employed to decode all DS/ER virtual sources to the 196-
node quasi-regular virtual-loudspeaker array. The late reverbera-
tion was reproduced as in the REF method. 

Since this study aims at looking into the effect of HOA, ra-
ther than the absolute performance of beamformers in real life, 
the simulated classroom scenario reproduced by the REF system 
can be considered as a good approximation to a real room. 

2.1. Higher-order Ambisonics (HOA) 

HOA is based on the decomposition of sound fields to 
spherical harmonics [8]. Effectively, the sound field of a given 

* The authors acknowledge the financial support of the HEARing CRC, established and supported 
under the Cooperative Research Centres Program – an Australian Government Initiative. 
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The effect of hearing aid dynamic range compression on speech
intelligibility in a realistic virtual sound environment

Naim Mansour,1,a) Marton Marschall,1,b) Adam Westermann,2 Tobias May,1 and Torsten Dau1,c)

1Hearing Systems Section, Department of Health Technology, Technical University of Denmark, Kongens Lyngby, Denmark
2Widex A/S, Lynge, Denmark

ABSTRACT:
Measures of “aided” speech intelligibility (SI) for listeners wearing hearing aids (HAs) are commonly obtained
using rather artificial acoustic stimuli and spatial configurations compared to those encountered in everyday complex
listening scenarios. In the present study, the effect of hearing aid dynamic range compression (DRC) on SI was
investigated in simulated real-world acoustic conditions. A spatialized version of the Danish Hearing In Noise Test
was employed inside a loudspeaker-based virtual sound environment to present spatialized target speech in back-
ground noise consisting of either spatial recordings of two real-world sound scenarios or quadraphonic, artificial
speech-shaped noise (SSN). Unaided performance was compared with results obtained with a basic HA simulator
employing fast-acting DRC. Speech reception thresholds (SRTs) with and without DRC were found to be signifi-
cantly higher in the conditions with real-world background noise than in the condition with artificial SSN.
Improvements in SRTs caused by the HA were only significant in conditions with real-world background noise and
were related to differences in the output signal-to-noise ratio of the HA signal processing between the real-world ver-
sus artificial conditions. The results may be valuable for the design, development, and evaluation of HA signal proc-
essing strategies in realistic, but controlled, acoustic settings.
VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons
Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1121/10.0008980

(Received 28 February 2021; revised 8 November 2021; accepted 20 November 2021; published online 13 January 2022)

[Editor: Joshua G Bernstein] Pages: 232–241

I. INTRODUCTION

Hearing aids (HAs) attempt to restore hearing-impaired
(HI) people’s ability to reliably explore their auditory world.
The usage of modern digital HAs has been shown to
improve a wearer’s hearing ability in complex real-world
environments (Noble and Gatehouse, 2006). However, the
introduction of more sophisticated HA signal processing
algorithms over the past decades has not led to a substan-
tial increase in HA user satisfaction (Kochkin, 2002).
While a satisfaction rating depends on many factors, such
as ease of use and wearing comfort, improving speech
intelligibility (SI) in noise remains one of the core pur-
poses of a HA. However, HAs have failed to provide a con-
sistent SI benefit across users (Kochkin, 2002). This may
be partially due to the focus of current HA fitting proce-
dures on restoring audibility, rather than addressing
supra-threshold distortions which HI listeners commonly
experience when listening to speech in noisy situations
[e.g., Sanchez-Lopez et al. (2019)]. In addition, signal
processing algorithms in HAs have mostly been optimized
for SI using speech-recognition-in-noise metrics, such as
speech reception thresholds (SRTs), obtained with artificial
acoustic stimuli, which may not correlate well with HA

satisfaction in the listeners’ real-world experience (Bentler
et al., 1993; Cord et al., 2007; Wu, 2010). Therefore, it
may be worthwhile to explore SI in more realistic, ecologi-
cally valid ways, both in unaided conditions as well as in
conditions aided by the HA.

Various studies have investigated the impact of HA
processing on SI, widely varying in scope and methodology.
A common approach has been to combine speech-shaped
noise (SSN) or some type of babble noise as a masker with
anechoic speech sentences as the target, both presented over
headphones, with the recordings pre-processed to simulate
the effect of HA amplification (Hunt et al., 2019; Jirsa and
Norris, 1982; Saunders and Kates, 1997; Souza et al., 2015).
Reverberant properties of both the background noise and the
target speech, as well as effects of spatial source separation
have often not been considered. In addition, head move-
ments have largely been ignored in both the static playback
of the stimuli and the HA processing. A few studies focused
on the realism of the acoustic conditions and presented the
noise and target speech stimuli over a spatially distributed
set of loudspeakers, allowing for the use of physical HAs,
either as a fitted commercial HA (K€obler and Rosenhall,
2002; Moore et al., 1985; Wouters et al., 1999), the partici-
pant’s own HA (Best et al., 2015), or a fully-controlled,
real-time “master” HA (Hendrikse et al., 2020; Oreinos and
Buchholz, 2016; Seewald et al., 1981). In most of these
studies, the small number of loudspeakers and the involved

a)Electronic mail: naiman@dtu.dk, ORCID: 0000-0001-5673-6840.
b)ORCID: 0000-0003-2534-7062.
c)ORCID: 0000-0001-8110-4343.
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perhaps better measure of benefit
An examination of speech reception thresholds measured in a 
simulated reverberant cafeteria environment

Virginia Best1,2, Gitte Keidser1, J(x004E7)rg M. Buchholz1,3, and Katrina Freeston1

1National Acoustic Laboratories and the HEARing Cooperative Research Centre, Australian 
Hearing Hub, 16 University Ave, Macquarie University, NSW, 2109, Australia
2Department of Speech, Language and Hearing Sciences, Boston University, Boston, MA, 02215, 
USA
3Audiology Section, Department of Linguistics, Australian Hearing Hub, 16 University Ave, 
Macquarie University, NSW, 2109, Australia

Abstract
Objective—There is increasing demand in the hearing research community for the creation of 
laboratory environments that better simulate challenging real-world listening environments. The 
hope is that the use of such environments for testing will lead to more meaningful assessments of 
listening ability, and better predictions about the performance of hearing devices. Here we present 
one approach for simulating a complex acoustic environment in the laboratory, and investigate the 
effect of transplanting a speech test into such an environment.

Design—Speech reception thresholds were measured in a simulated reverberant cafeteria, and in 
a more typical anechoic laboratory environment containing background speech babble.

Study Sample—The participants were 46 listeners varying in age and hearing levels, including 
25 hearing-aid wearers who were tested with and without their hearing aids.

Results—Reliable SRTs were obtained in the complex environment, but led to different 
estimates of performance and hearing aid benefit from those measured in the standard 
environment.

Conclusions—The findings provide a starting point for future efforts to increase the real-world 
relevance of laboratory-based speech tests.

Keywords
speech reception thresholds; real-world; hearing loss; hearing aids

I. Introduction
Laboratory-based speech tests are routinely conducted to assess speech understanding in 
noise. However it is often noted that the performance of an individual in the laboratory does 
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Abstract
Integrating new and emerging technologies, such as virtual reality (VR), with established test methods to 
improve the ecological validity is gradually used by practitioners in some fields (e.g., soundscape research) 
but remains limited use in hearing science. In this paper, an audiovisual setup was introduced to create an 
augmented speech-in-noise test for people with hearing impairment (HI). The environment containing four 
competing talkers was recorded with 360-degree video and ambisonics audio. In the scene recreating the 
environment, the video was displayed in the VR headset, while the audio was presented to the participants via 
a circular loudspeaker array. Furthermore, a (silent and fixed) physical avatar (manikin) was included in the 
video recording as a placeholder for the audio stream of the target speech, which was added into sound 
presented over the loudspeaker array. This setup was used to test the effect of different hearing aid (HA) 
settings under the same condition for each participant. In total, 27 HI participants were tested. VR has been 
known to cause motion discomfort, which is referred as VR sickness or cybersickness nowadays. The simulator 
sickness questionnaire (SSQ, [11]) was used to quantify the sickness measurement. The data showed a low 
degree of Nausea and Disorientation, but scattered Oculomotor responses. Moreover, a general questionnaire 
assessing scene recreation, test method and outcome expectation was administrated. In general, the audiovisual 
system received high appraisal in realism; the augmented speech-in-noise test method was well accepted; 
participants highly agreed that the difference between programs could be distinguished. However, the sense of 
physical immersion decreased due to the weak binding between the avatar and the target speech. Furthermore, 
when comparing the three components (Nausea, Disorientation, Oculomotor) in SSQ and items in the general 
questionnaire, the Oculomotor was found significantly correlated to the perceived binding of target speech and 
the avatar. Specifically, participants who were less convinced that the speech came from the avatar, also rated 
the Oculomotor higher.
Keywords: virtual reality, hearing impairment, perception, audiovisual

1 Introduction

Conventionally, research fields involve human perception of sounds, such as soundscape, adopt laboratory 
tests in audio-only presentation. However, driven by the notion that many established methodologies in 
laboratory lack sufficient realism to produce adequately findings in real life, adopting a holistic manner in 
delivering multisensory information in laboratory studies to improve their ecological validity gets increasingly 
popular [1]. For example, researchers in soundscape address the role of visual component via the audiovisual 
interaction (e.g., [2]) in recent years. Until now, audio-only presentation has dominated in laboratory tests in 

Copyright: EAA, NAA & DAS, CC-BY-NC-ND 95
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Investigating sound-field reproduction methods as perceived
by bilateral hearing aid users and normal-hearing listeners

Janani Fernandez,1,a) Leo McCormack,1 Petteri Hyv€arinen,1 and Abigail Anne Kressner2,a)

1Department of Information and Communications Engineering, Aalto University, Espoo, Finland
2Department of Health Technology, Technical University of Denmark, Kongens Lyngby, Denmark

ABSTRACT:
A perceptual study was conducted to investigate the perceived accuracy of two sound-field reproduction approaches
when experienced by hearing-impaired (HI) and normal-hearing (NH) listeners. The methods under test were tradi-
tional signal-independent Ambisonics reproduction and a parametric signal-dependent alternative, which were both
rendered at different Ambisonic orders. The experiment was repeated in two different rooms: (1) an anechoic cham-
ber, where the audio was delivered over an array of 44 loudspeakers; (2) an acoustically-treated listening room with
a comparable setup, which may be more easily constructed within clinical settings. Ten bilateral hearing aid users,
with mild to moderate symmetric hearing loss, wearing their devices, and 15 NH listeners were asked to rate the
methods based upon their perceived similarity to simulated reference conditions. In the majority of cases, the results
indicate that the parametric reproduction method was rated as being more similar to the reference conditions than
the signal-independent alternative. This trend is evident for both groups, although the variation in responses was
notably wider for the HI group. Furthermore, generally similar trends were observed between the two listening envi-
ronments for the parametric method. The signal-independent approach was instead rated as being more similar to the
reference in the listening room.
VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons
Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1121/10.0024875
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I. INTRODUCTION

Hearing assistive devices (HADs), such as hearing aids
and cochlear implants, are typically custom fitted and cali-
brated for each individual user. These personalised fittings
are usually performed at a clinic, where the surrounding
sound sources and the acoustical characteristics of the envi-
ronment may deviate from the situations the users may later
encounter in their day-to-day lives. Indeed, it is common for
users of HADs to report dissatisfaction with their devices
when experiencing different real world scenarios.1,2 This
may be because established laboratory and clinical tests con-
sider only simplistic sound scenes and static listening condi-
tions,3–7 despite several studies suggesting that such scenes
may be a poor indicator of real world HAD performance.8–11

Therefore, the ability to faithfully reproduce a variety of
recorded or ecologically valid simulated sound scenes
within these clinical settings may be desirable since this
may help facilitate more optimal fittings or adjustments of
devices so that they may be better suited to real world sce-
narios. Such sound-field reproduction methods may also
find application in perceptual studies and HAD research and
development, or be utilized for training the hearing abilities
of HAD users.12

There are several existing reproduction methods in the
literature, and while there is evidence of the perceptual
accuracy of these methods, the accuracy generally relates to
normal-hearing (NH) listeners experiencing the reproduc-
tions deployed in anechoic chambers.13–18 There is, on the
other hand, relatively little evidence of how these methods
compare when deployed in rooms that are acoustically non-
ideal, especially in terms of how the methods perform when
they are experienced by hearing-impaired (HI) listen-
ers.19–21 This article, therefore, focuses on the investigation
of a subset of currently available sound-field reproduction
methods that could be deployed within clinical settings, and
the main objective is to characterize the perceptual differ-
ences between these methods as perceived by HI listeners.
Moreover, there is an observation regarding how non-ideal
listening conditions, as present in an example listening room
located at a clinic, can potentially impact these differences.

One popular signal-independent processing framework
for the sound-field reproduction task is Ambisonics.22,23

Ambisonic pipelines are divided into two stages: (1) a so-
called encoding stage, whereby the microphone array sig-
nals, or sound objects, are transformed into the spherical
harmonic (SH) domain;24 and (2) a decoding stage, whereby
the SH signals (also referred to as Ambisonic signals) are
mapped to the playback channels to reproduce the sound
field over a valid listening area. In traditional Ambisonics-
based rendering pipelines, both of these stages are linear and
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Summary

• Many uses for parametric analysis on device
• Scene Classification
• Beamforming
• DRC
• Speech Enhancement
• Pitch shifting 

• Also many uses for parametric rendering off device
• Testing hearing ability
• Training Hearing Abilities
• Testing devices
• Fitting devices


