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Note: This claim – 
originally 
published in BMJ 
2013 - has been 
contested on 
methodological 
grounds



Therac-25 Medical Accelerator - 1985-7
“An operator involved in an 
overdose accident testified 
that she had become 
insensitive to machine 
malfunctions. Malfunction 
messages were 
commonplace, most did not 
involve patient safety. Service 
technicians would fix the 
problems or the hospital 
physicist would realign the 
machine and make it operable 
again.”

http://courses.cs.vt.edu/professionalism/Therac_25/Therac_1.html



Three Mile Island accident - 1979
“Despite the valve being 
stuck open, a light on the 
control panel ostensibly 
indicated that the valve 
was closed. In fact the light 
did not indicate the position 
of the valve, only the status 
of the solenoid being 
powered or not, thus giving 
false evidence of a closed 
valve. As a result, the 
operators did not correctly 
diagnose the problem for 
several hours.”



Grounding of Royal Majesty - 1995

“The watch officers may have 
believed that, because the GPS had 
demonstrated sufficient reliability over 
3 years, the traditional practice of 
using at least two independent 
sources of position information was 
not necessary. All the watch standing 
officers were overly reliant on the 
automated position display of the 
NACOS 25 and were, for all intents 
and purposes, sailing the map display 
instead of using navigation aids or 
lookout information.”
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Figure 8.2.   The chart table and the bridge. The left arrow points to the GPS unit, the right arrow points 
to the LORAN-C unit. Source: National Transportation Safety Board (the photo has been enhanced).

waves. The roof above the bridge of a vessel is called the ‘‘flying bridge.’’
Passengers were never allowed to walk on the roof, and the officers hardly
ever used it during a passage, but electricians and technicians would climb
up there on a fairly routine basis to check the cables and maintain the GPS
and LORAN-C antennas. The Majesty’s flying bridge was just like any
other—a low railing all around, antennas of all sorts, satellite receiving
domes, and bundles of connecting wires—except that the gray coaxial cable
coming out from the closed bridge and leading to the antenna of the global
positioning system was hanging loose; it wasn’t sufficiently secured or
strapped to the flying bridge’s roof.

The departure from Bermuda was normal. On the bridge, the officers were
busy bringing all the necessary systems on line, checking their critical
functions and alarms, reading the weather charts, setting the watches, and
examining the sailing plans and nautical charts. Just before noon, while the
buffet lunch was being served in the dining halls, the ship departed the
Ordnance Island terminal. The bridge was busy with the captain, harbor
pilot, and officers conning the ship, taking orders, and maneuvering the ship
in the small harbor. Outside, lookouts on both sides of the bridge were
guarding her flanks for any unforeseen or unusual circumstances. Com-
mands and directions were given with authority, and she began to move and
turn smoothly with her bow thrusters and main engines. Now, with her stern
to the terminal and her bow to the northeast, she slowly glided on her own

The Grounding of the Royal Majesty • 119

Figure 8.7.  The Royal Majesty, grounded on Rose and Crown Shoal and surrounded by two tugs and
a Coast Guard cutter (source: National Transportation Safety Board).

shoal, resting on her right side, showing her dark red bottom, like a matronly
aunt caught with her pants down (figure 8.7).

End of Story

All attempts to pull back from the hold of the shoal failed. By midnight, the
captain gave up on his efforts to free the ship by using the engines’ forward and
reverse thrust. Ironically enough, it was a passenger with a cell phone that
alerted the United States Coast Guard to the Royal Majesty’s grounding. Upon
the Coast Guard’s radio call, the captain confirmed his situation and requested
assistance. At noon the next day, two ferryboats that were chartered by the
shipping company arrived on the scene. But the plan to off-load the passengers
into the ferries was canceled because the sea conditions were too hazardous. In
the late afternoon, five large tugboats arrived. At 10 P.M., 24 hours after the
grounding, the Royal Majesty was finally pulled out. Her double bottom hull
saved her. She did not take on any water, did not leak fuel, and fortunately,
nobody was hurt. After a thorough inspection she was permitted to travel to
Boston Harbor to disembark the passengers and undergo a more thorough
examination and Coast Guard inquiry. Several days later she left for a shipyard
in Baltimore, Maryland, where she was dry-docked and repaired. Total
structural damage was estimated at $2 million. On June 24, the vessel was
declared safe and resumed regular passenger service.

But something else was definitely not safe—and it was not just the failure of
the GPS antenna, the internal checks inside the autopilot and radar map, or the
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Human error

• An inappropriate or undesirable human decision or 
behavior that reduces or has the potential to reduce 
effectiveness, safety, or system performance

• A human action/decision that exceeds system 
tolerances

• ”An action is taken that was ‘not intended by the 
actor; not desired by a set of rules or an external 
observer; or that led the task or system outside its 
acceptable limits” 

    (Senders & Moray, 1991, p. 25 as cited in Proctor & van Zandt, 1994, p. 43).

• Intentions
• Norms



Poor design is a preventable and 
therefore unacceptable cause of death
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Topics today

1. Complex systems

2. Human error

3. SRK

4. RCA



1. Complex 
systems
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In this section

Complex systems in general
What makes them brittle: The human factor
Understanding failure



Q: Name a very complex 
(technological) system

Q: Name a very complex system that 
does NOT involve a human 
operator/user

Q: What is a complex system?



What is a system?
• A system is (1) a set of elements 

and (2) their interactions that 
form a whole

• It is defined by means of a 
boundary which determines 
entities that are not part of the 
system

• A system can exhibit system-
level behaviors that do not 
reduce to its elements
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Complex system
• A system composed of many 

components 
• Components interact with each 

other. 
• Behavior is hard to predict
• Have emergent properties, such as 

nonlinearity, spontaneous order, 
adaptation, feedback loops, 
stability, attractors, ...

4.6.2024
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Example: A climate model



Example: What is “generative AI”?
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Humans and 
complex systems
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1. Users face a multi-dimensional 
operating envelope
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2. To control a complex system, a matching level of 
complexity in the controller (human) is needed
Example: Thermostat

4.6.2024
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Law of Requisite Variety
A successful control system 
(e.g., user) must be capable of 
entering at least as many 
states as the system being 
controlled: “only variety can 
force down variety” 
(W. Ross Ashby 1956).

Roger Conant: “Every good 
regulator of a system must be 
a model of that system”
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Law of Requisite Variety in practice
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To set a desirable level 
of temperature, the user 
needs to predict how 
“Set temperature”, 
“Fan”, and “System” 
affect the experienced  
temperature together 
with the room climate



Why do people fail to match 
requisite variety?

Lack of skill
Lack of knowledge
Lack of awareness
Poor judgment
Unsafe acts, errors, mistake
Overreliance on automation
Automation surprises
....
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Understanding 
failure

4.6.2024
24

Good to 
Know



Richard I. Cook

How Complex Systems Fail (2002)
The Complexity of Human Error (1994)
Behind Human Error (2010)
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1. Complex systems are intrinsically 
risky
The presence of risk drives the creation of defenses against it. 
Think: Healthcare, power plants, banking, aeroplanes, ...
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2. Successful systems have multiple 
defenses against failure
Technical (testing, backup systems), human factors (UI design, 
training), and legal defenses
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3. Catastrophes involve multiple 
failures
There are more failure opportunities than actual failures
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Accident & Injury

Latent Conditions

Latent Conditions

Latent Conditions

Active Conditions

Failed or
Absent Defenses

Organizational
Influences

Unsafe
Supervision

Preconditions
for

Unsafe Acts

Unsafe
Acts

“The Swiss cheese model”



4. Complex systems always involve 
multiple latent potentials for failure
All failures impossible to remove. The failures change 
constantly due to technology, human practices, and R&D
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5. Complex systems often operate 
close to failure point
Complex systems are often run as broken systems, which is 
possible due to multiple redundancies. 
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6. Post-accident attribution to a “root 
cause” is challenging and can be  
misleading
Isolated causes for accidents are often politically motivated 
attempts at “blaming”
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7. Hindsight biases post-accident 
assessment 
Knowledge of the outcome makes it seem that events leading to 
the outcome should have appeared more salient to practitioners 
at the time than was actually the case.
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8. Human operators both produce and 
defend against failures
An outsider may misapprehend the operator’s constant, 
simultaneous engagement with both roles.
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9. Practitioner actions are gambles
Practitioner actions take place in the face of uncertain 
outcomes. The degree of uncertainty may change.
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10. Humans are the most adaptable 
element of complex systems
These adaptations include: 
(1) Restructuring the system in order to reduce exposure of 
vulnerable parts to failure. 
(2) Concentrating critical resources in areas of expected high 
demand. 
(3) Providing pathways for retreat or recovery from expected and 
unexpected faults. 
(4) Establishing means for early detection of changed system 
performance in order to allow graceful cutbacks in production or 
other means of increasing resiliency.
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11. Changes introduce new causes for 
failure

When new 
technologies are used 
to eliminate well 
understood system 
failures or to gain high 
precision performance 
they often introduce 
new pathways to large 
scale, catastrophic 
failures. 
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12. Failure-free operations require 
experience with failure

More robust system 
performance arises in 
systems where 
operators discern the 
“edge of the envelope”. 
This is where system 
performance begins to 
deteriorate, becomes 
difficult to predict, or 
cannot be readily 
recovered.
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13. “Safety” is characteristic of joint 
human-system performance

Safety is an emergent 
property of systems; it 
does not reside in a 
person, device or 
department of an 
organization or system
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“Normal accidents”

System accidents are normal 
and inevitable in extremely 
complex systems. 
Multiple failures interact with 
each other and errors will 
occur, despite efforts to avoid 
them. 
Many failures are rooted in 
organization culture and have 
very small beginnings.
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Accidents will happen. With good 
design, we can minimize their severity 
and probability, though.
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2. Human Error
4.6.2024
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An error is a failure of achieving the intended outcome in a 
planned sequence of mental or physical activities (Reason, 1992)

Definition: Human error



Several decades of research



1. Activation/detection of system state signal

2. Observation and data collection

3. Identification of system state

4. Interpretation of situation

5. Definition of objectives

6. Evaluation of alternative strategies

7. Procedure selection

8. Procedure execution

Taxonomy 1/3: 
Stages of human error



• Intrusion – entering a dangerous area / location

• Commission – performing an act incorrectly 

•   Omission – failure to due something  

• Reversal – trying to stop or undo a task already 
initiated 

• Misordering – task or set of task performed in the 
wrong sequence 

• Mistiming – person fails to perform the action within 
theltime allotted  

Taxonomy 2/3: Action errors



Losing ones place
Forgetting intentions
Application of a bad rule
“I’m in a public space in view of many people, 
therefore I won’t be robbed.” 

Misapplication of a good rule
“A patient on chronic medication became concerned 
about addiction and therefore deliberately stop taking 
the drug for a period each year even though the drug in 
question was not addictive.”

Taxonomy 3/3: 
Memory failures



James Reason’s taxonomy of error
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Example: Typing
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E3.A. Pick an app and generate an 
example of every error type (10 mins)
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Automation and 
Human Error
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Q: What kinds of tasks should be 
given to a machine vs. human?

The 1960s understanding: The MABA-MABA list of Paul Fitts
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Allocation by substitution 
(replacement) trivializes 
the effects of automation!



Levels of automation



Q: Automation levels: Setting the 
temperature of an industrial freezer?





Studies of autopilot

Boeing 727
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Ironies of automation

”Even highly automated systems, such as electric 
power networks, need human beings… one can draw
the paradoxical conclusion that automated systems
still are man-machine systems, for which both
technical and human factors are important”

Lisa Bainbridge 1984
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Known consequences of bad automation

Bainbridge’s ”Ironies of automation”
1. misunderstanding or missing feedback
2. misunderstanding operating logic
3. overreliance
4. lack of trust
5. mixed-initiative conflict
6. alienation
7. deskilling
8. denying responsibility



Immediate causes of human-
automation failures
Brittle automation: Only responds to a narrow set of situations
Combination with information outside the system
Unavailable warning about reaching the limits of automation
Insufficient feedback about the state of the automation
Inadequate interpretation of device state by operator
Mode confusion: Inability to keep track of and predict device state
Overreliance on automation, habit-formation
Deskilling
Loss of vigilance
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Learned carelessness
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SA = situation awareness



Asiana Flight 2013
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Overreliance on automation caused fatigue



Air France Flight 447 2009
“The official cause of the accident was the freezing of the pitot tubes which caused the autopilot 
to disconnect. The aircraft switched from normal law to alternate law with no stall protection on 
control inputs. The misdiagnosis of the situation led to the pilot demanding full nose up.”
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Checklists and SOPs

5.6.2024
65



Tesla autopilot fails (no warnings)
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https://www.youtube.com/watch?v=VVJSjeHDvfY







Expertise and adaptability as the rule

Assign roles based on information processing requirements 
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Cummings 2014



Calibration of trust
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Levels of automation theory: Revisited



A temporal breakdown of LoA
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Q: Roomba: Which level at which 
stage?



Automation allocation in human-robot 
interaction
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3. SRK
Skills, Rules, Knowledge
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Example frompower plant operation
Rasmussen’s SRK: Skills, Rules, Knowledge



E3.B  (10 min) 

5.6.2024
78

Draw an SRK diagram getting a Roomba to go to the kitchen



4. Root cause 
analysis
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Risk vs. accident analysis
Pre vs. post risk analysis



Sharp end vs. blunt end
Visible errors only part of the causal chain. The goal of analysis 
is to identify the LATENT factors
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1932 First Scientific Approach to 
Accident/Prevention - H.W. Heinrich
“Industrial Accident Prevention”

Social, Task 
Environment

Fault of the
 Person 

(Carelessness)
Unsafe Act 

or 
Condition

Accident Injury

MISTAKES OF PEOPLE

Domino theory



“The Swiss Cheese model”
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Figure 2. HFACS taxonomies overlaid on Reason’s Swiss cheese model. 

 

Leveson’s STAMP 

STAMP (Leveson, 2004) is a constraints-based model which focuses on the interactions 

between system components and the control mechanisms used throughout the work system. 

STAMP views systems as hierarchical levels of controls and constraints, with each level in 

the hierarchy imposing constraints on the level below. Conversely, information at the lower 

levels about the appropriateness and condition of the controls and constraints is 

communicated upwards in the hierarchy to inform the upper levels controls and constraints. . 

Similar to Rasmussen’s framework, STAMP emphasises how complex systems are dynamic 

and migrate towards accidents due to physical, social and economic pressures, rather than 

sudden loss of control capacity.   
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Accimap method for risk management 
and accident analysis (Rasmussen)
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so called ‘vertical integration’, systems can lose control of the processes that they are 

designed to control (Cassano-Piche et al., 2009). According to Rasmussen (1997), accidents 

are typically ‘waiting for release’; the stage being set by the routine work practices of various 

actors working within the system. Normal variation in behaviour then serves to release 

accidents.  

 

Rasmussen (1997) outlined the Accimap method, which is used to graphically represent the 

system wide failures, decisions and actions involved in accidents. Accimap analyses typically 

focus on failures across the following six organisational levels: government policy and 

budgeting; regulatory bodies and associations; local area government planning & budgeting 

(including company management, technical and operational management; physical processes 

and actor activities; and equipment and surroundings. Notably, Accimap is a generic 

approach and does not use taxonomies of failures across the different levels considered. 

Rasmussen’s risk management framework and Accimap method are presented in Figure 1. 

 

Figure 1. Rasmussen’s risk management framework and Accimap method. 
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Root Cause Analysis (RCA)
A tool 
1. to prevention, not punishment, of adverse events
2. for building a “culture of safety”
A process
1. for identifying basic or contributing causes
2. for identifying what can be done to prevent recurrence
3. for measuring and tracking outcomes
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RCA: Tree diagram
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Result Cause/Result Cause/Result Cause

Result Primary 
Causes

Secondary 
Causes

Tertiary 
Causes
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The MCAS user interface
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Root cause 
analysis
(student work from 2021)
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RCA diagram: 

 

 

Root causes summary: 

I think that the root causes of the flight crashes are: On the first place, the gold fever of the fight 
companies that want to generate as much money as they can without following the correct 
procedures and on the second step the lack of experience of the software developers with the 
planes history and correct procedures. 



E3.C  (10 min) 

Root cause analysis of why you missed a lecture
(Fundamental attribution error)
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Pairwork topics
4.6.2024

93

https://shorturl.at/ObmBR 

https://shorturl.at/ObmBR


Accident reports https://shorturl.at/ObmBR 

https://shorturl.at/ObmBR




Warning! A different type of 
reasoning is involved
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Abductive reasoning (also called abduction, abductive 
inference, or retroduction) is a form of logical inference
that seeks the simplest and most likely conclusion from a set 
of observations. -Wikipedia

https://en.wikipedia.org/wiki/Logical_inference


Topics and deliverable
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Safety Investigation Authority 
Accident reports 
https://shorturl.at/ObmBR 

Task
1. Pick an incident report that 

involves possible human error and 
technology (ideal: AI, automation)

2. Read the report and associated 
news articles

3. Analyze the error using SRK and 
RCA/AcciMap

4. Provide an expanded account of 
the error

Presentation slides
1. Incident overview

• Photo
• Annotations

2. Overview of explanation
3. SRK + interpretation
4. RCA/AcciMap 
5. How cases like this 

might be prevented in 
the future (realistically)

https://shorturl.at/ObmBR

