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Our theme today: AI safety



A success story in human factors: 
Patient controlled analgesia (PCA)



Today

1. System mapping
• What / who else is involved than the user and an LLM?

2. Risk management
• Risk assessment



Case: AI safety

https://arxiv.org/pdf/2403.13793 https://www.safe.ai/ai-risk



Another taxonomy of AI harms

https://arxiv.org/pdf/2310.11986

E5.A - Pick a 
topic and draft 
a brief scenario 
(10 min)



System engineering



Key aspects of human-centered engineering
• Building the right thing

• Clarifying the goal from the end users’ perspective
• Building the thing right

• Understanding requirements and managing changes throughout a project
• Verification and validation

• Ensuring requirements are met and that a system is fit for purpose
• Systems approach

• Understanding how technology interacts with other systems including the user-in-context
• Understanding risk and keeping people safe

• Ensuring risks are understood and managed, and users are protected from harm
• Managing the process

• Following a systematic design engineering process
• Formal and systematic approaches to design problems

• Modeling interaction using some formal model to allow for inference, optimization, and 
verification

Hornbaek, K., Kristensson, P.O. and Oulasvirta, A. 2023. Introduction to Human-Computer Interaction. 
Under contract with Oxford University Press. 



Systems approach

• A systems approach, sometimes called systems thinking, is an 
approach to allow engineers to reason about technical systems
• The terminology arose in engineering as a result of a recognized need to 

approach system design as a holistic cross-disciplinary team activity 
• Considers system design across the entire life cycle of the system

• This includes the system’s design, integration, management, maintenance and eventual 
disposal

• It includes consideration of the system’s role in its operating 
environment, which may in turn be a larger system or necessary 
interaction between several systems or subsystems



Principles of a systems approach

1. Define the purpose: 
• Identify the three key parameters of the system: cost, performance, and timescale
• Do not neglect the fourth parameter: risk, which needs to be understood for each of the 

three prior parameters
2. Think holistic: systems have boundaries as without boundaries we do not have 

definitions of systems
• Systems are embedded within other systems and integrate multiple systems

3. Follow a systematic procedure: systems are planned, designed, and built
4. Be creative: use both innovative and conventional thinking to understand 

together with stakeholders what the system must achieve, to create the system 
architecture, and to help guide every stage throughout the life of the system

5. Take account of the people: people are part of systems, and they are critical 
for the success of systems

6. Manage the project and the relationship: systems need to be designed to take 
all relevant factors into consideration



Sociotechnical systems view



Example: Failure categories attributed to a 
lack of a systems approach
• A lack of a systems approach can often be linked to failures with systems
• An analysis of 12 problems in technology linked them to four categories of 

system thinking failures:
1. A failure to consider the environment in which the system operated
2. A failure to understand that non-technical factors, such as organizational, political, 

economic, or environmental factors, were necessary to understand and take into 
account in order to solve the system problem

3. A failure to correctly address planned and unplanned interactions between 
components within the system and interactions with system’s environment

4. A failure to take into account that many products are part of a wider user 
experience system and that the product can therefore only thrive if such a user 
experience system exists and provides adequate services

J. P. Monat and T. F. Gannon. Applying systems thinking to engineering and design. Systems 6(3):34, 2018.



Example: Password security

https://explodingtopics.com/blog/password-stats



System mapping techniques



System mapping and system boundary

• To understand a system we will need to describe it
• System mapping refers to a set of techniques for achieving this 
• System mapping allows us to describe a system in terms of its 

processes, people, and flow of information

• A critical first step is to determine the system boundary
• Anything within the system boundary will be mapped out and 

anything outside the boundary is out-of-scope



Drawing system boundaries

• Example 1: a wearable fall-detector that tracks patients in a hospital 
environment and warns a nurse of a fall
• Minimum to include within boundary: (1) wearable device; (2) patient; (3) nurse; (4) 

interface for warning the nurse; (5) network system; (6) applicable rules and 
regulations

• Example 2: an infusion pump interface for administering a drug
• Minimum to include within boundary: (1) infusion pump; (2) user interface; (3) 

patient; (4) nurse; (5) technology support engineer; (6) applicable rules and 
regulations

• Not included: (1) drug distribution; (2) drug storage and loading
• The boundary changes depending on concerns

• For example, we have not included concerns regarding manufacturing, distribution, 
product support, or disposal

E5.B – List relevant 
subsystems (5 min)



System mapping techniques
Example case: Updating software

1. Task diagram
2. Information diagram
3. Organizational diagram
4. System diagram
5. Process diagram
6. Communication diagram



Task diagram
• A hierarchical representation of 

tasks and conditions for carrying 
out the tasks
• Tasks are nodes, relationships links

• Describe complete processes, 
organization of work, and user 
interface workflows
• Focus on processes and 

procedures, user behavior, and 
technology use

A task diagram for updating software in an organization.



Information diagram

• A hierarchical 
representation of 
documentation
• Documents are nodes and 

the relationships links

• Exposes documentation 
and policies within an 
organization relevant for 
some activity

Part of the hierarchy of information that a system administrator 
would require to do a software update in an organization.



Organizational diagram

• A hierarchical representation of 
people and their roles in an 
organization
• Teams, individuals, departments, 

etc. as nodes and relationships as 
links

• Make it possible to identify 
stakeholders and their roles
• Can expose actors who are 

relevant even if not direct users of 
a system

An organizational diagram for a software update. The DevOps 
team combines the roles of software development and IT 
operations as one function.



System diagram
• Describes how data is is 

transformed through the system
• Show where data is stored and how 

data activities and processes are 
sequenced to allow transformations

• Map out processes, in particular 
how users interact with systems in 
order to achieve tasks
• System diagram consists of (1) 

activities that indicate the flow of 
data between activities; and (2) 
states and state transitions that 
indicate the state conditions for a 
transition and the actions arising 
from a transition

A system diagram for updating software. The top part shows the 
flow of data between activities. The bottom part shows states as 
boxes and transitions between states as arrows. Conditions for a 
transition are indicated next to each arrow as a textual 
description and actions are indicated as a textual description 
preceded with a dash (‘-’).



Process diagram

• Shows how serial and parallel 
processes and activities are 
structured as a series of steps
• An example of a process diagram is 

a flow chart (the figure shows a 
swimlane diagram)
• Nodes represent the steps in a process 

and the links represent transition 
conditions

• Show the ordering of steps within 
activities, if such activities serial
• Are a basis to understand an overall 

process in a system, linking in, for 
example, relevant stakeholders, 
documents and tasks

An example of a process diagram for an organization deciding 
whether it is ready to update software.



Communication diagram

• Represents flow of information 
between users
• Nodes are users, or an entity 

representing a user group, and 
links are flows of information

• Used to show the flow of 
information between people 
within and between teams
• Can also be used to depict flows 

of information across different 
entities, such as different 
departments in a company



E5.C  (15 min)

• Select 2 mapping techniques relevant for your case
• Use them to describe your case
• Draw the diagrams
• (Additional assumptions will be needed, write them down)



Risk



Risk

• We will view risk from the point of view of expected system behavior
• A system has a certain purpose and the possibility that the system 

does not behave as expected can give rise to undesired behavior
• The risk of an incident that results in undesired behavior of the 

system can then be viewed as the expected value of undesired system 
behavior:

𝑟𝑖𝑠𝑘 = 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 ⋅ 𝑖𝑚𝑝𝑎𝑐𝑡

• 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑: the probability of a specific incident
• 𝑖𝑚𝑝𝑎𝑐𝑡: the expected loss due to this incidentThink: What kind of quantifiable 

loss is your case associated with?



Hazard

• A hazard is the possibility of an object, situation, information, or energy to 
cause an adverse effect
• For example, a sharp edge in the molding of a wearable device can cause a cut on 

the user and a confusingly labeled button can cause users to accidentally delete data
• Exposure is the likely extent the user is exposed, or can be influenced by, 

the hazard
• For example, if the sharp edge in the molding of the wearable device is covered by 

rubber coating there may be no exposure of the hazard to the user
• For a risk to exist there must be both a hazard and exposure to the hazard

• An unexposed hazard is not a risk
• A risk is the product of the likelihood of an incident and the impact of the 

incident
• A risk can therefore take on a range of values

• However, a risk is always preconditioned on the presence of a hazard



Risk management

• Having an an overall understanding of human error, it is important to design 
systems to minimize risks
• At its core, risk management is about identifying and assessing risks and 

minimizing, monitoring and controlling probabilities of undesired events
• At the high-level, risk management is a process with five steps:
1. Hazard identification: identify unintended system behavior that can cause 

unwanted outcomes
2. Risk estimation: arrive at a risk by assessing the likelihood and severity of each 

hazard
3. Risk evaluation: decide whether risks are acceptable
4. Risk control: reduce unacceptable risks to acceptable levels
5. Risk monitoring: manage a process that ensures acceptable risk levels are 

maintained throughout the system’s lifetime



Risk assessment methods

• The first step in risk assessment is to set the system boundary
• The system boundary defines the concerns of the system we are assessing: 

anything outside the boundary will not be assessed
• A large number of risk assessment methods exist that have been 

developed for various purposes, including medical devices, chemical 
process systems, aerospace systems, healthcare, etc.
• At a high level they can be considered along four dimensions:

1. How in-depth they are, which affects the resources required to use them
2. Their focus on identifying risks
3. Their focus on communicating risks
4. Their focus on assessing risks



Failure mode and effects analysis (FMEA)

• Can be used to analyze human error at 
both the individual and the team level

• Analyzes component failures in the system
• Cnsiders each component’s failure modes 

and assesses possible causes for failures, 
their likelihood and severity, the recovery 
steps available, and actions for eliminating 
or mitigating the consequence of the 
failure mode

• There are multiple ways of carrying out 
FMEA

• The columns to the right is an example of 
the columns that an FMEA may include:

• Identifier: an identifier for the particular issue
• Component: the component assessed
• Failure mode: the specific failure mode of the 

component
• Causes: the possible causes of the failure 

mode
• Probability: the probability of the failure 

mode, which is an estimate
• Severity: the severity of the failure mode
• Risk: the risk of the failure mode: the product 

of the probability and severity
• Recovery: steps to mitigate the failure mode, 

which may include requirements for recovery 
and mitigation.

• Action notes: next steps to be taken, for 
instance, further investigation or changes to 
components



Structured what-if technique (SWIFT)

• A team-based risk assessment method 
that prompts the team with what-if 
questions to stimulate thinking about 
identifying risks and hazards in a system

• The focus on SWIFT is to allow the design 
team to explore different scenarios and 
contexts, and their resulting 
consequences, causes and impacts

• SWIFT is based on a vocabulary which 
serves as prompts

• The words in the vocabulary are used by a 
facilitator to discuss possible scenarios, 
issues, operating environment conditions, 
etc. that may give rise to hazards and risks

• The words used as prompts typically focus 
on deviations, such as “failure to detect”, 
“wrong message”, “wrong time”, “wrong 
delay”, etc.

• In practice, a SWIFT analysis is carried 
out by filling out a table where each 
row has a set of columns 
• Example columns for analysis:

• Identifier: an identifier for the particular 
issue discussed

• What-if questions: questions triggering an 
assessment, such as “how much”, “how 
many”, etc.

• Hazards and risks: any hazards and 
associated risks that may occur

• Relevant controls: the controls that are in 
place or need to be in place to mitigate 
the risk

• Risk ranking: the ranking of this risk 
relative to other risks identified in the 
exercise

• Action notes: next steps to be taken





Fault tree

• A diagrammatic method for identifying 
and analyzing factors contributing to a 
fault—unintended behavior

• Fault trees are, as their name indicates, 
tree diagrams linking factors to a fault 
using logical relationships, such as and and 
or

• A fault tree is created by starting with the 
fault as the top-level event and then 
progressively analyzing the factors that 
may contribute to the fault

• Fault trees can be used to analyze causes 
of human error

• They highlight interrelationships between 
components, where components may be 
both system components and users



Risk matrix

• A risk matrix is a simple visualization 
technique for communicating risk

• A risk matrix has two axes: impact and 
likelihood

• Risks are indicated in the matrix accordingly
• A risk matrix makes it easy for a team to  

visualize important risks
• In general, risks in the top-right are more 

severe and they indicate risks with a high 
impact and a high likelihood

• Risk matrices are typically used in 
conjunction with other risk assessment 
methods to assist with ranking and 
prioritizing risks



E5.D  Risk matrix (15 min)

• Assess the diagrams you made for 
potential risk
• Identify threats

• Who would do what and why and with what 
resources?

• Identify the impacts and likelihood 

• Draw a risk matrix for top 3 threats 
scenarios



Pairwork topics



Task and presentation

Task
General AI safety issue
à Concrete scenario
à System analysis
à Risk assessment
à Recommendations

Notes:
• Pick a concrete subcase to focus on
• Your topic be human factors-related (e.g., not 

just an SW bug)
• Bonus: Quantify the risk (losses)
• Feel free to use articles in the media and even 

ChatGPT to help you out

Presentation
1. General AI capability and general concern
2. Concrete scenario + illustrative photo 

(bullets only)
3. Your system analysis 

(2-3 diagrams annotated)
4. Your risk assessment (risk matrix or some 

other form)
5. Your recommendations for counter-

measures


