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Lecture 2/2018

• Observation equation model

• Derivation of general solution

• Examples
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Why redundant observations

• Uncertainties in measurements
• Instruments
• Circumstances
• Observer
• Methods
• Difference between a mathematical model and reality 
• The purpose of measurements
• Economical reasons

• Redundant observations

If we have more observation than necessary, we need adjustment
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Questions in adjustment calculus and design of 
measurements

• Repeated observations do not give the same answer or redundant 
observations are not consistent

• Can we detect blunders, gross errors, outliers from our data

• Can we detect systematic errors 

• What is the best and the most reliable way to take into account all 
observations and to get the best final results

• How can we prevent the corruption of the results due to the non-
detected outliers

Least Squares Method in Geoscience

All observations
Unknown 

parameters

adjustment
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Examples

• From height differences to heights

• From angles to angles (or shape of the  
triangle)

• From angles, distances and GPS-vectors
to the vector between two points
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Examples 2

• From angles, distances, height differences
and GPS-vectors to 3D- coordinates

• From angles to 3D-coordinates
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Still one example

• From angles and distances to 3D 
coordinates (red) and from 3D coordinates
to the reference point and axis directions
of the telescope

• From GPS phase observations to 3D 
coordinates (blue and green) and from 3D 
coordinates to reference points and axis
direction of the telescope



Models

•Observation equation
model

(Gauss-Markov) 

•Condition equation
model

•General or mixed model
(Gauss-Helmert)

0),,...,,( 21 iui xxxf 

0),...,,,,...,,( 2121 nui xxxf 
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𝐴𝑥 − 𝑦 = 𝑣

0)( 0  yBvxxA

0 yBv
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Notation

Least Squares Method in Geoscience

x is unknown parameters
u is number of unknown parameter
n is number of observations
A is design matrix (coefficients of unknown parameters)
y is y-vector, opposite number of calculated minus

observed (in linear model observations and possible
constants, when approximate values of parameters are
zeros)
is observation

v is residual vector, adjusted minus observed
f is functional model, the relation between observations

and unknown parameters
P is weight matrix
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Observation equation model, linear model
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Linearization with Taylor

𝑓 𝑥 = 𝑓 𝑥0 +
𝑑

𝑑𝑥
𝑓 𝑥0 ∆𝑥 +

1

2!

𝑑2

𝑑𝑥2 𝑓 𝑥0 ∆𝑥2 + ⋯+
1

𝑞−1 !

𝑑 𝑞−1

𝑑𝑥 𝑞−1 𝑓 𝑥0 ∆𝑥 𝑞−1 + 𝑅𝑞(𝜃, ∆𝑥)

𝑅𝑞 𝜃, ∆𝑥 =
1

𝑞 !

𝑑 𝑞

𝑑𝑥 𝑞
𝑓 𝜃 ∆𝑥𝑞
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Linearization

Approximate value + correction

𝐹 𝑥, 𝓁 = 𝐹 𝑥0, 𝓁0 +
𝜕𝐹

𝜕𝑥
𝑥 − 𝑥0 +

𝜕𝐹

𝜕𝓁
𝓁 − 𝓁0 = 0

𝐴 =
𝜕𝐹 𝑥0, 𝓁0

𝜕𝑥
=

𝜕𝑓1
𝜕𝑥1

𝜕𝑓1
𝜕𝑥2

⋯
𝜕𝑓1
𝜕𝑥𝑢

𝜕𝑓2
𝜕𝑥1

𝜕𝑓2
𝜕𝑥2

⋯
𝜕𝑓2
𝜕𝑥𝑢

⋮
𝜕𝑓𝑛
𝜕𝑥1

𝜕𝑓𝑛
𝜕𝑥2

⋯
𝜕𝑓𝑛
𝜕𝑥𝑢

𝐵 =
𝜕𝐹 𝑥0, 𝓁0

𝜕𝓁
=

𝜕𝑓1
𝜕𝓁1

𝜕𝑓1
𝜕𝓁2

⋯
𝜕𝑓1
𝜕𝓁𝑛

𝜕𝑓2
𝜕𝓁1

𝜕𝑓2
𝜕𝓁2

⋯
𝜕𝑓2
𝜕𝓁𝑛

⋮
𝜕𝑓𝑛
𝜕𝓁1

𝜕𝑓𝑛
𝜕𝓁2

⋯
𝜕𝑓𝑛
𝜕𝓁𝑛

−𝑦 + 𝐴(𝑥 − 𝑥0) + 𝐵𝑣 = 0
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Observation equation model, nonlinear model
differnce of y-vector and observation

Least Squares Method in Geoscience
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can be directly expressed with parameters x,  the equation above is  
i

Thus the last partial derivative is -1.   

By substituting

and

We obtain
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Linearized model

Least Squares Method in Geoscience
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General solution: deterministic derivation
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Normaaliyhtälöt

Normal equations

𝑨𝒙 − 𝒚 = 𝒗
If we have linear form 𝑢 = 𝑥𝑇𝐴𝑦,
then
𝜕𝑢

𝜕𝑥
= 𝑦𝑇𝐴𝑇 and 

𝜕𝑢

𝜕𝑦
= 𝑥𝑇𝐴

For quadratic form 𝑞 = 𝑥𝑇𝐴𝑥,
𝜕𝑞

𝜕𝑥
= 2𝑥𝑇𝐴

PyAPAAx TT 1)(  Solution of normal equations
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Weighting of observations

• Weight matrix P is inverse of 
the covariance matrix of the 
observations

• Variance factor 𝜎0
2 is the 

variance of an observation
which has the weight 1 

Least Squares Method in Geoscience

Variance factor can

be chosen

𝑃 = 𝜎0
2Σ−1

The solution does not depend on the choise of the variance

factor 𝜎0
2

𝑥 = 𝐴𝑇𝜎0
2Σ −1𝐴

−1
𝐴𝑇𝜎0

2Σ −1𝑦

=
1

𝜎0
2

𝐴𝑇Σ −1𝐴
−1

𝐴𝑇𝜎0
2Σ −1𝑦
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Exercise: arithmetic mean

Least Squares Method in Geoscience

• What is number of equations in observation
equation model?

• What is number of unknown parameters?
• Functional model?
• A-matrix?
• y-vector?
• Normal equations?
• LSQ solution?
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Exercise: Linear regression

Least Squares Method in Geoscience

• How many
observations?

• How many unknown
parameters?

• Functional model ?
• A-matrix?
• y-vector?

x1 x2 x3 x4 x5 x6 x7
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Least Squares Method in Geoscience

Exercise: levelling network

1

2

3

4

5

6

• Height differences between
points has been observed as 
shown in the left

• Arrows show the direction

• How many equation?

• What are observations?

• How many unknown
parameters?

• What are unknown parameters?

• Functional model?

• A-matrix?

• y-vector?
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Exercise: GPS network

Least Squares Method in Geoscience

• The observations, coordinate differences, are results of the baseline processing (from
phase double difference observations to coordinate differences between the points)

• Also the covariance matrices of the coordinate differences are saved in baseline
processing

1

2

3

4

5

• Coordinate differences ∆𝑋, ∆𝑌, ∆𝑍
between points has been observed
as shown in the left

• Arrows show the direction

• How many equation?

• What are observations?

• How many unknown parameters?

• What are unknown parameters?

• Functional model?

• A-matrix?

• y-vector?
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Non-linear functional models, trilateration

Observations:distances s 

Unknown parameters: x,y

n=3, u=2, n-u=1
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Least squares estimate , 
BLUE, Maximum likelihood

• Least squares estimation
• No assumptions of the probability distribution of  vector of observations

• Based on the minimizing the quadratic form 𝐴𝑥 − 𝑦 𝑇𝑃 𝐴𝑥 − 𝑦

• LSQ estimate is BLUE (Best Linear Unbiased Estimatation) if
• Linear: LSQ estimate is linear x = 𝐴𝑇𝑃𝐴 −1𝐴𝑇𝑃𝑦

• Unbiased: LSQ estimate is unbiased 𝐸  𝑥 = 𝑥 for ∀𝑥

• Best: the variance of estimated  𝑥 is minimum when 𝑃 = 𝜎0
2Σ−1

• ML estimate is BLUE  if the probability distribution of 
observation is 𝑦~𝑁(𝐴𝑥, Σ 𝑦) and 

• ML estimate is LSQ if it is BLUE  and  𝑃 = 𝜎0
2Σ−1

3.1.2018 Least Squares Method in Geoscience 21



LSQ estimate is ortogonal projection
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LSQ is orthogonal projection

3.1.2018 Least Squares Method in Geoscience 23



Least squares process

Observations

Variation and 

correlations of 

observations, 

weights

Adjusted

parameters
Covariance matrix of 

unknown parameters

Fuctional model Stochastic model

Least squares

engine

Angles, distances, 
coordinate
differences, 
coordinates, phase
observations…

𝚺, P, QMathematical model
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Examples of functional models

Least Squares Method in Geoscience

GPS phase observation

VLBI time delay

Local tie, reference point of 
VLBI telescope

Azimuth, elevation angle, 
distance
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Litterature
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