
Emperical Methods for Marketing 

Research and Analytics Using

Prof. Dr. Martin Wetzels

Maastricht University



About Me

► Name: Prof. Dr. Martin Wetzels

Professor in Marketing and Supply Chain Research

► Address: Maastricht University

School of Business and Economics

Department of Marketing and SCM

P.O. Box 616, 6200 MD  Maastricht

Tongersestraat 53, F1.05

T: +31 43 388 3250/3839

F: +31 43 388 4918

E: m.wetzels@maastrichtuniversity.nl

W: https://www.maastrichtuniversity.nl/m.wetzels

2



Using      for AN(C)OVA

Prof. Dr. Martin Wetzels

Maastricht University



Course Outline

4

Session: 

 

DAY 1 

 

Session 1 

 

Session 2 

 

DAY 2 

 

Session 3 

 

Session 4 

 

DAY 3 

 

Session 5 

 

Session 6 

 

TOPIC: 

 

 

 

INTRODUCING MULTIVARIATE ANALYSIS AND R 

 

USING R FOR BASIC ANALYSIS 

 

 

 

USING R FOR AN(C)OVA 

 

USING R FOR REGRESSION ANALYSIS 

 

 

 

USING R FOR SCALING AND FACTOR ANALYSIS 

 

USING R FOR SEM and PLS PATH MODELING 

 

 



Positioning AN(C)OVA…
Hair et al. (2018); Malhotra (2010)
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Multivariate Data Analysis Tools
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Analysis of Variance (ANOVA): Oneway ANOVA

7

Oneway ANOVA
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Analysis of Variance (ANOVA): Oneway ANOVA
Malhotra (2010); Pallant (2016)

 Assumptions

 Variables

 Yi = intervally scaled

 Xi = nominal (“Group”)

 Independent samples

 For each “group” of X, Y has the same variance (homogeneity of 

variance) and is randomly sampled from a normal distribution
 Hypotheses

 H0: M1 = M2 = M3 = Mj

 Model

 Yi = a + b1*Xi + ERROR

8
Error term is normally distributed (M=0, 

VAR=c) and the error terms are uncorrelated



Analysis of Variance (ANOVA): Oneway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2) 
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Two procedures:

 Analyze→Compare

Means →Oneway ANOVA

 Analyze→General Linear 

Model→Univariate

Promotion

Sales

Experimental Design

“X” Promotion 

(1=high, 2=medium, 3= low)

“X” Coupon 

(1=$20 coupon, 2=No coupon)

“X” Clientel

(Affluence of clientele, 1-10)

“Y” Sales

(normalized, scale 1-10)

Factorial design with two factors 

with 3 (Promotion) and 2 

(Coupon) levels (= 6 cells) with 5 

stores randomly assigned 

(n=6*5=30).



Analysis of Variance (ANOVA): Oneway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Analysis of Variance (ANOVA): Oneway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Analyze → Compare Means 

→

One-Way ANOVA



Analysis of Variance (ANOVA): Oneway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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DV: 

SALES

IV: PROMOTION



Analysis of Variance (ANOVA): Oneway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Descriptives

sales  Sales

10 8.30 1.337 .423 7.34 9.26 6 10

10 6.20 1.751 .554 4.95 7.45 4 9

10 3.70 2.003 .633 2.27 5.13 1 7

30 6.07 2.532 .462 5.12 7.01 1 10

1  High

2  Medium

3  Low

Total

N Mean Std. Deviation Std. Error Lower Bound Upper Bound

95% Confidence Interval for

Mean

Minimum Maximum

Test of Homogeneity of Variances

sales  Sales

1.353 2 27 .275

Levene

Statistic df1 df2 Sig.

Descriptives and Assumptions

Homogeneity of Variance

Assumption

H0: all variances are equal

M SD



Analysis of Variance (ANOVA): Oneway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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ANOVA

sales  Sales

106.067 2 53.033 17.944 .000

79.800 27 2.956

185.867 29

Between Groups

Within Groups

Total

Sum of

Squares df Mean Square F Sig.

ANOVA Table

Explained by PROMOTION 

(η2=106.067/185.867=0.571)

Error – Not Explained 

by PROMOTION

106.067/2

79.800/27

dfX=c-1 = 3-1 =2

dfE=N-c=30-3 = 

27

SSX

SSE

SSY

F(2,27)=53.033/2.956

=17.944 (p < 

0.001!!!)



Analysis of Variance (ANOVA): Oneway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)

 What to do if Levene’s test is significant (i.e., homogeneity 

of variance is violated)?

 Nothing! ANOVA is quite robust

 Welch or Brown-Forsythe’s F test (available in Oneway ANOVA)

 Kruskal-Wallis test (nonparametric alternative!)
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Analysis of Variance (ANOVA): Oneway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Robust Tests of Equality of Means

sales  Sales

18.090 2 17.470 .000

17.944 2 24.659 .000

Welch

Brown-Forsythe

Statistic
a

df1 df2 Sig.

Asymptotically F distributed.a. 

Brown and Forsyth (1974)

FBF(2,24.659)= 17.944, p<0.001

Welch (1951)

FW(2,17.470)= 18.090, 

p<0.001



Kruskal-Wallis Test
Department Store Data (Malhotra, 2010, Table 16.2)

 Assumptions

 Three or more (random) samples

 "Dependent“ variable must be at least ordinally scaled 

and the "independent" variable must be nominally

scaled

 Hypotheses

 H0: Median1 = Median2 =…=Mediank

 Extension of Wilcoxon-Mann-Whitney test for 

more than 2 samples

17

Kruskal-Wallis Test

1

Yi Xi

X1i

X2i

X3i
3

2



Kruskal-Wallis Test
Department Store Data (Malhotra, 2010, Table 16.2)
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Analyze → Nonparametric Tests →

Legacy Dialogs → K Independent 

Samples



Kruskal-Wallis Test
Department Store Data (Malhotra, 2010, Table 16.2)
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EXACT!

2(2)=16.529 (p2<0.001)

ES

2=2/(n-1)

2=16.529/29=0.570

RANKS    



Friedman Test
Pallant (2016)

 Assumptions

 Three or more (random) samples

 Variables must be at least ordinally

scaled

 Hypotheses

 H0: MedianY1 = MedianY2 =…=MedianYk

 Extension of Wilcoxon signed rank 

test for more than 2 samples

20

Friedman Test

Y1 Y2 Y3



GLM Univariate
Department Store Data (Malhotra, 2010, Table 16.2)
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Analyze → General Linear 

Model→Univariate



GLM Univariate
Department Store Data (Malhotra, 2010, Table 16.2)
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Levene's Test of Equality of Error Variancesa

Dependent Variable: sales  Sales

1.353 2 27 .275

F df1 df2 Sig.

Tests the null hypothesis that the error variance of

the dependent variable is equal across groups.

Design: Intercept+promotiona. 

Descriptives and Assumptions

Homogeneity of Variance

Assumption

H0: all variances are equal

Descriptive Statistics

Dependent Variable: sales  Sales

8.30 1.337 10

6.20 1.751 10

3.70 2.003 10

6.07 2.532 30

promotion  In-Store

Promotion1  High

2  Medium

3  Low

Total

Mean Std. Deviation N

M SD N



GLM Univariate
Department Store Data (Malhotra, 2010, Table 16.2)
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ANOVA Table

Tests of Between-Subjects Effects

Dependent Variable: sales  Sales

106.067a 2 53.033 17.944 .000 .571

1104.133 1 1104.133 373.579 .000 .933

106.067 2 53.033 17.944 .000 .571

79.800 27 2.956

1290.000 30

185.867 29

Source

Corrected Model

Intercept

promotion

Error

Total

Corrected Total

Type III Sum

of Squares df Mean Square F Sig.

Partial Eta

Squared

R Squared = .571 (Adjusted R Squared = .539)a. 



GLM Univariate
Department Store Data (Malhotra, 2010, Table 16.2)
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Mean Plot



GLM Univariate
Department Store Data (Malhotra, 2010, Table 16.2)
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Error Bar Graph



GLM Univariate: Post Hoc Tests
Department Store Data (Malhotra, 2010, Table 16.2)

26

Multiple Comparisons

Dependent Variable: sales  Sales

Tukey HSD

2.10* .769 .029 .19 4.01

4.60* .769 .000 2.69 6.51

-2.10* .769 .029 -4.01 -.19

2.50* .769 .008 .59 4.41

-4.60* .769 .000 -6.51 -2.69

-2.50* .769 .008 -4.41 -.59

(J) In-Store Promotion

2  Medium

3  Low

1  High

3  Low

1  High

2  Medium

(I) In-Store Promotion

1  High

2  Medium

3  Low

Mean

Difference

(I-J) Std. Error Sig. Lower Bound Upper Bound

95% Confidence Interval

Based on observed means.

The mean difference is significant at the .05 level.*. 

Sig. = p value!

p value for the 

individual testsMultiple tests Inflate Familywise α!

FWα = 1-(1- α)T

EXAMPLE

T=1, α=0.05, FWα=0.05

T=2, α=0.05, FWα=0.10

T=3, α=0.05, FWα=0.14

Why do we need Post Hoc Multiple Comparison tests?



GLM Univariate: Post Hoc Tests
Department Store Data (Malhotra, 2010, Table 16.2)
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Bonferroni, REGWQ and Tukey
• Equal variances and sample sizes assumed

• All pairwise comparisons

Scheffé
• Equal variances and sample sizes assumed

• All pairwise comparisons

• Very conservative!

LSD
• Equal variances and sample sizes 

assumed

• Very liberal (t tests)!

Games-Howell
• Equal variances and sample sizes NOT

assumed

• All pairwise comparisons

Robust to nonnormality!



Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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1
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Analysis of Variance (ANOVA): Twoway ANOVA
Malhotra (2010); Pallant (2016)

 Assumptions

 Variables

 Yi = intervally scaled

 Xi = nominal (“Group”)

 Independent samples

 For each “group” of X, Y has the same variance (homogeneity of 

variance) and is randomly sampled from a normal distribution 

Variables

 Model

 Yi = a + b1*X1i + + b2*X2i + b3*X1i*X2i + ERROR 29

Interaction Term

Error term is normally distributed (M=0, 

VAR=c) and the error terms are uncorrelated



Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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IVs: Coupon + Promotion

DV: Sales



Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Hypotheses:

Promotion (Main Effect)

H0: ML=MM=MH

Coupon (Main Effect)

H0: MNo=Myes

Promotion * Coupon (Interaction Effect)

H0: Promotion * Coupon=0



Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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IVs: Coupon + 

Promotion

DV: Sales



Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Three-way Interaction Plot

Factor 1

Factor 2

Factor 3



Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Levene's Test of Equality of Error Variancesa

Dependent Variable: sales  Sales

.689 5 24 .637

F df1 df2 Sig.

Tests the null hypothesis that the error variance of the

dependent variable is equal across groups.

Design: Intercept+promotion+coupon+promotion

* coupon

a. 

Descriptives and Assumptions

Descriptive Statistics

Dependent Variable: sales  Sales

9.20 .837 5

7.40 1.140 5

8.30 1.337 10

7.60 1.140 5

4.80 .837 5

6.20 1.751 10

5.40 1.140 5

2.00 .707 5

3.70 2.003 10

7.40 1.882 15

4.73 2.434 15

6.07 2.532 30

coupon  Coupon

1  Yes

2  No

Total

1  Yes

2  No

Total

1  Yes

2  No

Total

1  Yes

2  No

Total

promotion  In-Store

Promotion1  High

2  Medium

3  Low

Total

Mean Std. Deviation N

Homogeneity of 

Variance

Assumption

H0: all variances are 

equal

M SD N



Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Tests of Between-Subjects Effects

Dependent Variable: sales  Sales

162.667a 5 32.533 33.655 .000 .875

1104.133 1 1104.133 1142.207 .000 .979

106.067 2 53.033 54.862 .000 .821

53.333 1 53.333 55.172 .000 .697

3.267 2 1.633 1.690 .206 .123

23.200 24 .967

1290.000 30

185.867 29

Source

Corrected Model

Intercept

promotion

coupon

promotion * coupon

Error

Total

Corrected Total

Type III Sum

of Squares df Mean Square F Sig.

Partial Eta

Squared

R Squared = .875 (Adjusted R Squared = .849)a. 

ANOVA Table

Total explained by model

Promotion, Coupon, 

Promotion*Coupon

Total including 

ERROR

p value

ERROR

Not explained

by model

(partial) η2

η2 =0.571
η2 =0.287
η2 =0.018



Analysis of Variance (ANOVA): Twoway ANOVA
Department Store Data (Malhotra, 2010, Table 16.2)
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Factor 2

DV

Factor 3?



One-way ANOVA
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Editor



One-way ANOVA
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Console



One-way ANOVA

40

Package multcomp for more options 



One-way ANOVA
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Editor



One-way ANOVA
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Console



One-way ANOVA
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Console



One-way ANOVA
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Console



One-way ANOVA
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Editor



One-way ANOVA
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Console



One-way ANOVA
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Console



One-way ANOVA
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Editor



One-way ANOVA
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Console



Welch Correction
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Kruskal-Wallis Test

51

Package coin for more options 



Two-way ANOVA
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Two-way ANOVA
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ANCOVA
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G*Power
http://www.gpower.hhu.de/
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http://www.gpower.hhu.de/


G*Power
http://www.gpower.hhu.de/
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f 

2=0.06

Numerator df:

• Main Effect Promotion (df=2 [3-1])

• Main Effects Coupon (df=1 [2-1])

• Interaction (df=2 [(2-1)*(3-1)])

• Number of groups: 6 (2*3)

nPromotion = 155

nCoupon = 125

nInteraction = 957

http://www.gpower.hhu.de/


SPSS and 
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SPSS and 
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Thank you for

Your Attention!
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