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Project	Assignment		

•  Project Assignment sheet has been released on MyCourses  

•  Covers all the details 

•  First Step Think! : Where could a tangible approach work? 

–  wellbeing, navigation, information search, communication, fun …   

•  Fill out the Google Form with as many ideas as you have!  







Real	life	in	the	wild…	





Senses	

•  How	an	organism	obtains	information	for	perception:	
–  Sensation	part	of	Somatic	Division	of	Peripheral	Nervous	System		
–  Integration	and	perception	requires	the	Central	Nervous	System	

•  Five	major	senses:	
–  Sight	(Opthalamoception)	
–  Hearing	(Audioception)	
–  Taste	(Gustaoception)	
–  Smell	(Olfacaoception)	
–  Touch	(Tactioception)	



Other	Lesser	Known	Senses..	
•  Proprioception	=	sense	of	body	position		

–  what	is	your	body	doing	right	now	
•  Equilibrium	=	balance	
•  Acceleration	
•  Nociception	=	sense	of	pain	
•  Temperature	
•  Satiety	(the	quality	or	state	of	being	fed	or	gratified	to	or	beyond	capacity)	
•  Thirst	
•  Micturition	
•  Amount	of	CO2	and	Na	in	blood	



=	multisensory	UI	





  repeating   

*) ears, microphone…   







Timbre	

•  Not only a single frequency 

–  non-sinusoidal waveform 

–  tonal sound: base frequency (F0) + harmonic overtones (n x F0) 

•  Not constant loudness 

–  sound envelope 



Noise	
•  Non-tonal sound (non-repeating waveform) 

–  continuous, non-harmonic spectrum 

•  Random (not predictable) signal 

•  But the distribution of  values/frequencies matters 

–  white noise, pink/blue noise, 
popcorn noise, etc. 



Voice	and	Speech	
•  Formed by the vocal tract 

•  Vowels (a, e, i, …) have a harmonic 
spectrum characterized by formants 
(peaks at certain kHz frequencies) 

•  Consonants 

–  harmonic: voiced nasals (b, m, n, j, …) 

–  transients (k, p, t) 

–  continuous noise (f, s, …) 

https://en.wikipedia.org/wiki/Articulation_(phonetics)		



Hearing	



Anatomy	of	the	Ear	



How	the	Ear	Works	

•  https://www.youtube.com/watch?v=pCCcFDoyBxM		



Sound	Frequency	and	Amplitude	
•  Frequency determines the pitch of the sound 
•  Amplitude relates to intensity of the sound 

–  Loudness is a subjective measure of intensity 

High frequency = 
short period 
 
Low frequency = 
long period 



Distance	to	Listener	
•  Relationship between sound intensity and distance to the 

listener 
Inverse-square law 

•  The intensity varies inversely with the square of the distance from 
the source. So if the distance from the source is doubled (increased 
by a factor of 2), then the intensity is quartered (decreased by a 
factor of 4).	



Auditory	Thresholds	

•  Humans	hear	frequencies	from	20	–	22,000	Hz	
•  Most	everyday	sounds	from	40	–	80	dB	



Sound	Localization	

•  Humans	have	two	ears	
–  localize	sound	in	space	

•  Sound	can	be	localized	
using	3	coordinates	
–  Azimuth,	elevation,	
distance		



Sound	Localization	

•  Azimuth	Cues	
– Difference	in	time	of	sound	reaching	two	ears	

•  Interaural	time	difference	(ITD)	
– Difference	in	sound	intensity	reaching	two	ears	

•  Interaural	level	difference	(ILD)	
•  Elevation	Cues	

– Monaural	cues	derived	from	the	pinna	(ear	shape)	
•  Head	related	transfer	function	(HRTF)	

•  Range	Cues	
– Difference	in	sound	relative	to	range	from	observer	
– Head	movements	(otherwise	ITD	and	ILD	are	same)	



Sound	Localization	

•  https://www.youtube.com/watch?v=FIU1bNSlbxk		



Sound	Localization	(Azimuth	Cues)	

Interaural	Time	Difference	(ITD)	
	
Interaural	Level	Difference	(ILD)	





HRTF	(Elevation	Cue)	
•  Pinna	and	head	shape	affect	frequency	intensities	
•  Sound	intensities	measured	with	microphones	in	ear	
and	compared	to	intensities	at	sound	source	
–  Difference	is	HRTF,	gives	clue	as	to	sound	source	location	



Accuracy	of	Sound	Localization	

•  People	can	locate	sound	
– Most	accurately	in	front	of	them	

•  2-3°	error	in	front	of	head	
–  Least	accurately	to	sides	and	behind	head	

•  Up	to	20°	error	to	side	of	head	
•  Largest	errors	occur	above/below	elevations	and	behind	head	

•  Front/back	confusion	is	an	issue	
–  Up	to	10%	of	sounds	presented	in	the	front	are	perceived	
coming	from	behind	and	vice	versa	(more	in	headphones)	

BUTEAN,	A.,	Bălan,	O.,	NEGOI,	I.,	Moldoveanu,	F.,	&	Moldoveanu,	A.	(2015).	COMPARATIVE	RESEARCH	ON	SOUND	
LOCALIZATION	ACCURACY	IN	THE	FREE-FIELD	AND	VIRTUAL	AUDITORY	DISPLAYS.	InConference	proceedings	of»	
eLearning	and	Software	for	Education	«(eLSE)(No.	01,	pp.	540-548).	Universitatea	Nationala	de	Aparare	Carol	I.	
	







Vector	Base	Amplitude	Panning	
•  Divide	a	virtual	sound	source's	signal	among	the	three	

loudspeakers	nearest	to	source	direction	
•  Can	be	realized	with	any	number	of	loudspeakers	

http://legacy.spa.aalto.fi/research/cat/vbap/		





(Audio Augmented Reality) 



Sound	in	the	user	interface	
•  Output: Auditory Display 

–  analogous to visual display, but sound is a temporal medium 

–  sonification = representing information with sound 

•  continuous sound:  system state / object property 

•  transients:  events 

•  Input: Sound Recognition 

–  analysing sound structure 

–  interpreting as events / input values 



more	info	&	some	examples:			http://www.icad.org/audio.php	







Example of mapping features to sounds 









https://www.youtube.com/watch?v=dplpCW-P77o		



http://dnasonification.org		





CONTINUES	…	


