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1.	Linear	Regression	 Target	–	Numeric	variable	



Regression result in equa4on:

Y	=	�31.9	+	�0.05*x1	+	(-0.000001)*x2	+	0.65*x3	+	0.0001*x4	+	0.001*x5		
Y	–	HOURS-PER-WEEK	(weekly	working	hours)	
x1	–	AGE	(age	of	the	respondent)	
x2	–	FNLWGT	(weight	variable)	
x3	–	EDUCATION-NUM	(educaZon	degree)	
x4	–	CAPITAL-GAIN	(income	from	investments)	
x5	–	CAPITAL-LOSS	(deficit	from	investments)	

	
	
	
	



Regression result in diagram:
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How good is the model?

PredicZon	 Real	results	



Tes4ng Linear model (2)
RMSE	>	0.5	
is	bad	fit		

3%	explanaZon	
only	



2.	LogisZc	Regression	

Target	–	Categorical	variable	



Regression result in nomogram  
(sliding the points allows to see influence on the variable):



Grey	color	-	selected	

93.9%	tales	that	are	"Animal	Tales"	idenZfied	correctly	

85.7%	tales	that	are	"Tales	of	Magic"	idenZfied	correctly	

Confusion	Matrix	



Precision =   tp   
    (tp+fp)	

Recall =    tp   
              (tp+fn)	

Precision	for	Animal	Tales: 	15	/	(15	+	2)	=	88%	
Precision	for	Tales	of	Magic: 	24	/	(24	+	3)	=	89%	

Recall	for	Animal	Tales:		 	15	/	(15	+	3)	=	83%		
Recall	for	Tales	of	Magic:		 	24	/	(24	+	2)	=	92%	
	

TP	

FP	

FN	

TN	

First	class	(Animal	Tales)–	POSITVE	
Second	class	(Tales	of	Magic)	-	NEGATIVE	

Precision	

Recall	



We trained the model

Feed	new	data	without	labels	to	the	model	and	ask	to	classify	it.	
Wikipedia	search	of	"aestheZcs"	


