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 Represent belief by random samples

 Estimation of non-Gaussian, nonlinear processes

 Monte Carlo filter, Survival of the fittest, 

Condensation, Bootstrap filter, Particle filter

 Filtering: [Rubin, 88], [Gordon et al., 93], [Kitagawa 96]

 Computer vision: [Isard and Blake 96, 98]

 Dynamic Bayesian Networks: [Kanazawa et al., 95]d

Particle Filters
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Particle Filter algorithm 1/3
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Particle Filter algorithm 2/3
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Particle Filter algorithm 3/3



Start

Motion Model  Reminder



Proximity Sensor Model Reminder

Laser sensor Sonar sensor
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Importance Sampling with Resampling:
Landmark Detection Example



Distributions
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Distributions

Wanted: samples distributed according to 
p(x| z1, z2, z3)



This is Easy!

We can draw samples from p(x|zl) by adding 
noise to the detection parameters.



Importance Sampling with 
Resampling

Weighted samples After resampling
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Initial Distribution, sonar
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After Incorporating Ten 
Ultrasound Scans
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After Incorporating 65 
Ultrasound Scans
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Estimated Path
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Summary

• Particle filters are an implementation of 
recursive Bayesian filtering

• They represent the posterior by a set of 
weighted samples.

• In the context of localization, the particles 
are propagated according to the motion 
model.

• They are then weighted according to the 
likelihood of the observations.

• In a re-sampling step, new particles are 
drawn with a probability proportional to 
the likelihood of the observation. 


